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ABSTRACT
Interacting with chatbots has become ubiquitous nowadays. Nev-
ertheless, conversational agents often remain unable to reliably
succeed in social contexts, which negatively influences users’ expe-
rience and prevents them from exploiting the technology’s full po-
tential. To improve user experience and subsequent trust-formation
in chatbots only very little attention has been paid to the active
involvement of the user and with that to customization options. Em-
ploying a preregistered experimental 1x2 between-subjects study
design (N = 171) this study explores an alternative approach to the
typical one-chatbot-fits-all solution and investigates the potential
of active user-based chatbot customization for the development
of trust in chatbots. While customization had no direct effect on
trust, anthropomorphism was identified as a significant mediator.
The chatbot’s interpersonal communicational competence was not
affected by customization, yet it did predict trust. Exploratory anal-
yses of participants’ feedback point towards the importance of
individual differences between users and generally show a positive
impact of customization on the overall chatbot experience.
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1 INTRODUCTION
Promised to be of great economic and societal value [19], text-based
conversational agents, or chatbots, have become omnipresent in
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users’ “personal digital universe” [16, p. 8]. Yet, despite their rising
presence, with the expectation to communicate with the chatbot
as if it were another human, users often seem to overrate the per-
formance of conversational agents [19; 25]. In consequence, users’
frustration rises [19] and their likelihood for future chatbot encoun-
ters decreases [25; 18]. This becomes cumbersome as, eventually, a
gap emerges between the chatbot and its user prohibiting subse-
quent trust-formation with chatbots and, thus, further exploitation
of the technology’s potential.

Up until now, most strategies that are aimed at improving users’
experience with chatbots, thereby bridging the gap between both
entities, originate from the developers’ side. Less attention has been
paid to users’ active involvement and co-creation procedures (i.e.,
through customization), although a handful existing findings al-
ready provide first indicators for positive effects [12]. On this basis,
the present study attempts to strengthen the scientific understand-
ing of trust in Human-Computer Interaction (HCI) by exploring
user-based chatbot customization as an alternative approach to the
typical one-chatbot-fits-all solution. The research question guid-
ing this investigation is as follows: To what extent does user-based
chatbot customization influence the user’s trust in the chatbot?

1.1 Theoretical background
1.1.1 Trust components. In the Human-Human Interaction (HHI)
context trust generally functions to build andmaintain relationships
[35]. Under the assumption of the Computers Are Social Actors
paradigm [23], which understands humans as responding to com-
puters in a social manner by applying human-specific concepts to
human-appearing but, eventually, non-human entities, it can be as-
sumed that for the HCI context this interpersonal construct of trust
persists in a similar manner. Respective literature that further tests
this assumption, however, remains scarce. Among those limited re-
search findings two essential components seem to tap more closely
into the construct of trust between a human and computational
entity: the technology’s competence and anthropomorphic qualities.

Since chatbots are increasingly designed to fulfill interpersonal
communicational tasks, for instance in the form of engaging in
casual small-talk, their communicational competence gains great
importance. In light of this, Skjuve and Brandzaeg [29] have adapted
the Interpersonal Communicational Competence (ICC) scale to the
evaluation of interpersonal chatbot encounters, with ICC referring
to the perceived ability of a chatbot “to manage interpersonal re-
lationships in communication settings” (Rubin and Martin, 1994,
p. 33). First findings show that ICC impacts users’ general willing-
ness to engage with social chatbots [6] and ICC is shown to be
positively associated with a chatbot’s greater social presence [29].
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Social presence, in turn, is known to improve the user’s commu-
nicative experience and the better this experience, the more likely
the user is to perceive the chatbot as credible and trustworthy [8].

Anthropomorphism generally describes the attribution process
of visual as well as cognitive human characteristics to non-human
entities [33]. Empirical evidence exists for a positive relationship
between anthropomorphism and trust in virtual non-human enti-
ties when measured through self-reports [18]. Particularly, Cowell
and Stanney [9] found chatbots’ visual characteristics of gender,
ethnicity, and age to be especially influential for the degree of
perceived anthropomorphism, while research in the related field
of intelligent automobiles further concludes that specific features
about the technology’s identity can be crucial to strengthen feelings
of trust (33Additionally, Waytz et al. [33]’s findings suggest that
aspects of anthropomorphism can moderate users’ perception of
technological competence, suggesting that an interaction between
competence and anthropomorphism is very likely.

1.1.2 Customization effects. Arguably, the perceived competence
and anthropomorphic qualities of chatbots depend on their respec-
tive functionality and identity. To date, a chatbot’s functionality
and identity are usually created by a developer, hence, they re-
main the same for every user [11]. Existing research, however,
emphasizes the important role of users’ individual differences that
significantly affect perceptions of chatbots (Nass and Lee, 2000).
A one-chatbot-fits-all solution might therefore not be optimal. In
the field of gaming research, the implementation of an alternative
approach, namely in form of game avatar customization, is already
a common feature. In fact, first indicators exist showing positive
effects of such customization on user experience [12]. From a be-
havioral science perspective, the theoretical argument for this effect
is two-fold: One, the active involvement of the user is in line with
the Uses and Gratifications (U&G) theory [20], which suggests that
users “actively” choose a medium to fulfil their individual needs [6].
Hence, every user can have an individual use intention. Two, the
impact of co-creation can be explained by the so-called IKEA effect
[21], which suggests that customers show greater willingness to
consume, engage with, and benefit from products they self-create.
Previous work in HCI concludes that an increase in the perceived
identity disclosure of a virtual character can have a beneficial im-
pact on the feelings of control and trust on the user side [30]. The
IKEA effect could therefore form a fruitful explanation for an in-
crease in user experience and potential trust-formation when users
are able to self-create their chatbot.

To our knowledge, one other study has previously explored such
customization effects to enhance user trust in chatbot encounters.
Xiao et al. [34] utilized a 2×2 balanced, between-subjects design,
with a customizable or generic and a well-qualified (i.e., professional
appearance) or poorly qualified (i.e., cartoon-like appearance) con-
versational agent. Participants who underwent the customization
eventually rated the agent “as more lik[e]able, more trustworthy
and more useful” (p. 1299) and this was generally more influential
than the agent’s degree of qualification. Yet, since participants were
told that reporting on their own personal preferences would allow
the system to later determine the best suited chatbot ‘for’ them,
only the illusion of customization was created and tested. Under the
assumption that if an illusion can show significant effects on how

users experience customized chatbots, this study aims to replicate
this finding while implementing an active user-based customization
procedure. In addition, we strive to advance the theoretical argu-
mentation and to update this line of research under the premise of
the rapid development in technology and society nowadays. To do
so, we focus on the customization of a disembodied chatbot in the
context of an unspecific one-time encounter with customization
being defined as “the degree to which [the] technology [. . .] or
service can be created, selected, or changed to comply with user
preferences” [31].

1.2 Conceptual model and hypotheses
Based on the illustrated theoretical framework and existing liter-
ature, we propose the following conceptual model (Figure 1) and
confirmatory hypotheses (see Table 1 for exact wording).

2 METHODS
2.1 Design
We used a preregistered (10.17605/OSF.IO/4MDTR) experimental
1x2 between-subjects study design, which was officially approved
by the Radboud University’s ethics committee (ECSW-2019-151).
Respective data management guidelines were followed. The study
utilized an online survey administered via Qualtrics, and a web-
based chatroom created through an online website building plat-
form. Initially, the experiment was designed to be conducted at
the research laboratory on the Dutch campus, however, due to
the unforeseen COVID-19 outbreak at the time of data collection
the study was restructured into an online experiment half-way
through. Comparison of the two data-collection strategies revealed
no significant differences in the study’s outcome variables.

2.2 Procedure
After giving consent to participate in this study, demographic and
personal information (e.g., personal interests) of participants were
collected in the first part of the online questionnaire. Depending
on the assigned condition, the questionnaire further asked the par-
ticipant to customize their chatbot along multiple-choice options
(i.e., male/female, brighter/darker skin tone, blue/green/brown eyes,
blond/red/dark hair, English/Dutch/German nationality, personal
interest for movies/music/books/sports/food, and an open field for
the chatbot’s name) or it introduced them to the generic chatbot. A
three-minute initialization process was implemented for the set-up
of the respective online-chatroom, enabling participation of only
one participant at a time. After being directed to the chatroom
via an external URL each participant had a ten-minute conversa-
tion with the chatbot about personal interests, which the pre-test
identified as a reasonable duration and conversation topic. As no
suitably advanced and customizable chatbot existed upon data col-
lection, we used the openly available chatbot Mitsuku [24], whose
software imitates human conversation in a non-specific context
[1] based on information retrieval of free user inputs. To properly
integrate the chosen features in the customization condition, we
used a Wizard-of-Oz approach [10] through which the researcher –
as the wizard – altered Mitsuku’s messages to fit the participant’s
customization choices. These changes were made along pre-defined
standardized scripts (see material on OSF). The response time in
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Figure 1: Conceptual Model. Note: Hypothesis H7 illustrates the mediation hypothesis of customization on Trust via Anthro-
pomorphism and ICC.

the control condition was kept as similar as possible to one in the
customization condition. After ten minutes, the chatbot thanked the
participant for the conversation and gave instructions on how to
return to the online-questionnaire, which assessed the participant’s
chatbot experience via self-reports consisting of responses on the
measurement scales.

Finally, to ensure whether the chatbot interaction was believable
and, thus, whether the answers on the self-report scales were valid,
a manipulation check was implemented in form of a funnel debrief
based on open questions (i.e., In this experiment there were two
groups. One was talking to a chatbot and the other one was talking
to a human. Which one do you think you belonged to? If choosing
human group: To improve the experiment please indicate at what
point you realized that you were talking to a human? If choosing
chatbot group: Why did you believe that your conversation partner
was a chatbot?). Answers were coded by two independent coders
revealing a sufficient inter-rater reliability Kappa score of .96 [32].
In total, eleven participants failed the manipulation check.

2.3 Participants
Prior to data collection a G*Power-Analysis [13] was conducted.
Based on related work by Kulm and Kopp (Kulm and Kopp, 2019),
who detected an effect size of ηp2 = .05 for self-reported trust in
virtual agents, we calculated a total sample size of N = 249 with an
alpha of .05 and a power of 95% for our anticipated statistical tests,
i.e., ANOVA with fixed effects, main effects, and interactions for
a between-subject design. The final sample, which was recruited
through the university’s participant pool as well as through social
media platforms using a convenience sampling strategy, consisted
of 171 valid responses of participants who were non-dyslexic, with-
out any mental health diagnosis and able to understand and write in
English. Even though this final sample size lay below the previously
computed sample size, it still exceeded the 85% power level and
was found to be adequate. Among those 171 participants, 123 were
female (72%); one participant declared to neither belong to the fe-
male nor the male category. Split by the two groups, 81 participants
were assigned to the experimental condition (74% females; 51% col-
lected in the lab) and 90 participants to the control condition (70%
females; 41% collected in the lab). In sum, 79 (46%) of the responses
were generated in the laboratory. All participants were reimbursed
by credit points or five Euros for their approximately 25 minutes
participation.

2.4 Measures
The chatbot’s competence wasmeasured via the ICC scale by Skjuve
and Brandzaeg [29]. Since Mitsuku was, up until data collection, not
able to effectively communicate through emojis, items that directly
related to such communicative aspects were excluded. Furthermore,
items that referred to a dominant chatbot role to lead, negotiate
or evaluate the conversation topics – typical qualities for custom
support chatbots – were excluded, because the participant was
asked to take the active lead and because Mitsuku’s software is
programmed to be open and non-directed [17]. Each item was
measured on a five-point Likert scale, ranging from 1 = Not true at
all to 5 = Very true. The chatbot’s degree of anthropomorphism was
measured through the anthropomorphism scale of the Godspeed
Questionnaire [3] along a five-point differential. The fifth item,
referring to movements of the chatbot, was judged to be unsuitable
for our investigation of a disembodied chatbot. To measure the
participant’s trust in the chatbot we used the trust scale by Bickmore
et al. [5] measured on a seven-point Likert scale ranging from 1
= Not at all to 7 = Completely. Finally, in correspondence with
existing work on user affinity with conversational agents [25] we
included a measurement of the participants’ frequency of previous
chatbot interaction (i.e., daily, about once a week, about once a
month, usually never, today was the first time).

2.5 Analyses
For the statistical analyses we used the software R for statistical
computing [26]. The preregistered linear model, controlling for
participants’ frequency of chatbot interaction, was performed using
the lme4 R-package version 1.1-21 [2] with the default setting of
treatment contrasts using the preregistered linear model structure.
Next to the confirmatory analyses, the participants’ open feedback
responses were examined in an exploratory manner to formulate
valuable suggestions for future chatbot development.

Factor scores were computed for each participant’s answer on
the anthropomorphism and ICC scale using the R-packages cor-
pcor version 1.6.9 [28], GPArotation version 2014.11-1 [4], and
psych version 1.8.12 [27]. A series of respective assumption checks
(i.e., Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy,
Bartlett’s test of Sphericity, and communalities) were performed
on the data. The first Principal Component Analysis (PCA) using
orthogonal rotation (e.g., varimax) revealed that for the anthropo-
morphism scale one component had an eigenvalue over Kaiser’s
criterion of 1 and explained 62% of the variance. The reliability of
the anthropomorphism scale revealed good reliability (α = .79). The
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second PCA using orthogonal rotation (i.e., varimax) was conducted
for the items of the ICC scale. Due to the relatively small sample
size and low correlation coefficients of items 5.1 and 5.2 (on average
< .10), there was reason not to trust the adequate KMO measure
of .82 and the significant results of the Bartlett’s test of Sphericity
(X 2 (136) = 872.36, p < .001). Removing those two items showed an
improvement of the correlation matrix and respective coefficients
(KMO = .83; X 2 (105) = 834.91, p < .001). Four components had
eigenvalues over the Kaiser’s criterion of 1 and in combination
explained 60% of the variance. Scale reliability was good for com-
ponents performance (α = .75), emotional transparency (α = .71),
and social relaxation (α = .81). Cronbach’s alpha for Closeness (α
= .23) revealed poor reliability.

3 RESULTS
3.1 Confirmatory analyses
The experimental group reported higher scores for trust (M = 3.68,
SD = 1.59) than the control group (M = 3.32, SD = 1.53). However,
a Mann-Whitney U test, which was appropriate to analyze the vari-
able’s non-normal distribution, showed this difference was not sta-
tistically significant, U = 3204.00, p = .163, r = 0.11, which provided
no support for hypothesis H1. In contrast, results provided support
for the impact of customization on anthropomorphism (H2), as an
independent samples t-test showed a significant difference between
the experimental (M = 0.21, SD = 1.03) and control group (M = -0.19,
SD = 0.93), t(162.09) = 2.68, p = .008, 95% CI [0.16, 0.66], Cohen’s ds
= 0.42. The ICC-scores for Emotional Transparency, Closeness, and
Social Relaxation were higher in the experimental group than in
the control group. Independent samples t-tests, however, revealed
no statistical significance of these differences. Hypothesis H3 was
therefore rejected.

The regression model explained 42% of the variance; a collec-
tive significant effect was found; R2 = 0.42, F (16, 154) = 8.564, p
< .001. The model results provide support for hypotheses H4 and
H5, as anthropomorphism (β = 0.373, t = 2.798, p = .005) as well
as all ICC components (Performance: β = 0.287, t = 2.475, p = .014;
Emotional Transparency: β = 0.458, t = 4.220, p < .001; Closeness: β
= 0.340, t = 3.401, p < .001; Social Relaxation: β = 0.475, t = 4.647,
p < .001) could be identified as significant predictors of trust. The
model results further revealed a significant interaction between
anthropomorphism and the ICC component Closeness (β = -0.218, t
= -2.305, p = .022). The interaction hypothesis (H6) was therefore
partially supported.

Following the new school of mediation analysis [15] that does
not necessarily require a significant direct effect between the inde-
pendent and dependent variable (here customization on trust), a
significant mediation effect of anthropomorphism was found. The
regression coefficient between customization and anthropomor-
phism (β = -0.212, t = -2.812, p = .005) was significant and results
confirmed that anthropomorphism had an effect on trust when
controlling for customization. Unstandardized indirect effects were
computed for each of 1000 bootstrapped samples, and the 95% con-
fidence interval was computed by determining the indirect effects
at the 2.5th and 97.5th percentiles. The bootstrapped unstandard-
ized indirect effect was .344, 95% CI [0.10; 0.58]. No such mediation
could be found for any of the ICC components. Hypotheses H7 was

therefore partially supported. A summary of the study findings is
shown in Table 1

3.2 Exploratory analyses
When analyzing the open feedback responses generated through
the funnel-debrief questions using a thoroughly developed code-
book (see materials on OSF), participants most frequently reported
arguments concerning the chatbot’s poor conversational quality,
followed by criticism of the chatbot’s understanding and use of
language. Fewest critical references were made to the chatbot’s
identity. Interestingly, fundamental differences between partici-
pants’ evaluation of the chatbot were found in the form of highly
positive as well as negative evaluations of the same aspect (e.g.,
reference to conversational history, one-sided conversational flow).
With regards to significant differences in those feedback responses
a Pearson’s chi-square test of independence showed that the asso-
ciation between condition and positive feedback was statistically
significant, X2 (1, N = 171) = 10.74, p = .001, Cramer’s V = 0.25,
with participants in the customization condition expressing more
positive feedback than the control group.

4 DISCUSSION
The aim of this study was to explore an alternative approach to the
typical one-chatbot-fits-all solution by investigating the potential
of active user-based chatbot customization for the development of
trust in chatbots. Trust in chatbots appears to be dependent on the
anthropomorphic impression and communicational competence
of the chatbot. Considering the significant negative interaction
between anthropomorphism and the ICC component of closeness
we have ground to think that those two measures capture parts of
the same trust-predicting construct, which leads to a reduction of
their individual effects. In sum, the finding of Xiao et al. [34] that a
customized chatbot is perceived as more trustworthy, was partially
replicated, however, only under the condition that the chatbot was
perceived as more anthropomorphic.

Theoretically speaking, since the anthropomorphic cues used in
the customization condition were the same in the control condition,
the mechanism of the IKEA effect [21] seems to indeed be fruitful
when aiming to improve users’ valuation of chatbots. This extends
the view of [34] in a meaningful way: In terms of user trust human-
like might only be one side of the coin; self-made could be the other
one. This finding can be particularly useful for real-world chatbot
encounters that aim to create a human-like conversation setting
and a more intimate relationship between the chatbot and its user
(e.g., health/therapeutic contexts).

The participants’ open feedback responses further showed that,
as mentioned in the literature, chatbots do not yet fully meet user
expectations in terms of their ability to use human language and
grasp conversational context. Here, many individual differences
were found. While some participants were impressed by the chat-
bot’s performance, for others it created an eerie sensation, which the
scientific literature calls the uncanny valley of mind effect [22]. It
is triggered if a non-human agent appears and acts too human-like,
which has mostly been found for chatbots with animated avatars
[7]. The threshold for this effect seems to be individually different,
which is why future chatbot development should aim to leave users
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Table 1: Summary of findings

Hypothesis Finding
H1 Users who customize the chatbot will report greater trust in the chatbot after interacting with it than

users who interact with a generic chatbot.
Rejected

H2 Users who customize the chatbot will report higher degrees of anthropomorphism after interacting with
it than users who interact with a generic chatbot.

Supported

H3 Users who customize the chatbot will report higher ICC scores after interacting with it than users who
interact with a generic chatbot.

Rejected

H4 The ascribed degree of anthropomorphism of the chatbot is predictive of user trust in the chatbot. Supported
H5 The perceived ICC of the chatbot is predictive of user trust in the chatbot. Supported
H6 The ascribed degree of anthropomorphism and the perceived ICC interact with each other. Partially supported
H7 The relationship between customization and trust is mediated by the degree of ascribed

anthropomorphism and perceived ICC.
Partially supported

more room to choose how human-like they want their chatbot to
be.

Although this research made its mark by investigating the effects
of the novel feature of chatbot customization on user trust, it also
had its limitations. First of all, the chosen scenario for the chatbot
encounter and the methodological approach are likely to have re-
sulted in many degrees of freedom between each individual chatbot
encounter. To counteract this shortcoming, we advise future schol-
ars to design an application that integrates both, customization and
chatroom, in one automated interface. Secondly, given the small
sample size of this study, we see a necessity for more thorough
scientific engagement with the adjusted ICC scale by Skjuve and
Brandzaeg [29] to properly validate the measurement of communi-
cational competence for different contexts of chatbot encounters.
Thirdly, the limited scope of this work did not allow closer exami-
nation and storing of the chatbot conversations. Since self-reports
only capture explicit attitudes of participants that are likely to be
distorted by reflective cognitive processes [16], especially when
it comes to a complex mental construct such as trust-formation,
measures that focus on behavioral data (e.g., linguistics) could shed
further light onto the effects of customization.

5 CONCLUSION
Since a growing number of tasks in everyday life are executed with
the help of conversational interfaces today, building and maintain-
ing adequate trust in chatbots has become highly important. As a
valuable contribution to the growing body of HCI research, this
study showed that the alternative approach of active user-based
chatbot customization has the potential to affect trust-formation in
chatbots via anthropomorphic cues. Future chatbot development
should concentrate more on user-driven design features that allow
the user to have more control over who they interact with. Human-
like might only be one side of the coin; self-made could be the other
one in order to put AI-technology at the service of society going
forward.
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