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1
INTRODUCTION

1.1. ELECTRON MICROSCOPY
Electron microscopy enables the study of matter down to the sub-nanometer scale.
The emergence of electron microscopes has resulted in major breakthroughs in dif-
ferent fields of science and technology, including biology, materials science and
electronics. Abbe’s law, stating that the minimum distance between two points
that can be resolved is directly proportional to the wavelength of the source, sets a
limit for the spatial resolution of conventional optical microscopes (∼ 200nm) [2].
A broad range of optical techniques have been successfully demonstrated to over-
come this limit, based on both far and near-field excitation and detection, such as
stimulated emission depletion and near-field scanning optical microscopies [2–4].
Additionally, other imaging methods can be used to resolve features down to the
nanoscale, including atomic force and scanning tunneling microscopy [5]. In elec-
tron microscopy, the small wavelength of the electron wavefunction (∼ 7pm for a
30 keV electron) compared to that of light (300−800nm) results in a much larger
spatial resolution than that of optical microscopes. In practice, the resolution of
current electron microscopes is mainly limited by aberrations of the electromag-
netic lenses and the interaction volume inside the sample, and not by the Abbe
limit [6].

The first electron microscope was demonstrated in the early 1930s by E. Ruska
and M. Knoll, and achieved a magnification of 17.4 [7, 8]. The first prototypes of
transmission electron microscopes (TEMs) relied on the formation of an image
with 50 keV electrons transmitted through a very thin specimen. Further develop-
ments by E. Ruska, M. Knoll and others resulted in higher spatial resolution, soon
exceeding that of optical microscopes [8]. Figure 1.1a shows one of the first TEM
images of a bacteriophage, obtained by H. Ruska in 1940 [9, 10]. However, the use
of TEMs was limited to very thin samples. In order to overcome this limitation,
the scanning electron microscope (SEM) was developed in the late 1930s and early
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a) b)

Figure 1.1: Early electron microscope images. (a) One of the first TEM images of a bacteriophage ob-
tained by H. Ruska in 1940 [9]. Adapted from Ref. [10]. (b) SEM image of etched aluminum acquired
by D. McMullan in 1952-1953 using the first commercial SEM from Cambridge Scientific Instrument
(16 keV, 150 pA, 25◦ angle of incidence). Adapted from Ref. [11].

1940s, with initial works from M. Knoll, who first achieved a resolution of ∼ 100µm,
followed by M. von Ardenne and V. Zworykin [11]. The latter reached a resolution of
50 nm [12]. Posterior improvements in the electron optics and secondary electron
analysis resulted in the first commercial SEM being developed 1965 by Cambridge
Scientific Instruments [12]. One of the first images obtained with such an SEM is
shown in Fig. 1.1b, corresponding to etched aluminum [11]. SEMs rely on the raster
scanning of a focused electron beam on a specimen and the collection of the gen-
erated secondary electrons, instead of the transmitted electrons as in TEMs. The
development of SEMs enabled the study of the surface of bulk samples, thus set-
ting a new milestone in the development of electron microscopy.

1.2. ANALYTICAL ELECTRON MICROSCOPY
Electron microscopes were initially developed to resolve features with a high spa-
tial resolution, thus giving structural information about the sample. However, the
interaction of electrons with a specimen results in a plethora of processes, which
can be investigated to give direct access to other properties of the material.

One of the main electron-based spectroscopy techniques is electron energy loss
spectroscopy (EELS), based on the quantification of the amount of energy lost by
the electron when going through a (thin) sample. EELS gives information about
the different inelastic scattering events that the electron undergoes in the sam-
ple, including the excitation of bulk plasmons, inner-shell electrons and vibrational
modes [13]. The recent advances in monochromated EELS have enabled the study
of low energy (< 10meV) processes, including phonon spectra [14, 15]. Another
analytical technique that is commonly used in electron microscopes is energy-dis-
persive X-ray spectroscopy (EDS), which relies on the analysis of X-ray emission.
The latter originates upon excitation by the primary electron of core electrons to
higher energy states, and their subsequent decay [8]. EDS is widely used for the
study of chemical composition of samples with high spatial resolution.

Other analytical techniques used in combination with TEMs, including scan-
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Technique Signal Main applications (S)TEM/SEM
EELS Transmitted electrons Multiple (see text) (S)TEM
EDS X-ray Chemical composition (S)TEM/SEM
CL Emitted light Optical properties (S)TEM/SEM
EBSD Back-scattered electrons Crystal structure SEM
EBIC Induced electron current Electrical properties SEM

Table 1.1: Overview of some common analytical electron microscopy techniques in both (S)TEM and
SEMs.

ning transmission electron microscopes (STEMs), and SEMs are electron back-scattered
detection (EBSD), electron-beam induced current (EBIC) and cathodoluminescence
(CL). The latter will be further discussed below. Table 1.1 offers an overview of
some common analytical techniques in electron microscopy, together with their
most typical applications.

1.3. CATHODOLUMINESCENCE
Cathodoluminescence (CL) refers to the light emitted after excitation of a material
with a high-energy electron beam. CL was initially observed in the 19th century,
prior to the discovery of electrons, as a glow in vacuum tubes from cathode rays
[16]. During the 20th century, CL found its technological application in cathode-
ray tubes, which were widely developed as display screens. In parallel, the com-
mercialization of electron microscopes also triggered interest in CL for the study of
minerals [17] and semiconductors [18], among others [19]. Additionally, the small
size of the electron probe makes CL an attractive tool to study localized excitation
of plasmonic and dielectric resonances [20–24].

We can classify CL emission into two types, coherent and incoherent CL, de-
pending on the mechanism of electron excitation and light emission [25]. When
exciting a sample with high-energy electrons both types of CL emission can be
present, but one typically dominates over the other, depending on the character-
istics of the material [26].

1.3.1. INCOHERENT CATHODOLUMINESCENCE

Incoherent cathodoluminescence refers to the spontaneous emission of light after
excitation of a sample with an electron beam [25]. The term ‘incoherent’ accounts
for the fact that the emitted CL light does not exhibit a phase relation with the ex-
citation source, that is, the time-varying electromagnetic field created by the in-
coming electron. Hence, incoherent CL can be considered as a similar form of light
emission as photoluminescence, but using electrons instead of photons as the ini-
tial excitation source. In this case, the electron acts as a localized source of energy.
Moreover, given the high energy of electrons compared to optical transitions, elec-
tron excitation enables the excitation of transitions with higher energy than in PL,
with the latter typically limited by the energy of the incoming photon.
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Figure 1.2: Schematic of the different mechanisms of CL emission. (a) Incoherent CL emission: in a
semiconductor, the primary electron loses energy through inelastic collisions with the sample, which
can result in the creation of charge carriers (eh pairs). The latter can either recombine radiatively
through band-edge emission (BG) or excite an interband defect, which can decay by emitting a photon
(DE). (b) Coherent CL emission: in a metal, the electron can induce transition radiation (TR), result-
ing from the polarization of the metal-vacuum interface, and excite surface plasmon polaritons (SPPs),
among others. The electron can also excite an electromagnetic (EM) mode of a nanoparticle, for exam-
ple, a plasmonic resonance.

A schematic of the mechanism of emission of incoherent CL is shown in Figure
1.2a. An electron travelling through a material undergoes multiple inelastic scatter-
ing events. One of the main forms of electron energy loss is through the excitation
of bulk (or volume) plasmons. Bulk plasmons are collective excitations of valence
electrons in a material, and typically have energies in the tens of eV range [13]. The
deexcitation of these plasmons (on a fs timescale) results in the generation of one
or more energetic charge carriers. In semiconductors, these typically thermalize to
the lower energy states of the conduction band within a timescale of several hun-
dreds of fs to ps [27–29]. The thermalized charge carriers can recombine by emit-
ting a photon (band edge emission) or through intermediate energy states in the
band gap [19]. Incoherent CL is the dominant form of CL emission in semiconduc-
tor and wide-bandgap materials. In this thesis we further explore the mechanisms
resulting in the emission of incoherent CL.

1.3.2. COHERENT CATHODOLUMINESCENCE

In coherent CL, the emitted light maintains a phase relation with respect to the elec-
tromagnetic field of the electron [19]. Coherent CL results from the polarization of
matter by the electromagnetic evanescent field of the electron, and the subsequent
decay through emission of light. Fig. 1.2b shows a schematic of different processes
that lead to the emission of coherent CL. One of the predominant forms of coherent
CL is transition radiation (TR), which originates when an electron transits the in-



1.3. CATHODOLUMINESCENCE

1

5

terface between two different media. This results in a polarization of the interface,
and the subsequent decay through far field emission, which resembles that of a ver-
tical point dipole [25]. Another type of coherent CL is Cherenkov radiation, which
arises when an electron travels inside a material at a speed larger than the speed of
light in that medium, thus allowing the transformation into far field radiation of the
electron evanescent field [25]. Electrons travelling along a periodic array can also
result in far field coherent radiation, a phenomenon known as the Smith-Purcell
effect.

One of the major applications of coherent CL is the study of plasmonic and di-
electric resonances in nanoparticles [20–24]. The evanescent field of the electron
can couple to electromagnetic modes in metals and dielectric structures, and the
subsequent decay is emitted in the form of coherent CL. Hence, the electron beam
can be used to locally probe different resonances, thus taking advantage of the high
spatial resolution given by the electrons [30] compared to optical excitation, in ad-
dition to its large spectral excitation bandwidth [31].

1.3.3. CL DETECTION MODALITIES

The most common method to analyze CL emission is by studying its spectrum. In
this case, CL light is typically directed towards a spectrometer, thus enabling the
analysis of its spectral components. CL spectroscopy is both used in incoherent
CL, in which it can give valuable information about band edge recombination, the
presence of defects in materials and composition of minerals, and in coherent CL,
to distinguish between different resonant modes, for example. In recent years, CL
analysis has developed beyond spectroscopic studies to offer more detailed infor-
mation about the process of light emission.

The angular emission pattern of CL light can be studied using angle-resolved CL
(ARCL). In this case, the CL beam is directly projected on a 2D detector, such that
each point on the camera corresponds to a specific angle of emission [32, 33]. An
optical filter is usually placed along the CL beam path to select the desired spectral
range. More recently, angle-resolved CL has been extended to provide full energy-
momentum (wavelength-angle) information by combining angle-resolved acquisi-
tion with spectroscopy [34, 35]. CL polarimetry has also been developed, offering
information about the full polarization state of the emitted light. The technique is
based on the use of a quarter-wave plate and a linear polarizer along the CL beam
path, and the detection of the transmitted light using a 2D detector [36]. More re-
cently, phase-resolved experiments have been performed. In this case, transition
radiation was used as a reference field for interferometric investigation, thus en-
abling the extraction of the phase information of scattered surface-plasmon po-
laritons [37, 38].

An important feature of light emission is the temporal emission statistics, which
give information about excitation and emission dynamics of emitters. Time-resolved
CL (TR-CL) measurements usually require the excitation of a sample with a pulsed
electron beam. Pulsed electron beams can be obtained by either blanking the elec-
tron beam or using a laser-driven electron source, as will be discussed below. In
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both cases, the CL emission is guided to a sensitive detector (usually a single-photon
detector) and a histogram of the decay statistics is recorded using a time correlator.
The time resolution of this method is determined by the detection system, typi-
cally corresponding to tens of ps. Hence, this technique is usually suitable for the
study of carrier dynamics and lifetime of emitters (for example, quantum dots or
quantum wells). Additionally, the temporal information of the emitted light can be
extracted by measuring the second-order autocorrelation function (g (2)(τ)) [39], in
which two photon-counting detectors are used to record a histogram of the time
delay between CL photons. In this case, the emitter lifetime can be obtained with-
out the need of a pulsed electron beam. Moreover, g (2)(τ) measurements in CL can
be used to characterize bunching (g (2)(0) > 1) and antibunching (g (2)(0) < 1) of op-
tical emitters [39, 40]. Photon bunching in CL occurs due to the fact that one elec-
tron can generate more than one photon, and can be used to extract the interaction
probability of electrons with optical emitters [41, 42], as will be further explored in
this thesis (Chapter 5).

Finally, in this thesis we introduce a new CL technique: pump-probe CL (PP-
CL) microscopy, based on the combined excitation of electron and laser pulses on
the sample, similar to optical pump-probe measurements. In this case, the sample
is excited using either electron or laser pulses, and the resulting state is probed with
laser or electron pulses, respectively. The precise control of the time delay between
pump and probe beams ensures a high temporal resolution, in principle only lim-
ited by the electron pulse width (∼ ps or less). Moreover, PP-CL microscopy enables
fundamental studies of the dynamics of electron-matter interaction. The develop-
ment of PP-CL microscopy emerges together with new developments in ultrafast
electron microscopy aimed to further explore electron and matter interaction, as
will be described below.

1.4. ULTRAFAST ELECTRON MICROSCOPY
Conventional electron microscopes allow us to image materials and nanostructures
down to the nanometer scale. However, they typically offer a stationary image,
without information about the dynamics of the system. Yet, many key processes
that determine material properties occur at very short timescales (fs-ns regime),
including charge carrier transport, chemical bond formation and molecular vibra-
tions. Over the years, several instruments have been developed to bring the time
dimension to electron microscopy, leading to the emergence of the field of ultrafast
electron microscopy (UEM).

We can distinguish two different modalities to obtain time-resolved informa-
tion in an UEM [43, 44]. The first, and most common one, is the stroboscopic
mode [45]. It relies on the repeated excitation of a sample with electron pulses,
and the collection of the signal over many (> 107) experimental cycles to achieve
high enough statistics. This method can only be used to study reversible processes,
given that the specimen should decay into a stationary state before the arrival of
each pulse. The integration over many cycles facilitates the use of pulses contain-
ing a very low number of electrons per pulse (usually less than 1), which results in a
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Figure 1.3: Schematic of the two main techniques to obtain a pulsed electron beam in an UEM. (a) Elec-
tron beam-blanker: the electron beam is swept over an aperture with a fixed frequency, thus resulting in
a pulsed electron beam on the sample. The deflection of the beam is typically achieved by driving elec-
trostatic (ES) plates or using a radio-frequency (RF) cavity. (c) Laser-driven electron cathode: a pulsed
laser (usually with fs pulse width) is focused on the electron cathode to induce the photoemission of
electron pulses. The same laser beam can be split to synchronously excite the sample at a tunable delay
∆t with respect to the electron beam, in a pump-probe fashion. In both techniques (a and b) the trans-
mitted, secondary (SE) and back-scattered (BSE) electrons can be further analyzed, together with X-ray
and cathodoluminescence (CL) emission.

high spatial and temporal resolution. In contrast, the second modality of UEM, the
single-shot mode, is based on the acquisition of signal after a single electron pulse.
The pulses usually contain a large number of electrons (> 105) to ensure that the
collected signal is high enough. Single-shot mode can be used to study irreversible
processes, but the use of dense electron pulses typically results in low spatial and
temporal resolution.

There are currently two main techniques to obtain a pulsed electron beam in
an UEM: electron beam blanking and the use of a laser-driven electron source [44].
Both of them can use either single-shot or stroboscopic modes, and can be applied
to SEM and TEMs.

1.4.1. UEM WITH BEAM-BLANKING

The method of beam blanking consists in the sweeping of the electron beam across
a small aperture, such that the beam is effectively cut. Figure 1.3a shows a schematic
of this technique. The first realizations of beam blanking relied on the deflection
of the electron beam by applying a pulsed voltage to a set of electrostatic plates,
leading to temporal resolutions in the ns range [45–47]. Further developments of
this technique have resulted in even higher temporal resolution, reaching electron
pulse widths of a few tens of picoseconds [48, 49], mainly limited by the jitter in
the electronics and rise time of the electric pulse [44]. Recently, a design has been
proposed in which the plates are driven by a photoconductive switch upon laser
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excitation, leading to an electron pulse width of 100 fs [50]. Alternatively, the elec-
tron beam can also be deflected using an RF cavity, resulting in a higher temporal
resolution, down to 100 fs, at a fixed frequency [51, 52]. Ultrafast electron micro-
scopes using beam blankers can achieve high spatial resolution, close to that for
the continuous mode. The main loss in spatial resolution comes from the posi-
tioning of the crossover in conjugate mode and deflection of the beam across the
electrostatic plates or microcavity [44, 48, 49, 53].

1.4.2. UEM WITH LASER-DRIVEN ELECTRON CATHODE

A key technique to obtain ultrashort electron pulses is by directly changing the way
in which electrons are emitted from the electron source. To do so, a pulsed laser
(usually with fs pulses) is focused on the electron cathode, resulting in the photoe-
mission of electrons upon photon absorption. Over the years, different configu-
rations have been proposed, using a variety of electron sources, ranging from flat
cathodes to sharp nanotips, as used in conventional electron microscopes.

In order to overcome the initial ns temporal resolution of the first beam-blanker
techniques, several works in the 1980s and 1990s developed laser-driven cathodes
in SEM, TEMs and electron-diffraction systems [43, 54–56]. In the late 1990s, Bostan-
joglo and co-workers performed several studies using single-shot UTEM, focusing
on the investigation of irreversible processes such as laser-induced melting [57, 58].
In this case, two ns Nd:YAG lasers were used to excite the electron cathode in a con-
ventional thermionic source, and the sample, respectively, achieving 200 nm spatial
resolution and∼ 10ns electron pulses. Subsequent work by LaGrange et al. resulted
in a higher spatial resolution (∼ 20nm) for 30 ns pulses containing ∼ 107 electrons
[59, 60].

The first UTEMs with atomic spatial resolution and femtosecond electron pulse
widths were achieved by the group of Zewail in the 2000s [61, 62]. In this case,
the electron cathode of the TEM, a LaB6 microtip, was irradiated with fs laser pul-
ses, and the same laser was used to synchronously excite the sample. Working in
the single-electron regime, with pulses containing one or a few electrons on av-
erage, reduces Coulomb interaction between electrons, which is one of the main
sources of temporal and spatial broadening of pulsed electron beams [63, 64]. In
these experiments, the acquisition of signal was usually performed using the stro-
boscopic mode, such that many cycles of the experiment were recorded to ensure
good statistics. The brightness of UTEMs was further improved by using a Schottky
field emission gun (FEG) as the electron source, achieving Å spatial resolution with
200 fs electron pulse width [65]. A UTEM using a cold-FEG has also been demon-
strated [66], thus enabling the development of ultrafast electron holography. These
new improvements resulted in a rapid growth of applications of UTEMs over the
past years [67–71] .

In parallel to the emergence of UTEMs, ultrafast SEMs (USEMS) were also de-
veloped. Following some earlier work in the 1980s [54], Merano et al. demon-
strated an USEM to perform time-resolved CL measurements on GaAs nanostruc-
tures [72, 73]. In this case, a flat gold cathode was used, achieving temporal and
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spatial resolutions of 10 ps and 50 nm, respectively. USEM with a Schottky FEG was
demonstrated by Zewail and co-workers, yielding an improvement of both spatial
and temporal resolution (∼ 10nm and∼ 300fs) [74, 75]. Since then, different groups
have performed time-resolved SEM studying both changes in secondary electron
yield [76] and cathodoluminescence [77–81], including two commercial systems
for time-resolved CL developed by Attolight and Delmic.

1.5. NEW DEVELOPMENTS IN UEM: PUMP-PROBE INSIDE

THE ELECTRON MICROSCOPE
The fast development of ultrafast electron microscopy has opened new possibili-
ties to perform novel experiments inside an electron microscope. As can be ob-
served from the first works on UEM, time-resolved measurements are tightly linked
to pump-probe experiments: usually a laser beam is used to bring the sample out
of equilibrium, and the electron is used to probe the state at different delays with
respect to the arrival of the laser pump, in a stroboscopic fashion. Combining the
time resolution from UEM with the spectroscopic methods for electron microscopy
presented in Table 1.1 in a pump-probe configuration brings a variety of novel tech-
niques to study electron-matter interaction.

Some examples of applications of pump-probe UTEM include the study of the
dynamics of structural changes using real and Fourier-space imaging [62, 82], chem-
ical bond formation at the atomic scale [83], laser-induced magnetization dynam-
ics [84] and phase transitions [85, 86]. One of the most prominent new applications
of UTEM is photon-induced near-field electron microscopy (PINEM), in which the
laser-induced optical fields in nanostructures are probed through the analysis of
the electron energy spectrum [87–89]. In this case, the electron exhibits quantized
energy gain or loss due to strong interaction between electrons and optical near
fields. In USEMs, several pump-probe works have been performed to study pho-
toinduced carrier dynamics in semiconductors [90]. In these cases, the change in
secondary electron emission is investigated as a function of delay between optical
pump and electron probe.

In addition to the study of material properties, the development of UEM have
also attracted more interest into the study of the electron itself. Several works have
demonstrated tailoring of the electron wavefunction, resulting in attosecond elec-
tron pulses [89, 91, 92], electron acceleration [93] and vortex beam formation [94,
95], among others.

1.6. MOTIVATION AND OUTLINE OF THE THESIS
The developments in UEM allow us to access new domains in the study material
dynamics at the nanoscale. However, the interaction of electrons with matter in-
volves many different processes, including both elastic and inelastic scattering, and
coherent and incoherent excitation of the specimen. These processes occur at dif-
ferent timescales, ranging from fs, typical for bulk plasmon decay, up to µs, in the
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case of thermal effects, for example [29, 43]. This broad range of interactions can
result in complex analysis of (time-resolved) electron microscopy experiments. To
take advantage of the full capabilities of the new EM developments, it is impor-
tant to have an in-depth understanding of the dynamics of electron-matter inter-
action. In this thesis we investigate fundamental properties of the interaction be-
tween electrons and matter through the analysis of light emission (CL). We intro-
duce pump-probe cathodoluminescence microscopy as a novel technique to study
the interaction of fast electrons with matter through the absorption and emission
of light. Similar to the works discussed above, in PP-CL we use electrons and light
to excite the sample. In contrast to previous works, we study the light emitted by
the sample, either PL or CL, thus enabling for the first time the opportunity to use
the electrons as a pump, which gives new insights into electron-matter interaction.

In Chapter 2, we describe the design, technical implementation and full char-
acterization of our ultrafast SEM, based on a laser-driven Schotky FEG, including
the analysis of the energy, spatial and temporal resolution of the new microscope.

In Chapter 3 we introduce the technique of pump-probe cathodoluminescence
microscopy. We show the technical development of the setup, characterization
and alignment procedure. We also discuss the main considerations to account
for in PP-CL experiments, including a comparison between CL and PL measure-
ments in semiconductors, and introduce the first results of PP-CL experiments on
Cu2ZnSnS4.

Chapter 4 presents the first results of PP-CL using electrons as a pump. We
investigate the charge-state conversion of NV centers induced upon electron ex-
citation, together with the back-transfer in the ms timescale, and model the state
transfer dynamics using a rate equation model, from which all the characteristic
timescales are derived.

Finally, in Chapter 5 we further investigate how electrons interact with mat-
ter through the analysis of second-order autocorrelation (g (2)(τ)) measurements.
We present a fully analytical model and experimental data of the photon emission
statistics of InGaN/GaN quantum wells under different conditions. We describe the
amplitude of bunching (g (2)(0)) as a function of electron fluence, excitation proba-
bility, emitter lifetime and electron pulse width when using continuous, ns-pulsed
and ultrashort pulsed electron beams.

Overall, this thesis provides new insights into electron-matter interaction through
the study of cathodoluminescence, and presents a new technique to further explore
electron excitation and photon emission dynamics at the nanoscale.



2
ULTRAFAST SCANNING ELECTRON

MICROSCOPY

Ultrafast scanning electron microscopy (USEM), based on a laser-driven electron
source, is a promising technique for the study of material dynamics at the nanoscale.
While ultrafast TEMs have been widely discussed and characterized, work on ultra-
fast SEMs (USEM) is still limited. In this chapter we provide a full overview of a
USEM based on the photoemission of electrons upon fs laser excitation of a Schottky
field-emission gun. We start by discussing the fundamentals of electron emission in
continuous and pulsed conditions and the main parameters involved in each pro-
cess. Next, we focus on the technical aspects of our USEM, including the alignment
procedure. Finally, we develop a full characterization of our setup. We present mea-
surements of the electron energy distribution in USEM for different emission con-
ditions and we show its dependence on the number of electrons per pulse. The en-
ergy spread ranges from 0.77 (< 1 electron per pulse) to 14.4 eV (∼ 1000 electrons
per pulse), with the latter dominated by Coulomb repulsion between electrons. We
estimate an electron pulse width of 416 fs in the case of low number of electrons
per pulse, and 6.4 ps for pulses containing ∼ 1000 electrons. The spatial resolution
(∼ 90nm) is evaluated for different settings in the emission process and we discuss
the main factors that can be lead to a higher spatial resolution.

2.1. INTRODUCTION
Ultrafast electron microscopy (UEM) has emerged as a powerful tool to study ma-
terial dynamics combining high temporal (typically tens or hundreds of femtosec-
onds) and spatial (∼ nm, down to Å in TEMs) resolution [43, 96–98]. One of the
main techniques to obtain a pulsed electron beam is through photoemission of
electrons upon excitation of the electron cathode with femtosecond laser pulses.
This method results in a high temporal resolution, similar to that of optical exper-
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iments, and enables pump-probe studies, in which the same laser is used to ex-
cite the sample, while the electrons act as a probe. Some examples of works using
laser-driven electron sources in TEMs are the study of the dynamics of structural
changes [61, 97], phase transformations [86, 99], optical near fields [87, 89] and
off-axis electron holography [100], among others. In SEMs, applications include
the investigation of photoinduced carrier dynamics in semiconductors [75, 90] and
time-resolved cathodoluminescence [72, 79]. Pulsed electron beams can also be
obtained using a beam blanker, in which the electron beam is swept over an aper-
ture, but typically results in lower temporal resolution (∼ 30ps) [44, 49] and is less
suitable for pump-probe measurements.

A complete understanding of the resolution and limitations of pulsed electron
beams is critical for optimum performance of an UEM. The characterization of
laser-driven sources in TEMs has been addressed in several works, in which the
temporal, spatial and energy resolution was analyzed [44, 63, 65–67, 101]. The
effects of Coulomb interaction (space-charge effects) are also discussed in litera-
ture, showing that the performance of UTEMs is strongly dependent on the average
number of electrons per pulse [64, 102, 103]. In contrast, the literature on charac-
terization of ultrafast SEMs (USEM) is more limited, and has mainly focused on
temporal and spatial resolution [98, 104]. Even though the photoemission process
is mostly dependent on the electron cathode (planar, LaB6, Schottky FEG or cold-
FEG), differences in the electron column between TEM and SEMs can also play a
role in the characteristics of the electron pulses on the sample. Moreover, the final
application of the pulsed electron beam is different in both cases, thus it is impor-
tant to analyze and discuss the features of the pulsed beam specifically to SEMs.

In this chapter we provide a full characterization of an ultrafast SEM, based on
a laser-driven Schottky FEG. We start by reviewing the fundamentals of electron
emission in normal (continuous) and pulsed mode, and we present the technical
design and development of our USEM, which is based on a commercial SEM. We
operate the USEM in two different regimes, containing either a low (< 1) or high (up
to 1000) average number of electrons per pulse. We discuss the impact of the dif-
ferent emission regimes and microscope settings on the energy spread of electron
pulses in continuous and pulsed mode, and on the temporal and spatial resolution
of the USEM.

2.2. CONTINUOUS EMISSION OF ELECTRONS
Before discussing the characterization of a pulsed electron source, it is important to
understand the working principle of an electron source in normal conditions, that
is, to obtain a continuous electron beam. Here we briefly review the main types of
electron sources and characteristic features.

2.2.1. ELECTRON SOURCES

Standard electron microscopes, both SEM and TEMs, use micro and nanotips as
electron sources. A secondary electron (SE) image of such nanotip is shown in Fig.
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LaB6 (TE) W (TE) Shottky FEG Cold FEG
Material LaB6 W ZrO/W [100] W [310]
φ (eV) 2.4-2.7 4.5 2.8-2.92 4.25-4.5
T (K) 1700 2700 1800 300
Eext (Vm−1) - - ∼ 108 > 109

Ie (A) ∼ 10−3 ∼ 10−3 ∼ 10−4 ∼ 10−5

B (Am−2 sr−1) ∼ 1010 ∼ 109 ∼ 1011 −1012 ∼ 1013 −1014

∆E0 (eV) 1-2 1.5-3 0.5-1 0.2-0.4
Pressure (Pa) ∼ 10−4 ∼ 10−2 ∼ 10−7 ∼ 10−9

Table 2.1: Main types of electron sources with the corresponding parameters. TE refers to thermionic
emission and FEG to field-emission gun. φ is the work function, T is the operating temperature, Eext
refers to the magnitude of the extractor field, Ie is the total emitted current, B is the brightness, ∆E0
is the energy spread and pressure refers to the vacuum pressure at which the source operates. Data
extracted from refs. [8, 43].

2.1a (reproduced from [105]), corresponding to a tungsten cathode with a ZrO coat-
ing (ZrO/W), typically used in Schotkky FEGs, as will be discussed below.

There are three main types of electron sources, depending on how electrons are
released from the tip: thermionic, Schottky and cold field-emission [8]. Each of
them offers its own advantages and disadvantages. Table 2.1 shows an overview
of the different types of electron sources and their main properties: work function
(φ), working temperature (T ), amplitude of the extractor field (Eext), emitted cur-
rent (Ie ), brightness (B), electron energy spread (∆E0) and pressure at which the
source operates. The work function of the material is defined as the work needed
to release an electron from the material to the vacuum [106], while the brightness
of an electron source is defined as

B = Ie

AsΩ
. (2.1)

Here, Ie is the total current emitted by the source, As is the emitting area and Ω is
the solid angle in which electrons are emitted [8]. The brightness of a source deter-
mines the trade-off between electron current, spatial resolution and coherence of
the electron beam [107].

THERMIONIC SOURCE

In thermionic emission, the temperature of the tip is increased through Ohmic
heating, such that electrons acquire energy to overcome the work function and be
released from the tip. The two main materials used for thermionic emission are
LaB6 and W, with work function corresponding to 2.4− 2.7eV and 4.5 eV, respec-
tively (see Table 2.1). Figure 2.1b shows the Fermi-Dirac distribution of electrons in
a material for a temperature of 0 (black) and 1800 K (dark red). Here the probability
that a given energy state is occupied, f (E), is given on the x-axis as a function of
the energy (y-axis). In the limit of 0 K, the occupation probability of any state with
energy larger than the Fermi level is zero, and thus no electron emission is possible.
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Figure 2.1: Emission of electrons from an electron cathode. (a) SE image of a typical ZrO/W nanotip,
showing the ZrO reservoir (left) and the apex of the tip (right). Reproduced from [105]. (b) (left) Fermi-
Dirac distribution of electrons in the electron source for different energy states at a temperature of 0 K
and 1800 K. (Right) Energy barrier of an electron as a function of its distance to the surface of the tip, cal-
culated for an applied external electric field of 0, 0.2 and 1 Vnm−1 (blue, orange and green, respectively).
φ is the work function of the tip, and Ehν refers to the energy of a photon in the case of a laser-driven
source.

Increasing the temperature of the tip leads to an increase of the occupation prob-
ability of higher energy states, thus allowing for emission of electrons (thermionic
emission). Thermionic sources typically exhibit brightness of 109 −1010Am−2 sr−1

and energy spreads in the 1−3eV range (Table 2.1).

SCHOTTKY FEG

The energy needed for electrons to escape from the tip can be further reduced by
means of the Schottky effect [107]. In this case, a positive bias voltage is applied rel-
ative to the emitter, which we will refer to as extractor voltage (Vext). The presence
of an electric field (Eext) around the tip effectively lowers the energy barrier. We
can describe this effect theoretically by considering the potential energy of an elec-
tron that has been released from the tip. The electron leaves a positive screening
charge behind, and thus experiences a restoring force due to Coulomb attraction.
The potential energy associated to this positive-negative charge configuration can
be calculated by considering the work needed to bring a charge from infinity to the
position z. Hence, the potential energy of an electron right outside of the cathode
in the presence of an external electric field Eext can be approximated as [105]

UE (z) = EF +φ− ke q2

4z
−qEextz , (2.2)

where EF is the Fermi energy, φ the work function of the material, ke the Coulomb
constant, q the electron charge and z represents the distance from the surface of
the electron cathode. Figure 2.1b (right) shows the potential energy of an electron
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right after escaping the tip when no external voltage is applied (blue curve), as well
as for Eext =0.2 and 1.0 Vnm−1 (orange and green, respectively). In the absence of
an external electric field , the energy barrier, defined as the difference between the
maximum potential energy and the Fermi level, corresponds to the work function
of the tip, and emission is purely thermionic. This barrier is lowered by 0.54 and
1.2 eV for Eext =0.2 and 1.0 Vnm−1, respectively. Additionally, the energy barrier
also becomes narrower for increasing extractor field, thus allowing for quantum
tunnelling of electrons with energy lower than the work function.

An electron source using this combination of thermionic emission and the Schot-
tky effect is referred to as a Schottky field-emission gun (FEG). These sources typ-
ically use a W tip with ZrO coating, which reduces the work function of the ma-
terial down to ∼ 2.9eV [65, 105]. The application of high extractor fields on the
nanotip of Schottky FEGs results in higher brightness than thermionic sources (∼
1011 −1012Am−2 sr−1), due to the reduced emitting area. The lower operating tem-
perature also results in a lower electron energy spread (∼ 0.5 − 1eV), due to the
reduced excess energy of the emitted electrons (Table 2.1). This type of electron
source is the one used in this thesis.

COLD FEG

Finally, field-emission guns can also operate without heating the tip, i.e., at room
temperature. In this case, the extractor field applied to the nanotip is larger than
in the Schottky FEGs, and emission is possible through quantum tunneling of elec-
trons with energy close to the Fermi energy to the vacuum [43]. This allows one
to achieve a higher brightness (∼ 1013 − 1014Am−2 sr−1) and lower energy spread
(∼ 0.2−0.4eV) than the sources discussed above. These features make cold-FEGs
desirable for applications in scanning transmission electron microscopy, such as
EELS.

2.2.2. GEOMETRY OF A SHOTTKY FEG
In this thesis we use an SEM equipped with a Schottky FEG source. A schematic of
the Schottky FEG geometry can be seen in Figure 2.2a (top left). Here, the ZrO/W tip
is surrounded by a negatively biased plate (suppressor), from which it protudes by
about 250µm. In our case, the suppressor voltage is fixed to −500 V. The presence
of this negative voltage ensures that only electrons from the end of the tip can be
released to the vacuum. The extractor plate, which is positively biased (4550 V), is
placed at around 500µm from the apex of the tip and has a central aperture through
which electrons can go through [105]. We should note that the typical values of ex-
tractor voltage and distance between the emitter and extractor plate would lead to
an extractor field much lower than the ones given in Figure 2.1b if a planar geome-
try of the electron source is assumed. However, the sharp apex of the tip produces
an enhancement of the electric field, thus achieving a larger extractor field near the
tip. The combination of extractor and suppressor voltages around the tip also has
an impact on the brightness of the source, that is, the area of the tip from which
electrons are emitted, and their direction. In particular, lowering the extractor volt-
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age with respect to the suppressor voltage results in a decrease of the brightness, as
will be discussed below. Hence, by tuning these voltages we can control how many
electrons emitted away from the apex of the tip go through the extractor aperture
and are thus collected [105]. Having control over it will allow us to choose between
different photoemission regimes, as will be discussed below.

2.3. PULSED EMISSION OF ELECTRONS: LASER-DRIVEN SCHOT-
TKY FEG

Until now we have discussed the operation of a Schottky FEG in normal condi-
tions, that is, to obtain a continuous electron beam. In the case of a laser-driven
source, a pulsed laser beam is focused on the electron cathode and electrons are re-
leased from the tip through the photoelectric effect (photoemission). In this case,
the tip is usually operated at a low temperature in order to suppress continuous
emission. Hence, the energy needed to overcome the work function is provided by
the photon energy instead of thermal excitation. In our case we use a laser beam
with photon energy Ehν = 4.82eV (λ= 258nm), which is much larger than the work
function of ZrO/W (2.9 eV). Other works have demonstrated photoemission using
lower photon energies, even below the ZrO/W work function, in which case the
emission of electrons takes place by means of the absorption of two (or more) pho-
tons [108–110]. In the case of low photon energy and higher laser peak intensity
(I > 1012Wcm−2) [108], the emission of electrons can also take place by optical field
emission, in which the light field around the tip is strong enough to allow for tun-
neling of electrons. Multiphoton photoemission and optical field emission are not
studied in this chapter.

Using a high photon energy has some significant advantages. During a typical
experiment with a cold tip, the ZrO coating cannot be replenished due to its lower
diffusivity, thus leading to an increase of the work function [105]. Using high energy
photons allows us to still have efficient emission of electrons even when the work
function is increasing due to the consumption of the ZrO coating [74]. In our ex-
periments, we have observed that the photoemission efficiency, that is, the average
number of electrons emitted per incoming laser photon, decreases by ∼ 30% after
∼ 90min, similar to other work [76]. This can be solved by briefly heating up the tip
in between experiments. An additional advantage of using high energy photons is
the fact that the reduction of the energy barrier by the extractor field is no longer
needed. This gives us flexibility to lower the extractor voltage to achieve different
working regimes while still having emission of electrons.

2.4. IMPLEMENTATION OF A USEM
Next, we present the technical details related to the development of our USEM, and
we discuss a procedure to align the laser on the electron cathode.
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Figure 2.2: USEM based on a laser-driven Schottky FEG. a) Schematic of the setup. The 4th harmonic
(λ = 258nm) of a femtosecond laser, generated through a set of BBO crystals (HG), is focused on the
electron cathode of the SEM. Alignment between the laser and the microscope is kept using a feedback
system (FS). The electron cathode (tip) slightly protudes from the suppressor plate (−500 V). The emis-
sion of electrons is enhanced by the extractor plate (4550 V). The electron beam is further focused along
the column using two condenser lenses, C1 and C2, before reaching the final objective lens, which fo-
cuses the beam on the sample. GT/GS: gun tilt/shift, respectively. b) Photograph of the setup.

2.4.1. LASER-DRIVEN SEM SETUP

Figure 2.2 shows a schematic (a) and a photograph (b) of the setup that we use in
our laser-driven electron microscope. The USEM has been developed from a stan-
dard Thermo Fisher Quanta 250 FEG SEM, with the exception of the initial mea-
surements that used a Thermo Fisher/FEI XL30 (chapter 4). Access to the elec-
tron cathode is given through a UV-transparent window. A two-level breadboard
has been attached to the electron microscope on which optical components are
mounted. The breadboard configuration is thus coupled to the air suspension of
the SEM, used to isolate the microscope from vibrations in the room. The align-
ment between this floating part of the setup and the rest of optical components,
including the laser, is maintained by using an optomechanical feedback system
(more details in Chapter 3, section 3.2).

We use a femtosecond laser (Clark MXR Impulse, diode-pumped Yb-doped fiber
oscillator/amplifier system) providing ∼ 250fs pulses, with tunable repetition rate
(200 kHz - 25.19 MHz) and wavelength output at λ ' 1035nm. The fundamental
laser beam is sent through a set of beta barium borate (BBO) crystals to produce
the 2nd (λSH = 517nm), 3rd (λTH = 345nm) and 4th (λFH = 258nm) harmonics. The
4th harmonic is used for the photoemission of electron pulses. We use a beam ex-
pander composed of two lenses (focal length 10 and 50 cm, respectively) to increase
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the beam size of the 4th harmonic beam by a factor 5. The beam is guided up to the
height of the electron cathode through a periscope. The top part of the periscope
contains a dichroic mirror which reflects the 4th harmonic, while transmitting at
longer wavelengths. Finally, the beam is focused on the electron cathode through a
lens (tip lens, f = 12.5mm) down to a ∼ 10µm spot. The position of the lens in the
direction of the optical axis (z) is adjusted using a manually controlled linear stage,
while the position in the transverse direction (x, y) is controlled by means of two
motorized stages (PI M-227).

ELECTRON COLUMN

The electron column is composed of the electron gun module, containing the sup-
pressor and extractor voltage plates, together with the tip, as discussed in section
2.2. A ∼ 350µm-diameter aperture is placed below the extractor plate to block elec-
trons emitted further away from the optical axis. A set of two condenser lenses, is
used to change the position of the crossover the electron beam along the column,
and the microscope contains a set of apertures (aperture strip, 30−1000µm). The
particular condenser lens voltages (C1 and C2) determine the fraction of the beam
that goes through the aperture. Finally, an objective lens is used to focus the elec-
tron beam on the sample.

2.4.2. EXPERIMENTAL PROCEDURE TO FIND THE TIP

A critical step in performing time-resolved experiment with an electron microscope
is the proper alignment of the laser on the electron cathode. The next sections show
the typical procedure performed during the installation of the setup and prior to
starting an experiment.

INITIAL ALIGNMENT OF THE LASER

The first alignment of the laser on the tip can be performed with the help of a CMOS
camera and a set of irises. In normal operating conditions, the electron cathode is
set to 1800 K and its blackbody radiation can be observed by eye. This radiation is
collected by the lens in front of the SEM window ( f = 12.5mm) and imaged on a
CMOS camera (Thorlabs DCC1645C). In our case, we placed the CMOS camera be-
hind the dichroic mirror from the periscope, and an achromatic lens ( f = 3cm) was
used to focus the light onto the camera. A photograph of the visible blackbody ra-
diation of the tip is shown in Fig. 2.3a. This configuration allows us to roughly align
the lens focus on the electron cathode. The focus is later optimized by maximizing
the current emitted by the cathode, as explained below. In order to align the laser
on the tip (in the transverse direction, x,y), we placed a set of two irises through
which the emitted light goes. Then the laser is aligned such that it goes through
the center of the irises, thus giving a rough alignment of the laser on the tip. The
exact position of the laser beam with respect to the tip is optimized by scanning the
lens in front of the tip with two motorized stages, as will be explained in the next
section. We should note that this initial alignment procedure is only needed during
the installation of the setup or after major changes in the laser beam path.



2.4. IMPLEMENTATION OF A USEM

2

19

SCANNING OF THE LENS

Once the photoemission setup is fully installed, the steps presented in the previous
section can be omitted. Hence, we only need to fine-tune the position of the laser
on the electron cathode within a ∼ 100× 100µm2 scanning window. It is usually
desirable to start the alignment of the laser beam on the tip with a hot tip, that is,
using the standard settings of the electron column. When lowering the tempera-
ture of the tip, it thermally contracts by up to a few tens of µm [105], which results
in a change of the alignment of the electron beam path inside the column. Hence,
starting the alignment of the laser on the cathode with a hot tip ensures an opti-
mum collection of the photoemitted electrons. It is also helpful to optimize the
parameters inside the electron column (gun tilt/shift, condenser lens voltage and
aperture) for maximum collection of the electrons in continuous mode. We collect
the electron current on the sample by focusing the electron beam on a Faraday cup,
placed on the sample stage, which is connected to a picoammeter (Keithley 6485) or
to a lock-in amplifier (Zurich Instruments MFLI, 500 kHz/5 MHz) through a current
amplifier (Femto DLPCA-200). When the tip is hot (that is, working in continuous
mode) most of the collected electron current comes from the continuous emission,
even if the laser beam is already focused on the tip. However, modulating the 4th

harmonic laser beam using an optical chopper (Hz - kHz) (Thorlabs MC2000B-EC),
which is also connected to a lock-in amplifier, allows us to discern between contin-
uous (field-enhanced thermionic emission) and pulsed (photoemission) electron
currents. Additionally, it can be helpful to further tune the parameters inside the
electron column (gun tilt/shift, condenser lens voltage and aperture) in order to
maximize the collection of the photoemitted electrons.

Figure 2.3b shows a measurement obtained when scanning the tip lens around
the electron cathode (in the x, y plane) and collecting the electron signal from the
lock-in amplifier. In this case the Schottky FEG was operating in normal condi-
tions (1800 K, Vext = 4550V), the electron beam acceleration was set to 10 kV and
the continuous (background) electron current was ∼ 200nA (using a 1 mm aper-
ture). We used a laser power (λFH = 258nm) of 1.6 mW at 5.04 MHz (0.3 nJ/pulse).
The gain of the current amplifier was set to 106 AV−1 and the chopping frequency
was 287 Hz. We observe that photoemitted current is collected even when the laser
is focused more than 60µm away from the apex of the tip. The configuration of
suppressor and extractor voltage ensures that only electrons emitted from the apex
of the tip can be released and go through the extractor aperture, and it is thus un-
likely that electrons far from the apex (shank emission) can be efficiently released.
Instead, the current observed when focusing far from the apex of tip is probably
due to emission of electrons from the apex that are excited by the tail of the laser
beam profile (assumed to be Gaussian).

Once the laser is aligned on the tip, we lower the temperature of the tip to sup-
press continuous emission. This is done by decreasing the filament current from
2.35 A to 1.7 A, resulting in a final temperature of ∼ 1200K. Figure 2.3c shows a scan
of the tip lens obtained under the same conditions as in 2.3b, but at this lower tem-
perature. Given the thermal contraction of the tip at this low temperature, here we
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Figure 2.3: Experimental procedure to focus the laser on the electron cathode. (a) Photograph of black-
body radiation of the tip under normal operating conditions (T ' 1800K). (b) Map of the pulsed current
collected on a Faraday cup while scanning the laser focus around the hot tip in the x y plane (T = 1800K,
Vext = 4550V). The current produced by photoemission is distinguished from the continuous one using
a lock-in amplifier. (c) Similar map as in (b) but with a colder tip (T ' 1200K). (d) Similar map as in (c)
but obtained at Vext = 650V. Here the continuous emission is fully suppressed and the pulsed current
is measured directly with a picoammeter.

realigned the electron column and adjusted the condenser voltage (C1) for opti-
mal electron collection. Here, C1 was increased from 1125 V in normal conditions
to 1190 V. We observe that the overall emission decreased by ∼ 92%, down to the
tens of pA regime. Moreover, now emission can be observed only from a relatively
small area, corresponding to the apex of the tip, due to the lower photoemission
efficiency. Regardless of this reduction in the temperature of the tip, complete sup-
pression of continuous emission is only achieved after letting the tip cool down for
at least 1 h, which is not practical for experiments.

A way to instantaneously remove the remaining continuous emission is by low-
ering the extractor voltage, such that the effective work function of the ZrO/W tip
is increased (Fig. 2.1b). We have observed that lowering the extractor voltage to
∼ 3000V results in the full suppression of continuous emission. Given that the pho-
ton energy of the laser beam is much larger than the work function, photoemission
of electron pulses is barely affected. Further reducing the extractor voltage to 650 V
results in an enhancement of the photoemitted electron current collected on the
Faraday cup, as will be seen below (section 2.5.3), contrary to what we would expect
from the Schottky theory explained in section 2.2. In normal operating conditions,
the extractor-suppressor configuration acts such that a large fraction of the emit-
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ted electrons are blocked by the extractor aperture. Instead, when the magnitude of
the extractor voltage is similar to that of the suppressor, most of the emitted elec-
trons can go though the aperture, thus increasing the collection efficiency of the
photoemitted electrons [105]. Figure 2.3d shows a scan of the tip lens obtained at
Vext = 650V. Given that there is not continuous emission anymore, the laser beam
is not chopped and the electron current collected by the Faraday cup is sent directly
to a picoammeter. Here again, the condenser lens was readjusted (VC1 = 650V) to-
gether with gun tilt and shift to maximize the collection of electrons. All other pa-
rameters were kept the same as in Fig. 2.3c. We observe that in this case the max-
imum electron current is 1.29 nA, corresponding to an average of ∼ 1600 electrons
per pulse. We should note that this corresponds to one of the lowest values of the
extractor voltage at which photoemission is still possible. Lowering Vext below the
magnitude of the suppressor voltage (500 V) would result in the total suppression
of emission of electrons from the tip.

2.5. ENERGY SPREAD OF THE ELECTRON BEAM
Electrons emitted from an electron cathode have an energy equal or close to the
energy barrier, which is determined by the combined effect of work function of
the tip and extractor field (in the case of a Schottky FEG). Electrons with energy
larger than the energy barrier can be easily released, but the occupation probabil-
ity of these higher energy states, given by the Fermi-Dirac statistics, is low. Instead,
energy states below the energy barrier have a larger occupation probability, but
electrons in these states can only be released through quantum tunneling. Hence,
the emitted electrons have a certain energy distribution (∆E), determined by the
Fermi-Dirac statistics and the strength of extractor field [105]. Other parameters
in the emission process, such as defects on the tip and slight changes of the work
function for different facets of the tip, also contribute to the electron energy spread.
Moreover, Coulomb repulsion, also referred to as space-charge effects, at the gun
and, to a lesser extent, at the different crossovers along the electron column, can
also play a role in the final electron energy width [111, 112]. This means that in ex-
periments, electrons have an energy of E0 ±∆E , where E0 is the operating energy
(E0 ∼ 0.5−30keV for SEMs and 60−300keV for TEMs).

The uncertainty in the energy of the electron beam is a crucial parameter in sev-
eral analytical techniques such as electron-energy-loss spectroscopy (EELS), usu-
ally performed in (S)TEMs, given that it directly affects the energy resolution of the
measurements. In SEMs, the energy spread can have a strong impact on the spatial
resolution and, in the case of pulsed electron beams, also on the temporal resolu-
tion. Therefore, knowing the energy spread of the electron beam and the param-
eters that influence it is essential to optimize the performance of (time-resolved)
SEMs.
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2.5.1. RETARDING FIELD ANALYZER

The energy width of an electron beam in (S)TEMs is typically measured using an
EELS detector, which is based on the controlled deflection of electrons depending
on their energy by means of a magnetic prism. Here instead we use a retarding
field energy analyzer (RFA) to measure the energy spread for low-energy electron
beams in the SEM. The RFA was obtained from Prof. P. Kruit (Technical Univer-
sity of Delft) and is based on the work by M. van der Heijden [113]. A schematic
of the setup is shown in Fig. 2.4a. The RFA is mounted on the sample stage of the
SEM (see photograph, Fig. 2.4b) and the electron beam is directly sent through an
initial aperture, after which it is focused on the retarding electrode (orange in the
figure). The voltage on this electrode (VRF ) is supplied by a fixed negative offset
voltage Voffset, usually set slightly below the electron accelerating voltage (-5 kV),
plus a tunable small (negative) voltage ∆V in the range of a few tens of volts. Our
RFA is designed to operate at an electron accelerating voltage of V0 =−5kV. Hence,
when VRF = Voffset +∆V < V0 most electrons will go through the electrode and end
up being collected by a Faraday cup, which is connected to an electrometer (Keith-
ley 6514 System Electrometer). Instead, when VRF > V0 most electrons will be re-
pelled and will not reach the Faraday cup. In an experiment,∆V is scanned and the
current collected by the Faraday cup in each step is recorded. Hence, the depen-
dence of the collected current on VRF directly gives the electron energy distribu-
tion, given the relation E = qV (with q the electron charge). An additional negative
voltage (−9 V) is also set at the entrance of the Faraday cup to hinder the escape of
secondary electrons created in the Faraday cup.

Figure 2.4c shows a measurement performed with a 5 keV continuous electron
beam, obtained using a 40µm diameter aperture. The figure shows the current I
collected by the Faraday cup as a function of the potential energy on the retarding
field electrode, defined as ERF = qVRF . Here Voffset is set to ∼ −4.99kV and ∆V is
scanned over a 0 to −15V range with step size of 117 mV. We fit the data with the
cumulative distribution function (CDF) of a pseudo-Voigt distribution (Vp ), defined
as

I (E) = Vp (E ; I0,k,Ec ,γ,B) =
= kL(E)+ (1−k)G(E)+B =

=−k
I0

2

[
1

π
arctan

(
E −Ec

γ

)
+1

]
+

+ (1−k)
I0

2

[
1−erf

(√
log2

γ
(E −Ec )

)]
+B ,

(2.3)

where L(E) is the CDF of a Cauchy-Lorentz distribution with width parameter γ
and G(E) is the CDF of a normal distribution with standard deviationσ=√

2log2γ.
Both CDFs are centered around Ec , and have amplitudes proportional to the total
electron current I0. The parameter k indicates the contribution of each CDF to the
measured curve, and B a background, representing the noise level of the measure-
ment. The red curve in Fig. 2.4c is the fit of the data, obtained with γ = 0.39eV,
I0 = 2.12pA, Ec = 6.14eV and k = 0.13. The energy spread of the electron beam is
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Figure 2.4: Energy-spread measurements with the retarding field analyzer (RFA). (a) Schematic of the
RFA setup: the electron beam is accelerated up to Voffset, typically set slightly below the operating volt-
age of the SEM (−5kV). The beam is focused on the retarding electrode, set at VRF =Voff+∆V , and∆V is
scanned over a fixed voltage range, typically from 0 to −30V. The electrons that go through the electrode
are collected in the Faraday cup. Escape of secondary electrons from the Faraday cup is hindered by
setting a negative potential (−9 V). (b) Photograph of the RFA setup mounted on the sample stage of the
SEM. (c) RFA measurement of the energy spread of a 5 keV continuous electron beam. The red curve
represents a fit obtained when using a pseudo-Voigt distribution. Inset: electron energy distribution,
obtained from the derivative of the RFA data, together with the probability density function of a pseudo-
Voigt function (green).

defined as ∆E = 2γ, corresponding to the full width at half maximum of the curve,
which in this case is ∆E = 0.79eV. We should note that in the plot, Ec has already
been subtracted from the x-axis, such that the center corresponds to the electron
beam energy. The precise value of Voffset is not known, given the limited precision
of the high voltage supply readout, thus the exact ∆V at which ERF = 5kV is always
extracted by subtracting the fitted value of Ec from the electron energy E0, thus as-
suming that the center corresponds to E0.

The derivative of the RFA data with respect to the retarding field energy gives
the shape of the energy distribution of the electron beam. The result is shown in the
inset of Fig. 2.4c. Given that the noise is amplified when performing the derivative,
it is best to fit the data directly with Eq. 2.3 rather than fitting its derivative (green
curve in the inset).

2.5.2. ENERGY SPREAD OF A CONTINUOUS BEAM

Several parameters have an impact on the energy distribution of a continuous elec-
tron beam. Here we evaluate how the emission conditions at the Schottky gun in-
fluences the final energy spread of the electron beam. The initial energy spread of
the emitted electrons (∆E0) and the current emitted from the tip (∼ 300µA) are de-
termined by the tip temperature and suppressor and extractor voltages. In typical
operating conditions (continuous emission), we have T ∼ 1800K, Vsupp = −500V
and Vext = 4550V. The initial electron beam is cut through a set of apertures along
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Figure 2.5: Energy spread of a continuous electron beam. (a) Energy spread (∆E) of a 5 keV continuous
electron beam as a function of the electron current collected on the Faraday cup. (b) Energy spread of
the electron beam (black) and collected current I (green) as a function of the temperature of the tip.

the microscope column, which result in lower electron currents on the sample plane.
Figure 2.5a shows the energy spread of the electron beam as a function of the elec-
tron current collected on the Faraday cup (that is, in the sample plane). The elec-
tron current is tuned by changing the value of the condenser lenses (C1 and C2),
which determine the fraction of electrons that go through the final aperture (40µm
in this case). We observe that reducing the current from 6.5 nA to 59 pA results in a
decrease of the energy spread from 2.74 to 0.72 eV. This dependence of ∆E on the
electron current can be due to two effects. First, when reducing the current we re-
move electrons that are emitted further away from the optical axis, that is, coming
from different positions from the tip that might have slightly different work func-
tions [105]. Second, at larger electron currents, Coulomb repulsion at the different
crossovers along the microscope column can become more dominant, thus result-
ing in an increase of the energy distribution, as will be discussed in section 2.5.3.

Another parameter that affects the electron energy spread is the temperature
of the electron cathode. As explained in section 2.2, decreasing the temperature
of the emitter also reduces the occupation probability of higher energy states, thus
decreasing the energy spread of the emitted electrons. Figure 2.5b shows the value
of the energy spread measured as a function of the temperature of the tip. In each
measurement the value of the condenser lens C1 is changed in order to maximize
the collected electron current, and we used the largest aperture (1 mm). We find
that the energy spread decreases linearly with temperature, with a slope of 2 eVK−1,
from a value of 1.86 eV for a temperature of 1800 K, corresponding to the typical op-
erating conditions of our Schottky FEG, down to 0.59 eV for 1175 K. At lower tem-
peratures, the electron current reaching the sample becomes too unstable to give
reliable results. We typically waited up to 40 min in between measurements to let
the electron current stabilize.

In the figure we also plot the maximum electron current I collected on the Fara-
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day cup as a function of the tip temperature. The current exhibits a decrease when
reducing the temperature, as expected due to the lower occupation of high en-
ergy states at low temperature [8, 107]. The fact that the electron beam current
at T = 1800K is lower than at 1675 K is attributed to non-optimum alignment of the
electron column in the 1800 K case. Nevertheless, the energy spread is still lower
at 1675 K than at 1800 K, thus further suggesting that the main effect on the energy
spread comes from the change in temperature rather than the change in the value
of the electron current measured on the Faraday cup.

2.5.3. ENERGY SPREAD OF A PULSED ELECTRON BEAM

Next, we evaluate the energy spread of pulsed electron beams obtained through
photoemission. Similar to the continuous case, the initial energy distribution of
electrons (∆E0) is determined by the electron gun conditions (temperature, extrac-
tor voltage). However, now the laser wavelength also plays a role: the excess of
energy between the photon energy and energy barrier of the tip also contributes
to the initial energy spread of the electron beam [114]. Moreover, in the case of ul-
trashort pulses, Coulomb repulsion in dense electron bunches becomes a critical
factor, as will be discussed below.

In a typical photoemission experiment, electrons are emitted from a small area
on the tip (∼ µm), governed by the size of the tip apex and extractor-suppressor
configuration, and within a short time (usually a few hundreds of fs). This spatial
and temporal concentration of electrons can lead to significant Coulomb interac-
tions (space-charge effects), both in the lateral/transverse and longitudinal/axial
directions, with respect to the electron beam propagation. In the first case, the
main effect is a reduction of the spatial resolution, due to the spatial broadening
of the electron beam. In the second case, referred to as Boersch effect, Coulomb
repulsion among electrons within the same pulse leads to a broadening of the elec-
tron kinetic energy distribution [115]. The initial energy distribution of electrons
(∆E0) translates into a difference in electron speed, and thus position along the op-
tical axis. Coulomb repulsion will increase this broadening, given that the leading
electrons will be further accelerated, while the electrons in the tail will experience
a deceleration [105, 115–117]. This effect results in a gradual broadening of the en-
ergy width with increasing number of electrons per pulse, as previously reported in
literature [102, 103]. Moreover, in the extreme case in which each pulse contains
a large number of electrons, this effect can result in the appearance of two distin-
guished energy peaks, corresponding to the accelerated and decelerated electrons
[101–103, 118].

In order to investigate the effect of Coulomb repulsion under different photoe-
mission conditions, we performed RFA measurements of the energy spread as a
function of the number of electrons per pulse (Ne ). Figures 2.6a-b show two ex-
amples of such curves, obtained for an average value Ne of 0.53 and 1029 electrons
per pulse, respectively. Here the current measured on the Faraday cup, and thus,
Ne , was tuned by varying the laser power focused on the tip, corresponding to 4.23
and 273.41 pJ per pulse, respectively, in these particular cases. All other settings of
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Figure 2.6: Energy spread of a pulsed electron beam. (a, b) RFA measurements obtained for a low (0.53)
and high (1029) average number of electrons per pulse, obtained at 5 keV, and using a low extractor
voltage (Vext = 650V). The solid red curves represent the fits using a single (a) and double (b) pseudo-
Voigt distributions. The insets show the energy distributions obtained from the data, together with the
analytical curves calculated from the results of the fits (orange). (c) Energy spread vs number of electrons
per pulse for high (4550 V), medium (3000 V) and low (650 V) extractor voltages. The dashed lines are
linear fits of the data. (d) Number of electrons per pulse collected on the sample plane as a function of
the laser energy per pulse (λexc = 258nm), together with the corresponding linear fits (dashed curves).

the electron column were kept the same, and the repetition rate of the laser was set
to 5.04 MHz. In both cases the tip was cooled down (Ifil = 1.7A, T ' 1200K), and
we used Vext = 650V and C1 = 450V. We observe that the curve corresponding to
Ne = 0.53 electrons per pulse (Fig. 2.6a) exhibits a sharp transition in the RFA spec-
trum. Fitting the curve with Eq. 2.3 (red curve) yields an energy spread of 0.77 eV.
The curve also exhibits a linear downward trend in the ERF = 4.990 − 4.998keV
range, where we would expect a constant current, which is attributed to a decrease
of the electron current during the acquisition, probably due to drifting of the posi-
tion of the laser beam with respect to the tip. This is accounted for in the fit. The
inset in Fig. 2.6a shows the derivative of the data, together with the derivative from
Eq. 2.3, calculated using the results from the fit.

In contrast, Fig. 2.6b shows the RFA measurement obtained for a very large
number of electrons per pulse (Ne ' 1029). In this case we observe a broadening of
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the curve, corresponding to a larger energy spread, as expected from the Boersch
effect. Moreover, we observe that the transition from high (800 pA) to zero current
is not completely smooth but exhibits two features. This curve is best described
when considering that the current collected by the Faraday cup as a function of the
energy on the retarding field electrode depends on two pseudo-Voigt distributions,
each centered around Ec,i and with width parameter γi (i = 1,2), that is,

I (E) = ηVp (E ; I0,k,Ec,1,γ1,0)+ (1−η)Vp (E ; I0,k,Ec,2,γ2,0)+B , (2.4)

with the expression for Vp given in Eq. 2.3. Here the parameter η determines the
contribution of each individual pseudo-Voigt function. The curve in Fig. 2.6b was
best fitted when k = 0, meaning that the peaks are fully Gaussian, η = 0.52, γ1 =
2.62eV, γ2 = 4.56eV, Ec,1 =−3.92eV and Ec,2 = 3.32eV. Here the zero in the x-axis,
which would correspond to ERF = 5keV, cannot be calculated directly from the fits,
given that we have two values of Ec . Instead, we took the value from the curves that
do not show a double peak, thus having a clear Ec . Ec,1 and Ec,2 are thus expressed
with respect to this central energy. Moreover, the energy width ∆E of the electron
beam is now defined as,

∆E = γ1 +γ2 +|Ec,1 −Ec,2| . (2.5)

The presence of these two peaks can be interpreted as a further proof of the con-
tribution of Coulomb repulsion to the final electron energy distribution of highly
dense electron pulses.

Figure 2.6c shows ∆E as a function of NE obtained for three different extractor
voltages: low (Vext = 650V, red), medium (Vext = 3000V, blue) and high (Vext =
4550V, green). The squares indicate the cases in which the data was fitted with a
single pseudo-Voigt function, hence ∆E = 2γ, while the crosses denote the cases
in which a double pseudo-Voigt function was used, with energy spread calculated
using Eq. 2.5. The energy spread gradually increases when increasing the number
of electrons per pulse, as we would expect from the Boersch effect. We fit the data
using a linear function (dashed curves), with slopes corresponding to 0.02, 0.11 and
0.15 eV/e−, for low, medium and high extractor respectively. These values indicate
that the energy spread is more strongly affected by Ne in the high and medium
extractor cases. This could be explained by the fact that for high extractor voltages,
the extractor aperture blocks a large fraction of the photoemitted electrons. Hence,
the same number of electrons collected on the sample plane corresponds to a larger
number of photoemitted electrons in the high and medium extractor cases.

To investigate the collection efficiency of emitted electrons at different extrac-
tor voltage, Figure 2.6d shows the number of electrons per pulse collected on the
Faraday cup as a function of the laser energy focused on the tip. The number of
electrons emitted by the tip is higher than the values measured on the Faraday cup,
given that the extractor aperture and rest of apertures along the microscope column
block a fraction of the electron beam. In all cases the data in Fig. 2.6d can be fitted
with a linear function, with slope 2.57, 0.17 and 0.04 e−/pJ for low, medium and high
extractor voltages, respectively. Hence, we observe again a clear difference between
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the low and medium/high extractor cases. This result is initially counter intuitive,
given that at lower extractor voltage the energy barrier is larger and, thus, we would
expect that the electron emission efficiency is lower. However, the extractor voltage
also has an impact on the collection efficiency. At low extractor voltage, the angu-
lar spread of electrons right after emission is lower than at high extractor voltage.
Hence, fewer electrons are blocked by the extractor aperture, thus increasing the
collection efficiency of photoemitted electrons. These results are compatible with
the effect of the extractor voltage discussed in ref. [105].

Finally, we should note that we obtain the smallest energy spread when using
a low extractor voltage, as seen in Fig. 2.6c. In particular, from the linear fits we
extracted lower limits of 0.86, 2.14 and 2.05 eV (low, medium and high Vext). These
values represent the value of energy spread in the limit of low Ne , that is, with pulses
containing less than one electron. In these cases Coulomb repulsion does not play
a role, and the energy spread is determined by the conditions of photoemission.
The lower energy spread obtained in the case of a low extractor voltage could be
explained by the fact that lowering this voltage results in an effective increase of the
energy barrier for the emission of electrons from the electron cathode. Hence, less
electrons have excess energy, thus reducing the initial energy distribution. At a high
extractor voltage (Vext = 4550V), the energy barrier is lowered by ∼ 1eV (Eq. 2.2,
Eext ∼ 0.7Vnm−1), close to the difference in energy spread obtained here between
high and low extractor voltages.

2.6. SPATIAL RESOLUTION
In the geometry of the laser-driven cathode, we drastically change the way electrons
are emitted from the tip with respect to the continuous beam configuration. How-
ever, in principle the settings of the electron column itself can be kept the same as
in continuous mode, which implies that fundamentally a similar spatial resolution
can be achieved. Indeed, several reports have shown spatial resolutions down to 5
nm in a pulsed-laser driven SEM [90] and a resolution of 0.9 nm in TEM, in which a
new laser driven cathode system using a cold-FEG was demonstrated [66]. Never-
theless, in practice several parameters in the electron column are usually adjusted,
which can affect the spatial resolution. Here we discuss which parameters play a
role in the spatial resolution and the different regimes in which we can work.

In the rest of this chapter we evaluate the spatial resolution by using a sample
containing Sn spheres with diameters ranging from 50 nm up to 10µm. All images
are taken at the same working distance at which cathodoluminescence (CL) exper-
iments are performed (14 mm), but without the CL mirror in place, as it blocks part
of the SE emission. In all cases we use the 4th harmonic of the laser (λexc = 258nm)
and the repetition rate is set to 25.19 MHz. We evaluate the spatial resolution (η)
by means of the Fourier transform method presented in ref. [49]. We should note
that differences in the electron beam focus and alignment of the column between
experimental sessions have an impact on the exact value of η. Moreover, different
levels of noise in the images, depending on the magnitude of the SE signal, also
affect the accuracy of η.
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Figure 2.7: Secondary electron images of a Sn ball sample using a pulsed electron beam at 5 keV (top
row) and 30 keV (bottom row). (a-b) Images obtained using Vext = 3000V and 60µm aperture. (c-d)
Images obtained using Vext = 650V and 60µm aperture. (e-f) Images obtained under conditions for the
highest electron current (Vext = 650V and 1 mm aperture).

A critical parameter for a good spatial resolution is the initial region of the tip
from which electrons are emitted. The smaller this area, the tighter we can focus
the electron beam on the sample. Given a certain brightness of the source, which is
determined by the conditions of electron emission, a reduction of the emitted area
results also in a decrease of the electron current (Eq. 2.1). Hence, there is always
a tradeoff between high spatial resolution and signal, which in our case is either
secondary electrons (SE) or CL.

A way of keeping a relatively small emitting area is by using a high suppressor
and extractor voltages, as discussed above. Even when using the same value of Vext

as in continuous mode, we need to readjust C1 for optimum resolution, both due to
the thermal contraction of the tip when lowering its temperature (see 2.4.2) and dif-
ference in the photoemission area with respect to continuous emission. In experi-
ments, it is usually more convenient to lower the extractor voltage to 3000 V, which
allows us to fully suppress continuous emission (see section 2.4.2) while keeping a
relatively high extractor field. Figure 2.7a shows an SE image of Sn balls obtained
using Vext = 3000V and a 5 keV electron beam, for which we extract a spatial reso-
lution of η∼ 90nm. Here we used a 60µm aperture and condenser lens C1 = 760V,
obtaining a current of 0.3 pA. Fig. 2.7b shows an image obtained using the same
extractor voltage but at 30 keV (C1 = 1220V, I = 5pA, η∼ 110nm).

Working at a very low extractor voltage (magnitude comparable to the suppres-
sor voltage, Vsupp = 500V) can pose some advantages, such as a larger electron cur-
rent and smaller energy width, as discussed in 2.5.3. However, the larger collection
efficiency of electrons, as discussed in section 2.5.3 results in a larger area from
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which electrons are emitted, thus effectively reducing the brightness of the source.
Figs. 2.7c,d show images obtained at low extractor voltage (Vext = 650V) at 5 and
30 keV. Here we also used a 60µm aperture and obtained a spatial resolution of
η ∼ 120nm at 5 keV (C1 = 200V, I = 0.5pA) and η ∼ 170nm at 30 keV (C1 = 600V,
I = 7pA). Finally, in applications that require a high electron current, we can tune
the conditions at low extractor voltage such that a large portion of the emitted cur-
rent reaches the sample, but at the expense of a very poor spatial resolution. Figs.
2.7e, f show images obtained also at low extractor using a 1 mm aperture, meaning
that a big fraction of the photoemitted electrons reach the sample. In these cases
we obtained a large electron current (∼ nA) but at the expense of much lower spa-
tial resolution: η ∼ 920nm at 5 keV (I = 1nA, C1 = 450V) and η ∼ 550nm at 30 keV
(I = 1.2nA, C1 = 1000V).

Space-charge effects can also impact the spatial resolution for pulses contain-
ing multiple electrons. It is therefore desirable to keep a low number of electrons
per pulse when possible. On the one hand, the width of the electron beam can
be broadened due to Coulomb repulsion, thus directly increasing the size of the
electron spot on the sample plane. Moreover, spherical aberrations might become
more important due to this widening of the beam. Finally, the electron optics also
suffer from chromatic aberrations, given that electrons with slightly different ener-
gies will be focused in different planes. Hence, the large energy spreads obtained
for a high number of electrons per pulse (section 2.5.3) will have a negative impact
on the spatial resolution. We should note that effects due to Coulomb repulsion
are most important when the initial emitting area is small, such as in the high ex-
tractor case. When having a very low extractor voltage, the widening of the electron
beam due to space-charge effects, and spherical and chromatic aberrations, might
be negligible compared to the already large initial spot size.

The spatial resolutions obtained from these measurements are larger than the
highest ones reported for other USEMs (∼ 5nm), in which a Schottky FEG source
and a laser with similar characteristics as ours were used [90]. Here we discuss the
main factors that can contribute to this discrepancy and possible improvements.
We should note that there are different methods to quantify the size of the electron
beam on the sample from a given SE image, each yielding different values [119].
Hence, the definition of spatial resolution between different works can differ, thus
making it difficult to precisely compare values derived using different techniques.
The value of the extractor voltage can play an important role in the spatial resolu-
tion, due to the difference in effective emission area from the electron source, as we
have discussed above. Hence, a high extractor voltage, ideally the same as in con-
tinuous mode, should be used when high spatial resolution is needed. A resolution
of ∼ 35nm using our initial USEM was reported when using a high extractor voltage
[49].

A major source of loss in spatial resolution can come from the settings of the
electron column, including working distance, electron optics and column align-
ment. In our measurements we used a working distance of 14 mm, corresponding
to the one at which CL measurements are performed, instead of the optimum one
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for our SEM (∼ 10mm). This effect could be reduced by using an SEM designed for
optimum performance at such working distance. The settings of the electron op-
tics, including condenser lenses (C1 and C2) and gun tilt/shift, need to be optimized
for each value of electron energy and extractor voltage. The process of optimization
of C1 and C2 requires readjusting the focus and astigmatism of the beam at each
condenser value, which can result in some uncertainty in the final optimum val-
ues of C1 and C2. A systematic study of the optimum condenser values, including
different sets of experiments to account for differences in beam alignment, could
help improve the current settings. Additionally, ensuring an optimum mechanical
alignment of the electron column is important to achieve a high spatial resolution.
Finally, as we have already discussed above, there is a tradeoff between spatial res-
olution and electron current on the sample, and a low current results in a small SE
signal. In these cases, the optimization of focus and astigmatism on the sample
becomes challenging.

Overall, the analysis of spatial resolution reported in this section serves as a
guide to understand the parameters that play a role in the resolution and the dif-
ferent regimes in which the USEM can operate. Further improvements, such as the
ones proposed above, could be developed to bring the spatial resolution towards
the 5−10nm range.

2.7. TEMPORAL RESOLUTION
Finally, a key parameter in a laser-driven SEM is its temporal resolution. Here we
estimate and set an upper limit for the pulse width of the electron on the sample,
and we show an application of time-resolved CL in the USEM.

2.7.1. ELECTRON PULSE WIDTH

The electron pulse width (∆te− ) has two contributions: the laser pulse width (∆tlaser)
and the temporal spread due to the electron energy distribution (∆t∆E ). The lat-
ter is due to the fact that the arrival time of electrons on the sample depends on
their kinetic energy. As we have previously shown, the electron energy distribu-
tion is strongly affected by Coulomb repulsion between electrons from the same
pulse. The electron temporal spread taking into account space-charge effects is
typically calculated using Monte-Carlo simulations or mean-field theory, among
others [63, 102, 117, 118, 120–122]. For simplicity, here we assume that the en-
ergy spread due to Coulomb repulsion takes place instantaneously after emission,
which is reasonable given the low energy and high temporal and spatial concen-
tration of electrons around the source [102, 118]. We also assume that the photoe-
mission process is instantaneous compared to the rest of timescales. Hence, the
temporal broadening happens during the acceleration phase of the electron beam
up to the desired electron energy E0, and while the beam propagates along the rest
of the microscope column, where no external voltage is applied. In this case, the
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Figure 2.8: Calculated temporal spread of electron pulses. (a) Electron pulse width ∆te− as a function
of the final electron beam energy for initial energy distributions of 0.77 and 14.4 eV (green and blue,
respectively). The calculations were performed using Eq. 2.6. (b) Temporal distribution of the laser
( fl(t )) (purple curve,∆tlaser = 250fs), temporal spread of a 30 keV electron pulse ( f∆E (t )) only due to the
initial energy distribution of∆E = 0.77eV measured for∼ 0.53 electrons per pulse (orange,∆t∆E = 330fs)
and the convolution of both (black, fe− (t )), corresponding to the final electron pulse temporal shape
(∆te− = 416fs). (c) Temporal distribution of the electron pulse obtained for the initial energy distribution
obtained from the measurements in Fig. 2.6b (∆E = 14.4eV for 1029 electrons per pulse), resulting in a
spread of ∆te− = 6.4ps.

temporal width of the electron pulse is given by [63]
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Here, Ei is the energy of the electrons right after being emitted from the cathode,

from which we can extract vi =
√

2Ei
m , and ∆Ei is their initial energy spread, which

we will consider the same as the total energy spread measured in section 2.5.3 (∆E).

The final speed of the electron is represented by v f = γ f

√
2E0
m , where γ f corre-

sponds to the Lorentz contraction factor, m is the electron mass, d indicates the
distance between the tip apex and the accelerating anode and l is the length from
the accelerating anode to the sample plane.

From Eq. 2.6 it follows that the temporal spread is directly determined by the
final electron beam energy: at lower operating voltages the initial energy spread
plays a larger role than at higher voltages. Figure 2.8a shows the temporal width
of the electron pulse as a function of the final electron beam energy, calculated
using Eq. 2.6. The two curves represent two different initial energy spreads, 0.77
and 14.4 eV (green and blue, respectively), corresponding to the lowest and largest
distributions measured with the RFA (Fig. 2.6). In the calculations we consid-
ered d = 25mm, l = 0.5m, ∆tl aser = 250fs, and an electron initial energy given by
Ei = E f +φZ r O/W = 14.37eV, thus assuming that the reduction of the energy barrier
due to the extractor voltage is negligible. This assumption is reasonable given that
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the experiments were performed using a low extractor field (Vext = 650V). As ex-
pected, the lowest temporal spread, corresponding to ∆te− = 416fs, is obtained at
the highest electron beam energy (30 keV) and for the lowest initial energy spread.
We should note that the results obtained for electron beam energies lower than
10 keV are less precise, due to the design of the SEM. In these cases, electrons are
initially accelerated to 10 keV and subsequently decelerated down to the desired fi-
nal energy. Hence, Eq. 2.6 should be modified to include additional terms for the
deceleration and acceleration steps. Instead, for energies larger than 10 keV, the
electrons are directly accelerated to their final energy.

Using a similar derivation as for Eq. 2.6, we can calculate the distribution of ar-
rival time of electrons within a pulse, given a known energy distribution (see [63]).
Figures 2.8b,c show the temporal shape of an electron pulse containing an average
of 0.53 and 1029 electrons per pulse, obtained assuming the initial energy distri-
butions from Figs. 2.6a,b (∆E = 0.77 and 14.4 eV, respectively). In order to avoid
extra calculations for the deceleration at lower operating energies, which would
obscure the trends investigated here, we performed the calculations for an elec-
tron beam energy of 30 keV. We assume that the energy distributions obtained with
the RFA measurements at 5 keV are still valid at larger energies, which is reason-
able given that it is typically assumed that space-charge effects dominate before
the acceleration of electrons [102]. Fig. 2.8b shows the distribution of arrival time
of electrons for the case of a low number of electrons per pulse (Ne = 0.53). The
orange curve represents the electron temporal spread exclusively due to the initial
energy distribution (∆t∆E = 330fs), while the pulse width of the laser is shown in
purple (∆tlaser = 250fs, dashed curve). The convolution of both curves gives the
electron pulse distribution (black curve), for which we obtain a temporal width of
∆te− = 414fs. For larger number of electrons per pulse, the contribution of the laser
pulse is negligible and the electron pulse shape is mostly determined by the energy
spread due to space-charge effects, as shown in Fig. 2.8c. In this case we obtain an
electron pulse width of ∆te− = 6.4ps. We should emphasize that these numbers are
rough approximations, given the assumptions taken, but give an idea of the mag-
nitude of the effect of Coulomb repulsion on the overall time resolution.

Given that the retrieved temporal pulse widths are relatively small, direct mea-
surements of the electron pulse width are typically performed by means of pump-
probe techniques, such as in photon-induced near-field electron microscopy (PINEM)
[65] or when analyzing the change in SE signal due to photogenerated carriers [98].
In our setup we can perform time-resolved cathodoluminescence (CL) measure-
ments using a time-correlated single-photon counting (TCSPC) technique. In brief,
the CL emitted by the sample is collected using a parabolic mirror and guided to
a 105µm fiber (Thorlabs FG105UCA), from which it is focused on a single-photon
avalanche detector (PicoQuant PDM Series), which is connected to a time-correlator
(PicoQuant PicoHarp 200). The 2nd harmonic of our fs laser (λ = 517nm) is de-
tected by a photodiode (PicoQuant TDA 200) also connected to the time-correlator,
thus serving as a trigger. Further information on the CL setup and TCSPC measure-
ments is provided in chapter 3 (section 3.4.3). Figure 2.9 shows a measurement
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Figure 2.9: Time resolution of a time-resolved CL experiment. The time resolution of the TCSCP detec-
tion system is measured by acquiring a time trace of the fs-laser (black curve), corresponding to ∼ 60ps.
The orange curve shows the decay statistics of transition radiation on a Au sample when exciting with a
30 keV pulsed electron beam (650±100 electrons per pulse). The TR emission was spectrally filtered in
the 620±5nm range. Inset: theoretical calculation of the spectrum of emission probability for TR per
electron and spectral bandwidth. Wl.: wavelength.

obtained when directly sending the 2nd harmonic (λexc = 517nm) of the fs laser
into the TCSPC setup (black curve). Given that the laser pulse width is ∼ 250fs, the
curve indicates the resolution of our detection system (IRF), which we find to be
∆tIRF ≈ 60ps.

Figure 2.9 also shows the decay statistics of transition radiation (TR) obtained
after excitation of a single-crystal Au sample with a 30 keV electron beam (650±100
electrons per pulse, Vext = 650V, C1 = 1050V, 1 mm aperture) (orange curve). In the
experiment we used a 620±5nm bandpass filter to avoid temporal spread due to
dispersion in the fiber, given the broad spectral emission of TR. A theoretical calcu-
lation of the spectrum of TR is shown in the inset of Fig. 2.9 [25]. TR emission can be
considered as instantaneous (∼ 20fs [31]), thus the decay statistics are dominated
by the TCSPC response function (∆tIRF) and electron pulse width (∆te− ). We find
that the time trace of TR matches well with the resolution of this method measured
with the laser. From this experiment we can set an upper limit for the electron pulse
width of ∼ 10ps, in agreement with the maximum pulse width estimated from the
electron energy spread, as described above (6.4ps). The upper limit is estimated by
accounting for errors in the fitting procedure and differences between experimen-
tal sets.

2.7.2. APPLICATION: CL LIFETIME MAP

One of the advantages of performing time-resolved CL measurements is the ability
to study the electron excitation and photon emission dynamics at the nanoscale.
Hence, we tested our USEM by studying a GaN nanowire containing five vertically-
aligned InGaN/GaN quantum wells [42]. An SE image of the nanowire is shown in
Figure 2.10a, which was obtained using a 10 keV continuous electron beam. Fig.
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Figure 2.10: CL lifetime maps of InGaN/GaN quantum wells embedded in a GaN nanowire. (a) SE image
of the top of the nanowire obtained with a 10 keV continuous electron beam. (b) False-color RGB map
of the CL emission, obtained with a continuous electron beam. (c) SE image of the same nanowire
obtained in pulsed conditions (Vext = 650V,∼ 5pA). (d) Lifetime map of the nanowire, in which the
colorscale indicates the fast component of the decay (τ1) and the transparency reflects the amount of
signal collected in each pixel. (e, f) Examples of time traces obtained at the positions indicated in (d).
The decays are fitted with a double exponential function (black curves). Inset: CL spectra obtained at
the two positions indicated in (b). Abbreviations: Wl. is wavelength and Int. is intensity.

2.10b shows a false-color RGB CL map, obtained by dividing the spectral range in
three color channels: blue (corresponding to emission in the 400−450nm range),
green (450− 500nm) and red (500− 550nm). We observe that CL emission is not
uniform on the nanowire, but there is a slight red-shift in the top region compared
to the bottom one. This difference in spectra is clearly observed in the insets of
Figs. 2.10e, f, showing two spectra taken at the positions on the nanowire indi-
cated in Fig. 2.10b. The spectrum obtained on the top part of the nanowire exhibits
two peaks centered around 440 nm and 490 nm, while the one corresponding to the
bottom part of the nanowire exhibits a single peak at 440 nm.

Next, we measured the temporal CL statistics as a function of electron beam
position. Fig. 2.10c shows the SE image obtained in pulsed conditions. In this
case we used Vext = 3000V, C1 = 885V and 60µm aperture. The laser repetition rate
was set to 25.19 MHz and we used a laser energy of 29 pJ, resulting in an electron
current of I ∼ 5pA. The spatial resolution is clearly worse than in the continuous
case, which could be improved by further reducing the electron current, but at the
expense of a lower CL signal. Figs. 2.10e,f show two examples of traces obtained at
two different positions on the nanowire, corresponding to approximately the same
positions as for the spectra in the inset. Here the CL signal was optically filtered
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with a 500 nm shortpass filter. The solid curves represent the fits obtained when
fitting the time traces with a double-exponential decay, defined as

f (t ) = S
(

A1e−t/τ1 + A2e−t/τ2
)

. (2.7)

Here τ1 and τ2 are the characteristic lifetimes for each exponential, S is the total
amplitude of the curve and A1 and A2 are the corresponding weights of each expo-
nential (A2 = 1− A1). We obtain that the decay from the traces can be fitted with
a fast (τ1 ≈ 0.7ns) and a slow (τ2 ≈ 7.5ns) component. Fig. 2.10d shows a map
of τ1, in which the color scale represents the extracted value of τ1, and the trans-
parency of each pixel indicates the CL intensity and weight of this decay compared
to τ2. We obtain a value of τ1 ≈ 0.6ns on the top-left of the nanowire, while the
measurements on the bottom part of the nanowire exhibit a slightly slower decay,
τ1 ≈ 0.85ns. Figure 2.11a shows the map obtained for the second characteristic de-
cay, τ2, which does not exhibit a clear spatial dependence. Fig. 2.11 also shows the
relative contributions of each decay component (b and c, respectively) as a func-
tion of the position on the nanowire. The lack of spatial features suggests that both
decay components are equally present on the different positions of the nanowire,
with the main spatial dependence being in the value of the fast decay τ1. In order
to elucidate the origin of this spatial dependence we should perform further exper-
iments and analysis, which are beyond the scope of this section. This experiment
shows that we can perform quantitative time and spatially-resolved CL measure-
ments using a pulsed electron beam, despite the lower spatial resolution.
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Figure 2.11: Lifetime map fits of InGaN/GaN quantum wells in a GaN nanowire. Spatial maps of the slow
decay (τ2, a) and weights of the fast and slow decays (A1 and A2, b and c respectively). The parameters
correspond to the variables in Eq. 2.7.

2.8. CONCLUSION
In this chapter we have presented the design and characterization of a laser-driven
USEM. In the first part of the chapter we have discussed the fundamental emis-
sion process of a Schottky FEG in continuous and pulsed modes, together with the
technical implementation of our USEM. Next, we have used a retarding field ana-
lyzer to measure the energy spread of continuous and pulsed electron beams. We
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show that the energy spread of a continuous electron beam is strongly influenced
by the temperature of the electron cathode, decreasing from 1.86 to 0.59 eV, in ac-
cordance with the Schottky FEG emission theory. In the case of a pulsed electron
beam, we observe a clear increase of the energy spread with increasing number of
electrons per pulse, which is attributed to the effect of Coulomb repulsion between
electrons from the same pulse. We obtain energy spreads ranging from 0.77 eV for
an average of less than one electron per pulse, up to 14.4 eV for more than 1000
electrons per pulse. We characterize the spatial resolution of our USEM, obtaining
a resolution of around ∼ 90nm in the limit of low current on the sample (≤ 1pA),
and we discuss the possible differences between our experiment and other stud-
ies, in which higher spatial resolutions are obtained. We show that decreasing the
extractor voltage results in a loss of spatial resolution but increase of electron cur-
rent, thus offering an alternative solution for applications in which a high electron
current is critical. Finally, we discuss the time resolution of our time-resolved SEM
and CL measurements. From the measurements of energy spread we estimate an
electron pulse width of 416 fs for pulses containing less than one electron, on av-
erage, in which case the electron temporal resolution is limited by the laser pulse
width. In the case of more than 1000 electrons per pulse, we calculate a widening
of the electron pulse width up to 6.4 ps. The time resolution in CL experiments is
∼ 60ps, limited by the detection system. The feasibility of our USEM to perform
time-resolved CL experiments is evaluated by showing an example of CL measure-
ments on nanowires containing InGaN/GaN quantum wells.
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We introduce pump-probe cathodoluminescence microscopy (PP-CL) as a novel tech-
nique to study ultrafast dynamics in materials using combined and synchronous ex-
citation of electron and laser pulses. We present the design, implementation and
characterization of the PP-CL setup. The light emitted by the sample, either PL, CL
or a combination of both, is analyzed through spectral, time-correlated and lock-in
measurements. We discuss the main considerations to take into account in PP-CL ex-
periments and present the differences and similarities between PL and CL emission
in terms of excitation volume, injection density, spectrum, quantum efficiency and
carrier dynamics. The comparison is illustrated with experiments on GaAs and GaN
substrates. Finally, we present the initial studies of carrier dynamics in Cu2ZnSnS4

using PP-CL.

3.1. INTRODUCTION
Cathodoluminescence (CL) microscopy is a powerful technique to resolve optical
properties down to the nanometer scale, given the use of electrons as the excitation
source. The spatial resolution of CL is limited by the electron beam size (∼ nm),
the interaction volume of the electron and carrier diffusion in the material. Re-
cently, the emergence of ultrafast electron microscopy has enabled time-resolved
CL studies, in which the emission and excitation dynamics of materials are investi-
gated at the nanometer scale [72, 123, 124]. The time resolution of TR-CL is typically
limited by the detection system (∼ tens of ps). Instead, by combining optical and
electron excitation in a pump-probe configuration we can achieve temporal reso-
lutions down to the hundreds of fs regime, similar to optical pump-probe systems,
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while taking advantage of the high spatial resolution given by the electron beam
[96].

Pump-probe measurements, usually based on double-laser beam excitation,
are routinely used across different research fields, including biochemistry, mate-
rials science and molecular physics [125–127]. In these experiments, a sample is
excited with a pump beam (typically a laser pulse) and the resulting state is probed
with a second beam (for example, another laser pulse), thus enabling the study of
ultrafast processes. Even though fully optical pump-probe configurations are the
most common ones, many different pump-probe schemes have been proposed,
with changes either in one or both of the pump/probe beams [128, 129] or the de-
tection scheme [130, 131]. In electron microscopy, pump-probe measurements us-
ing a laser-pump electron-probe configuration have been demonstrated [62, 75,
132]. A pump-probe based technique that has recently become popular is photon-
induced near-field electron microscopy (PINEM), typically performed in a (scan-
ning) transmission electron microscope, (S)TEM, which is based on the study of
the electron energy loss and gain after interaction with an optically-excited nanos-
tructure [87–89]. Other pump-probe-type works in a TEM include the study of the
formation of chemical bonds [83], magnetization dynamics [84, 133] and optically-
excited phonon modes [134, 135]. In scanning electron microscopes (SEM), pre-
vious studies have investigated the recombination dynamics in semiconductors of
optically-induced carriers by analyzing the variations in the secondary electron sig-
nal [75, 136, 137]. In all these cases the sample is excited by the laser pump, while
the electrons act as a probe. The probe signals are thus transmitted electrons (used
for real and Fourier-space imaging or EELS, among others) or secondary electrons,
from which a real-space image is formed.

In this chapter, we discuss the implementation and characterization of the first
pump-probe cathodoluminescence (PP-CL) setup. Similar to previous work, our
setup consists of a dual-beam system, with both a pulsed electron and laser beam.
In contrast to earlier work, the emission and excitation dynamics are investigated
through the analysis of the emitted luminescence, either CL or photoluminescence
(PL). Hence, our setup allows us to use the electron beam either as a pump, thus
probing the effect with the laser, or as a probe, after pumping with the laser. We il-
lustrate the use of PP-CL with initial investigations of CL enhancement on optically-
excited Cu2ZnSnS4, in which the electron acts as a probe. In the next chapter (Chap-
ter 4) we study electron-induced charge state transfer on diamond nitrogen-vacancy
centers, in which the electron acts as the pump.

3.2. OVERVIEW OF THE PP-CL SETUP
Our pump-probe experiments rely on the use of an electron and laser beam, in
which one (pump) brings the sample out of equilibrium and the other one (probe)
records the new state of the material. Tuning the delay between pump and probe
gives access to the dynamics of the induced effect. The process of pumping and
probing is repeated over many cycles (> 106) in order to accumulate enough signal
(stroboscopic mode) [43]. Hence, this method can only be used to study reversible
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phenomena, given that the sample has to go back to a steady (unexcited) state be-
fore each cycle of pump-probe.

Our pump-probe CL setup integrates an SEM with an optical setup contain-
ing a femtosecond laser (Fig. 3.1). We use a Thermo Fisher Quanta 250 FEG SEM
(0.5− 30keV), which has been modified to give optical access to the electron gun
through a UV-transparent window. The femtosecond laser (Clark MXR) consists of
a diode-pumped Yb-doped fiber oscillator/amplifier system, providing 250 fs pul-
ses at an output wavelength of ∼ 1035nm and tunable repetition rate (200 kHz-
25.19 MHz). The laser beam is directed towards an optical setup (harmonic gen-
erator, HG) containing a set of BBO crystals (Clark MXR) to obtain the 2nd, 3rd and
4th harmonics of the fundamental beam (λ = 517,345 and 258 nm, respectively).
Figure 3.2 shows an image of the HG setup with the corresponding beam paths
for the different harmonics. The HG setup is built such that we can use different
combinations of two harmonics simultaneously, thus offering a large flexibility in a
pump-probe experiment.

The PP setup can be divided into three main parts: electron, light-injection, and
collection paths. The electron path consists of the coupling of the 4th harmonic
laser beam (λ= 258nm) to the electron gun to induce photoemission of electrons.
A detailed description of the electron path and the photoemission process is pro-
vided in Chapter 2. The light-injection path refers to the set of optical components
designed to direct the laser beam towards the SEM chamber and focus it on the
sample. The collection path denotes the set of optics and detection systems that
we use to analyze the luminescence from the sample (either PL or CL).

The SEM, the collection path and part of the electron path are mounted on an
air suspension system (see Fig. 3.1a), meaning that they move freely to compensate
for vibrations in the room. Instead, the rest of optical components, including the
laser, is mounted on a non-floating optical table. We use two identical feedback sys-
tems (TEM-Messtechnik µ-Aligna) (for the electron and light-injection paths, re-
spectively) to actively track the movement of the floating section and move the laser
beam accordingly, such that the alignment between both sections is maintained.
The feedback system is composed of a position-sensitive detector (PSD), mounted
on the floating section, and two motorized mirror mounts, mounted along the non-
floating part (either the electron or the light-injection path). All components are
connected through a controller. We use a beam sampler to send a small fraction of
the laser beam to the PSD, which tracks the motion of the SEM with respect to the
laser beam, and the mechanical actuators are moved accordingly to compensate
for it.

We use an off-axis parabolic mirror (0.5 mm focal distance, parabola coefficient
a=0.1 and 1.46π sr solid angle collection) placed above the sample both to focus the
laser beam on the sample and to collect the luminescence (PL or CL). The mirror
has a 600µm diameter hole placed above the focal point through which electrons
pass. A motorized stage (Delmic Redux) controls the position of the mirror in the
direction parallel to the sample plane. We bring the sample to the focal point of the
mirror by lifting the sample stage up to a working distance of around 14 mm (see
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Figure 3.1: Pump-probe cathodoluminescence setup. Schematic (a) and photograph (b) of our PP-CL
setup. The setup consists of the electron (purple), light-injection (green) and collection (orange) paths.
The fundamental output (λ= 1035nm) of a femtosecond laser is converted to the 2nd, 3rd and 4th har-
monics (λ= 517,345 and 258 nm, respectively) in the harmonic generator (HG) setup. The 4th harmonic
is focused on the electron cathode of the SEM to generate electron pulses. The 2nd or 3rd harmonics are
directed towards the SEM chamber using either a beam splitter or dichroic mirror (BS, DM) to optically
excite the sample. The delay between electron and light pulses is controlled using two delay lines (DL1
and DL2). The alignment between the air-suspended parts and the optical table is maintained using a
feedback system (FS).
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Figure 3.2: Photograph and beam path of the harmonic generator setup (Clark MXR). The fundamen-
tal laser beam (IR, λ = 1035nm) is directed towards a set of BBO crystals to generate the 2nd (SH,
λ= 517nm), 3rd (TH, λ= 345nm) and 4th (FH, λ= 258nm) harmonics. This setup allows us to use dif-
ferent harmonics simultaneously. Abbreviations: mirror (M), lens (L), dichroic mirror (D), beam-splitter
(BS), polarizing beam-splitter (p-BS) and BBO crystal (C). The asterisk denotes the components that can
be flipped in and out of the beam path.

section 3.4.1). In the next sections we will describe in detal the coupling of the laser
beam into the SEM chamber (light-injection path) and the detection and analysis
of the emitted CL and PL (collection path).

3.3. LIGHT-INJECTION PATH
In our pump-probe setup, we excite the sample with both electron and laser pulses.
Hence, we need to guide one of the harmonics of the fs laser towards the inside
of the SEM chamber. In this thesis we use either the 2nd or 3rd harmonic beams
(λ= 517 and 345 nm, respectively) to optically excite the sample. The 4th harmonic
(λ= 258nm) and fundamental laser beam (λ= 1035nm) could also be used in the
light-injection path by choosing appropriate optics. Figure 3.1 shows a schematic
of the complete setup, in which the green line represents the light-injection path.
The path is also designed to control the arrival time of the light pulses with respect
to that of the electron pulses, which is essential in a pump-probe experiment. We
use two free-space optical delay lines (DL1 and DL2 in the figure), consisting of a
set of two mirrors (in the case of DL1) or a hollow retroreflector (Newport UBR2.5-
5UV, for DL2) mounted on a mechanical stage. Moving the delay stage by 15 cm
corresponds to a time delay of 1 ns, given the double path of the light along the
stage.

The first delay line (DL1) is manually controlled and is used to adjust the zero-
delay between electron and light pulses. We only align this stage at the start of an
experiment, and it is kept fixed during a measurement. The operating electron en-
ergy of the SEM (0.5−30keV) determines the electron arrival time on the sample.
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Hence, we adjust DL1 in each experiment such that the arrival time of the laser on
the sample matches the one from the electrons. As a reference, a 30 keV electron
arrives 7.5 ns earlier to the sample than a 5 keV one, which corresponds to a delay
stage movement of 1.125 m. This delay line is also used to compensate for the dif-
ferent path lengths of the harmonics inside the harmonic generator, resulting in
variations in their arrival time (∼ 1ns). The total length of DL1 is 1.26 m.

In a pump-probe experiment, we tune the delay between electrons and light
by moving the second delay line (DL2). We use a motorized linear stage (New-
port M-IMS600BPP, and motion controller Newport ESP301-1G), with total range
of 60 cm (4 ns), minimum step size of 1.25µm (8.3 fs) and precision of 0.65µm (4 fs).
The stage movement is controlled using a script developed for the Odemis software
(Delmic), such that its movement is integrated with the data acquisition. In an ex-
periment we typically choose the center of this delay line to correspond to the zero
delay between electrons and light, meaning that we can scan in a −2 to 2 ns range
(with sign defined depending on the arrival time of the laser with respect to the
electron). The temporal alignment of electron and laser beams on the sample is
discussed in section 3.6.

After DL2, the laser beam is directed towards the SEM chamber using an 8:92
pellicle beam splitter (Thorlabs BP208) or a dichroic mirror optimized for either the
2nd or the 3rd harmonic (Semrock Di02-R532-25x36 and Di01-R355-25x36, respec-
tively). The position and angle of the beam splitter or dichroic mirror is controlled
by a kinematic mount and a linear stage, thus allowing us to precisely align the laser
with respect to the parabolic mirror. Finally, the light is focused on the sample us-
ing the parabolic mirror described in section 3.2. The alignment of the laser beam
on the sample is discussed in section 3.5.

3.4. LUMINESCENCE (CL/PL) COLLECTION PATH
After excitation with an electron or laser beam (or both), the luminescence is col-
lected by the parabolic mirror (described in section 3.2). The resulting lumines-
cence beam is collimated and has a size determined by the mirror dimensions
(23 mm×11 mm) [33, 138]. The luminescence is further directed outside of the
SEM towards the detection path setup. A photograph of this optical setup is pro-
vided in Fig. 3.3, together with the corresponding schematic. We have four types
of detection methods: angular, spectral, time-correlated and phase-locked. The
optical components in the collection path are either on magnetic mounts or can
be easily removed, such that we have full flexibility for different optical configura-
tions, depending on the experiment. In the next sections we describe each of these
detection schemes.

3.4.1. ANGULAR DETECTION WITH CCD CAMERA

The alignment of the parabolic mirror and sample height is performed by sending
the CL light directly to a 2D back-illuminated thermoelectrically-cooled CCD sili-
con array (PI PIXIS 1024B, 1024x1024 pixels), operating at a temperature of −70 °C.
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Figure 3.3: Luminescence (CL/PL) collection path. The light collected by the parabolic mirror is directed
outside the SEM chamber for analysis. Different optical paths are available depending on the type of
measurement: angular, spectroscopic, time-correlated or phase-locked. DM: dichroic mirror, BS: beam
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a)

CL
b)

Ray tracing

Figure 3.4: CL alignment. (a) Pattern of the collimated CL beam on the CCD obtained when the parabolic
mirror is aligned with respect to the sample. The image was obtained when exciting a GaN sample with
a 5 keV continuous electron beam. (b) Ray tracing calculation of the image on the CCD obtained for a
point source placed at the focal point of the parabolic mirror.

In this case we do not place any additional optical components in the detection
path, such that we directly collect the collimated CL beam. An example of the im-
age obtained on the CCD for an aligned parabolic mirror and sample is provided in
Figure 3.4a, together with a ray tracing calculation of the pattern on the CCD ob-
tained for a point source placed at the focal point of the mirror (Fig. 3.4b) [33, 139].

3.4.2. SPECTROSCOPY

Spectrally-resolved measurements in the visible range are performed by sending
the emitted light through an achromatic lens ( f = 160mm, d = 40mm) and a sil-
ver mirror (Thorlabs PF10-03-F01) to couple it to a multimode fiber with 550µm
core diameter (OZ Optics QMMJ-55-IRVIS-550/600-3AS-2). The fiber is mounted
on a manually controlled 2D mechanical stage to optimize the coupling of light
into the fiber in the plane perpendicular to the optical axis. The fiber guides the
light to a spectrometer (PI Acton SP2300i) containing a liquid-nitrogen-cooled sili-
con CCD array (PI Spec-10 100F/LN, 1340x100 pixels), which reaches a temperature
of −120 °C for enhanced signal-to-noise ratio (SNR).

The system response of the spectral measurements is characterized by measur-
ing the spectrum of transition radiation (TR) of a single-crystal Al sample, similar
to previous works [26, 41]. Figure 3.5a shows TR spectra obtained upon excitation
with a 30 keV continuous electron beam (143.9 nA) when using a 150 gr/nm grating
with 500 and 800 nm blaze (black and dark red, respectively). Fig. 3.5a also displays
the calculated probability of photon emission per electron and wavelength band-
width (green dashed curve), obtained using the formalism described in section IVC
of ref. [25]. Using both curves we can extract the collection efficiency of our system
(ηcollection), defined as the number of counts detected per photon emitted by the
sample. The results are shown in Fig. 3.5b for both gratings. The collection effi-
ciency is not sample dependent, and can be used for any kind of CL and PL experi-
ment, as long as we keep the same acquisition settings as in the TR measurements.
Differences in the alignment of the parabolic mirror and fiber coupling can lead to
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Figure 3.5: System response of spectral measurements. (a) Spectra of transition radiation of a single-
crystal Al sample obtained under 30 keV electron excitation for a 150 gr/nm grating with 500 (black)
and 800 nm (dark red) blaze. Right axis (green): Theoretical TR emission probability per electron. (b)
Collection efficiency of the setup using both gratings of the spectrometer.

changes of ∼ 30% in the collection efficiency [26].

3.4.3. TIME-CORRELATED MEASUREMENTS

We study the dynamics of laser or electron excitation and light emission using two
types of time-correlated measurements: time-correlated single-photon counting
(TCSPC) and second-order autocorrelation (g (2)(τ)) measurements.

TIME-CORRELATED SINGLE-PHOTON COUNTING

Time-correlated single-photon counting (TCSPC) measurements rely on the exci-
tation of the sample with a pulsed beam (either electron or laser), and the subse-
quent analysis of the temporal statistics of the emitted light. We use the same optics
(lens and mirror) as for the spectral measurements to couple the luminescence to
a multimode fiber with 105µm core diameter (Thorlabs FG105UCA). The fiber is
connected to an external optical setup, mounted on a portable breadboard. A pho-
tograph of the setup is shown in Fig. 3.6a, together with a schematic of the optical
path (in orange). The luminescence is initially attenuated using a tunable neutral
density filter and can be spectrally filtered with an optical filter. Next, the light goes
through a set of lenses (both f = 7.5cm) to collimate and refocus it onto a single-
photon avalanche photodiode (SPAD) (PicoQuant PDM Series). The SPAD has an
active area of 100µm2 ×100µm2 and is mounted on a 3D mechanical stage for opti-
mum alignment with respect to the light beam. The count rate is always kept below
∼ 106s−1 to avoid damaging the detector. The entire correlator path is enclosed in-
side a light-tight enclosure in order to reduce background signal and protect the
SPAD.

TCSPC measurements are performed by recording a histogram of the photon
arrival time with respect to a reference signal (trigger), which is done using a time-
correlator (PicoQuant PicoHarp 200). We direct part of the laser beam (usually the
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Figure 3.6: Time-correlated single-photon counting and autocorrelation g (2)(τ) measurements. (a) Pho-
tograph of the optical setup used to perform time-correlated measurements. Here ND refers to a (tun-
able) neutral density filter, L1 and L2 are lenses, BS is a beam-splitter, SP is a short-pass filter and SPAD1
and SPAD2 are single-photon avalanche photodiodes. (b) Time resolution of the TCSPC system (∼ 60ps,
black curve) obtained when sending the 2nd harmonic of the fs-laser towards the SPAD. The disper-
sion of the fiber is evaluated by measuring the time statistics of transition radiation on a single-crystal
Au sample in the 620±5nm (TR1, green curve) and 532−670nm (TR2, orange curve) spectral ranges.
Inset: theoretical calculation of photon emission probability of TR for a 30 keV electron pulse (Wl: wave-
length). (c) CL g (2)(τ) measurements of InGaN/GaN quantum wells (dark blue) and NV centers in di-
amond (light blue) obtained with a continuous 10 keV electron beam. The curve for the NV sample
exhibits strong crosstalk.

2nd or 3rd harmonic) to a photodiode (PicoQuant TDA 200), which sends an electri-
cal signal to the time-correlator, thus acting as a trigger. The time-correlator calcu-
lates the difference in arrival time between the trigger pulse and the electric pulse
generated by the SPAD after detection of a CL/PL photon, thus resulting in a his-
togram of photon arrival time. In TCSPC measurements, only the first photon of
each luminescence pulse is recorded. Hence, it is important to keep a low count
rate to avoid an overestimation of the number of photons collected in the first time
bins (pile-up effect), which would lead to the recording of artificially fast dynamics.
This is solved by attenuating the emitted light such that, on average, less than one
photon per pulse reaches the detectors.

The time resolution of the TCSPC setup is determined by the instrument re-
sponse function (IRF) and dispersion in the optical fiber. We measure the IRF by
directly sending the 2nd harmonic (λ= 517nm) of the fs-laser into the TCSPC setup,
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as shown in Fig. 3.6b (black curve). Considering that the laser pulse width is neg-
ligible (∼ 250fs), we obtain an IRF of 60ps (FWHM), which is determined by the
precision of the correlator, SPAD and photodiode. In the case of a spectrally broad
luminescence signal, we also need to account for dispersion in the optical fiber.
In order to quantify this effect, we measured CL time traces of transition radiation
(TR) on a single-crystal Au sample using different optical filters. Fig. 3.6b shows
traces obtained when filtering the signal in the 620±5nm (TR1) and 532−670nm
(TR2) spectral ranges (green and orange curves, respectively). In this case we used
a 30 keV pulsed electron beam containing an average of 40±15 and 80±30 (green
and orange curves, respectively) (Vext = 650V,C1 = 1050V, see Chapter 2). The inset
shows the theoretical emission spectrum, calculated using the formalism from ref.
[25]. TR emission can be assumed as instantaneous (∼ 20fs [31]), hence the width
of the time trace is determined by the IRF, dispersion of the fiber and electron pulse
width (∼ ps, see Chapter 2). We observe that the curve obtained when filtering the
luminescence in the 620±5nm range resembles the one for the IRF obtained with
the laser, thus suggesting that both dispersion in the fiber and electron pulse width
are negligible. Instead, measuring luminescence in a broader range (532−670nm)
results in a broader time trace, which we attribute to dispersion in the optical fiber.
From the measurements we estimate a dispersion of ∼ 0.2psnm−1 m−1, which is
reasonable for a glass-type fiber. The temporal broadening due to dispersion in the
fiber could be removed by having a completely free-space coupling system.

SECOND-ORDER AUTOCORRELATION (g (2)(τ)) MEASUREMENTS

To gain further insights in laser and electron excitation dynamics, we can study the
CL and PL photon correlation statistics, which are measured using second-order
autocorrelation (g (2)(τ)) measurements. Given a time-dependent luminescent in-
tensity I (t ), g (2)(τ) is defined as [140]

g (2)(τ) = 〈I (t )I (t +τ)〉
〈I (t )〉2 , (3.1)

where the angle brackets denote the time average. Hence, in a g (2)(τ) measurement
we build a histogram of the number of coincidence events, defined as the detection
of two photons, with respect to the time delay between them (τ). Our g (2)(τ) ex-
periments are performed using a Hanbury-Brown and Twiss geometry [141]. We
use the same optical setup as for TCSPC measurements, with the difference that we
now use two SPADs (1 and 2 in Fig. 3.6a, blue path). Both detectors are connected
to the time-correlator. A 50:50 beam splitter is placed after the last lens, such that
the CL/PL photons have equal probability of being detected by each SPAD. After
detection of a photon by SPAD1 at a given time t1, the time-correlator acts as a
stopwatch until a photon is detected on SPAD2 (at a time t2). A count is added
on the histogram at a delay corresponding to τ = t2 − t1. A g (2)(τ) measurement
is always symmetric, given that there is an equal probability of detecting a pho-
ton first on SPAD1 and then SPAD2 (+τ) or viceversa (−τ). An example of a g (2)(τ)
measurement in CL is shown in Fig. 3.6c (dark blue), performed when exciting In-
GaN/GaN quantum wells with a continuous 10 keV electron beam. More details on
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the spectrum of the sample and g (2)(τ) measurements are shown in Chapter 5. In
this example we used a 450±40nm bandpass filter.

A potential concern in g (2)(τ) measurements is the phenomenon of crosstalk.
After detection of a photon, SPADs can emit secondary photons, typically in the
infrared spectral range (> 700nm) [142]. In g (2)(τ) measurements, the detection
of this secondary photon by the second SPAD leads to the appearance of peaks at
specific delays in the g (2)(τ) curve. Figure 3.6c shows an example of this effect, ob-
tained when exciting nitrogen-vacancy (NV) centers in diamond with a continuous
10 keV electron beam. The amplitude of the curve was multiplied by 5 for visibil-
ity purposes. The curve exhibits two peaks at delays corresponding to τ ≈ ±2.8ns.
Here we used a 650±75nm bandpass filter together with a 670 nm short-pass filter
placed in front of each SPAD. The probability of having crosstalk can be reduced
by further filtering out the longer wavelengths, as shown in Fig. 3.6c (dark blue).
Hence, in this setup, g (2)(τ) measurements are limited to wavelengths ranges be-
low ∼ 600nm.

3.4.4. LOCK-IN DETECTION

The previously described detection systems are based on the direct collection and
analysis of the emitted light. In pump-probe mesurements we have two signals:
photoluminescence and cathodoluminescence, usually with very different magni-
tudes. This means that any spectrally or temporally-resolved measurement per-
formed with the methods described above will be dominated by the largest sig-
nal. Hence, the analysis of the weaker signal becomes challenging, given that it
can become buried in the noise of the larger signal. In our PP measurements, PL
is typically several orders of magnitude larger than the CL signal, partially due to
the larger PL spot area compared to the CL one, as will be discussed below (sec-
tion 3.5.1). Moreover, when using the laser as a pump, a large excitation fluence
is usually needed to achieve nonlinear regimes, thus further increasing the PL/CL
ratio.

A method to extract the weaker signal (here, CL) is by decreasing the measure-
ment bandwidth, such that noise is reduced, by means of lock-in detection. In
this case, we focus the luminescence (CL/PL) on a thermoelectrically-cooled multi-
pixel photon counter (MPPC module, Hamamatsu C14455-3050GA, 2836 pixels).
The MPPC is connected to a lock-in amplifier (Stanford Research Systems RS830
DSP). Lock-in amplifiers work as phase-sensitive detectors, which can isolate small
signals modulated at a known frequency and filter out other frequency compo-
nents, thus improving the signal-to-noise ratio. This allows us to separate the de-
sired signal from noise or background signal. In our experiments, we use an optical
chopper (Thorlabs MC2000B-EC) to modulate the laser beam that we use to gener-
ate electron pulses (4th harmonic), typically at a few hundreds of Hz, thus resulting
in a modulated CL emission. The chopper is also connected to the lock-in amplifier
and serves as a reference signal. This mechanism allows us to isolate the CL signal
from a large PL background, given the difference in CL and PL modulations.

In a pump-probe measurement we usually compare the magnitude of the probe
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Figure 3.7: Response curve of the multi-pixel photon counter (MPPC) module. Dependence of the out-
put voltage on the PL power incident on the MPPC at 1, 5.04 and 25.19 MHz repetition rates (a,b and c,
respectively). The measurement was performed when exciting InGaN/GaN quantum wells with the 3rd

harmonic of the laser. The inset in (a) shows the PL spectrum.

signal (either CL or PL) with and without pumping the sample (with laser or elec-
trons, respectively). Hence, the detector (MPPC in our case) should have a low noise
level so that it can detect small signals, in our case CL (< pJ), and a large dynamic
range so that large PL signals do not saturate the detector, thus causing nonlinear
behavior. Saturation of the MPPC during the experiment would result in artificially
low signals in the pump-probe measurement compared to the reference (only CL
or PL) one.

The output voltage of the MPPC as a function of incident power is shown in Fig-
ure 3.7 for different laser repetition rates. Here the input power is PL emission from
InGaN/GaN quantum wells upon excitation with a λ= 345nm laser beam (3rd har-
monic). The PL spectrum is shown in the inset of Fig. 3.7a, and shows emission in
the 400−450nm spectral range [41] (see also chapter 5). We chose to perform the
characterization using PL emission, instead of directly sending the laser towards
the MPPC, to mimic the conditions of an actual pump-probe experiment. The PL
power was measured using a silicon photodiode (Thorlabs S120VC) placed along
the PL path. Given the lower sensitivity of the photodiode compared to the MPPC,
we placed a neutral density (ND2) filter in front of the MPPC to attenuate the in-
coming PL. The MPPC shows a linear response up to a certain power Pmax, above
which saturation is observed. The curves obtained at different repetition rates ex-
hibit a different Pmax, ranging from 3.6 nW at 25.19 MHz down to 0.8 nW at 1 MHz.
We obtain a maximum output voltage of 4.98 V at 1 MHz, very close to the expected
maximum output of the MPPC (5 V). Instead, the maximum voltage goes down to
2.44 and 1.72 V for 5.04 and 25.19 MHz, respectively. The dependence of the maxi-
mum power and output voltage on the repetition rate is attributed to the pixel re-
covery time. This analysis shows that in a pump-probe experiment it is crucial to
ascertain that the output voltage of the signals (CL, PL and CL+PL) is sufficiently
below the maximum output at the operating repetition rate.
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3.5. LASER FOCUSING ON THE SAMPLE
We use the same parabolic mirror for luminescence collection (section 3.2) to focus
the laser beam on the sample. This configuration allows us to focus the light down
to a micrometer size spot without introducing additional components in the SEM
chamber. Focusing with a parabolic mirror requires a precise alignment, given that
any small misalignment can lead to aberrations, thus degrading the shape of the
laser spot [143, 144]. Moreover, a precise spatial overlap of electrons and light is
essential in pump-probe experiments. In this section we investigate the spot size
of the laser on the sample and its alignment with respect to the electron beam.

In the experiments, we align the parabolic mirror by bringing the sample into
focus while optimizing the CL pattern on a CCD camera, as explained in section
3.4.1. This guarantees maximum collection of the CL emitted light. The laser beam
is then aligned on the sample by mechanically tuning the angle of the dichroic mir-
ror or beam-splitter (see Fig. 3.9a) and position it with respect to the parabolic
mirror. We can also use the feedback system to precisely tune the mirror actuators,
thus yielding a higher angular and spatial control.

3.5.1. CHARACTERIZATION OF THE LASER FOCUS

Direct imaging of the laser spot on the sample plane is challenging due to its size
(µm) and limited space in the SEM chamber. Instead, we can examine the change in
secondary electron (SE) yield after optical excitation. Previous works have studied
changes in SE emission in a pump-probe configuration ([136, 137]), from which the
laser spot was imaged on the sample. For simplicity, here we rely on non-reversible
changes in the SE contrast induced after repeated excitation with the laser (typi-
cally >10 s). Figure 3.8a shows an SE image of a 30µm-thick GaN film on a sapphire
substrate (PI-KEM, undoped n-type) after 10 s exposure with the 3rd harmonic laser
beam (λ= 345nm, 1.7 mW average power at 5.04 MHz). The scan was taken using a
5 keV electron beam with 380 pA electron current and 10µs pixel integration time.
We observe a centered elongated spot with a higher SE yield, which we attribute
to the laser-exposed area. This is further confirmed by tracking the movement of
this spot as we misalign the laser beam with respect to the sample, as will be ex-
plained below. The mechanism behind the change in SE signal upon laser excita-
tion is unknown. We use a laser fluence (∼ 0.4mJcm−2) well below the reported
damage threshold of GaN under UV fs-laser excitation (∼ 5Jcm−2) [145]. Hence,
it is unlikely that laser ablation plays a role. Previous studies have reported a re-
duction of the surface roughness of GaN upon excitation with UV ns laser pulses
[146, 147], which could explain the change in SE yield. The change in SE contrast
could also be due to increased contamination on the optically-excited surface, sim-
ilar to the contamination typically observed in SEMs in the electron-irradiated ar-
eas [148, 149]. Further experiments with varying laser power, repetition rate and
exposure time could be performed to elucidate the origin of this effect.

We further analyze the shape of the laser spot by taking horizontal (x) and ver-
tical (y) cross-sections of the SE image, as shown in Fig. 3.8b and c, respectively.
In each case, the curve is obtained by integrating over the rectangle delimited by
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Figure 3.8: Visualization of the laser spot on the sample. (a) SE image of a GaN substrate obtained after
excitation with the 3rd harmonic laser beam. Horizontal (b) and vertical (c) cross-sections of the SE
image together with the corresponding Gaussian fits, from which we obtain a laser spot size of 11.7 and
2.1µm in the horizontal and vertical direction, respectively.

the corresponding arrows (orange and blue in Fig. 3.8a). The position of this rect-
angle is chosen in both cases such that it yields the largest spread, thus ensuring
that we characterize the largest section of the laser spot. In this experiment we en-
sured that the laser power was low enough to avoid any saturation effect. The solid
lines represent Gaussian fits, from which we derive a laser spot size (full width at
half maximum) of 11.7 and 2.1µm in the horizontal and vertical directions, respec-
tively. We attribute the asymmetry of the laser spot to non-perfect alignment of the
laser beam with respect to the parabolic mirror.

3.5.2. LASER ALIGNMENT ON THE SAMPLE

As shown above, imaging the change in SE yield after laser excitation allows us to
characterize the shape and size of the laser spot on the sample. However, we have
only observed this effect on specific samples and under excitation with the 3rd har-
monic laser beam. Hence, it is not practical for alignment in regular pump-probe
experiments. Instead, we can align the laser beam on the sample by analyzing the
image on the CCD of the PL beam, similar to the method used to align the parabolic
mirror and sample height with CL (section 3.4.1).

We define good alignment of the laser beam as when it is centered with respect
to the electron beam, that is, when it is at the focal point of the parabolic mirror.
Figures 3.9(b-h) show various images of PL emission from GaN upon laser excita-
tion (3rd harmonic beam, λ = 345nm), together with the corresponding SE image
of the laser spot on the sample, obtained using the method discussed above. Panel
(b) shows an example of satisfactory alignment of the laser. Here the CCD image
resembles the one expected for a collimated beam from an off-axis parabolic mir-
ror, as shown in Fig. 3.4, and we observe that the laser spot is centered with respect
to the electron beam. The rest of panels in Fig. 3.9 show the CCD pattern and SE



3

54 3. PUMP-PROBE CATHODOLUMINESCENCE MICROSCOPY

c)

e)

g)

b)a)

d)

f)

h)

5 m μ

CCD

DM CL/PL

Laser
e–

θ

φ

z
x

y

θ

φ

z

M
isa

lig
nm

en
t

x

y

SE SEPL (CCD) PL (CCD)

Aligned

SE

Figure 3.9: Laser alignment on the sample. (a) Left: schematic of the experiment, including PL collection
on the CCD camera and secondary electron (SE) image formation. The position of the laser on the
sample is tuned by moving the dichroic mirror (or beam splitter) (DM). Right: system of coordinates.
(b-h) SE images of the GaN surface after excitation with the 3rd harmonic laser beam (left) together with
the corresponding PL pattern on the CCD (right) for an aligned laser beam (b) and misalignments in the
polar (θ) (c,d) and azimuthal (φ) (e,f) directions, as well as in the sample height (g,h).

image for different types of misalignments of the incoming angle of the laser (polar,
θ, and azimuthal, φ, angles) (c-f) and height of the sample (g, h). As a reference, a
schematic of the experiment and the coordinate system is shown in Fig. 3.9a. The
angle of the laser with respect to the parabolic mirror is tuned by controlling the tilt
of the dichroic mirror (DM). We observe a clear correlation of the misalignment of
the laser spot with respect to the electron beam and the pattern on the CCD. This
shows that we can rely on the alignment of the laser using this technique, instead
of having to image the laser spot, as in the previous section.

We should note that the height of the sample is fixed through the CL alignment,
corresponding to the optimum collection of CL. This alignment should also corre-
spond to best focus of the laser for a perfectly-collimated laser beam. Imperfections
in the collimation can result in a focal point slightly different than the one for CL
collection.

3.6. TEMPORAL ALIGNMENT
Pump-probe experiments require precise control of the timing between pump and
probe (electron and laser, or vice versa). Here we describe the temporal align-
ment of the laser and electron pulses. We record the decay statistics of PL and
CL separately using the TCSPC setup (see 3.4.3), from which we obtain the differ-
ence in arrival time between electron and laser pulses on the sample. Figure 3.10
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Figure 3.10: Temporal alignment of electron and light pulses. (a) PL (green) and CL (blue) decay traces
from GaAs showing a good temporal overlap between electron and light pulses exciting the sample. (b)
Same as in (a) but after lowering the extractor voltage, which results in a change in the arrival time of
electrons.

shows decay traces of GaAs bandgap emission upon excitation with the laser beam
(λexc = 345nm, ∼ 5mW) (green curve) and 30 keV electron pulses (∼ 15 electrons
per pulse) (blue curve). The extractor voltage at the electron gun was set to 4550 V.
The x-axis indicates the time at which photons are detected on the SPAD with re-
spect to the trigger signal. The temporal overlap of both traces, shown in Fig. 3.10a,
indicates a good time alignment between electron and laser pulses. The accuracy
of this method for determining the zero-delay is limited by the minimum bin size of
the time-correlator (4 ps) and uncertainty in the determination of the arrival time
of electrons or light from the decay curves. The latter becomes more complex when
PL and CL exhibit different decay dynamics. Hence, we typically achieve an accu-
racy of ∼ 10ps. A higher accuracy in the determination of the zero-delay between
electron and laser pulses can be obtained directly through a pump-probe exper-
iment. In that case, the precision of the delay line stages creates an error of ∼ 8fs
(see section 3.3), hence the temporal resolution is only limited by the electron (∼ ps)
and laser (∼ 250fs) pulse duration.

We should note that small changes in the electron or light path directly impact
the temporal alignment. As we discussed previously, changing the energy of the
electrons from 5 to 30 keV results in a delay of 7.5 ns (section 3.3). The conditions in
the photoemission of electrons, discussed in Chapter 2, also determine the arrival
time of the electrons. Figure 3.10b shows decay traces of GaAs obtained under the
same conditions as in (a) but at low extractor voltage (Vext = 650V). We observe that
the CL is now delayed by ∼ 200ps with respect to the PL, which is attributed to the
different speed at which electrons travel along the extractor plate. Hence, a precise
temporal alignment is essential before starting a pump-probe experiment. Such
accurate measurements of the timing of electron arrival can give further insights in
electron dynamics in both the electron source and column, both in SEM and TEM.
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3.7. COMPARISON BETWEEN CL AND PL
Until now we have focused on the technical aspects of our pump-probe CL setup,
including its characterization and different analysis techniques. Here we describe
further considerations that are important to take into account when performing a
pump-probe experiment, related to the difference between electron and light exci-
tation. PL and (incoherent) CL are often considered as two analogous methods to
study the optical properties of materials. They both rely on the spontaneous emis-
sion of photons after excitation of a material with either a laser (PL), or high-energy
electrons (CL). However, there are significant differences between both types of ex-
citations. In this section we discuss the differences in excitation volume, deposited
energy density, spectral emission, quantum efficiency and carrier dynamics in both
PL and CL experiments. We illustrate these differences with calculations and exper-
iments on bulk GaAs and GaN samples. All of the experiments are taken in our PP-
CL setup, which allows us to excite the same spot on the sample and use the same
collection system for both CL and PL emission. Even though each sample studied
in PP-CL will require a specific analysis, these results allow us to evaluate the main
trends and key parameters for pump-probe experiments.

3.7.1. EXCITATION VOLUME AND ENERGY DENSITY

One of the main discrepancies between electron and laser excitations is the initial
excitation volume. In the case of laser excitation, the beam size typically ranges
from hundreds of nm to several µm (see section 3.5.1). The penetration depth of the
laser light in the sample is determined by the absorption coefficient of each specific
material at the excitation wavelength. In contrast, electron beams typically exhibit
much smaller spot sizes, from a few nm for a continuous beam to a few hundreds
of nm for a pulsed beam, as explained in chapter 2. The primary electron beam
travels through the material while suffering inelastic collisions, until it loses all of
its energy. The excitation depth, and thus interaction volume, is highly dependent
on the initial electron energy.

The difference in excitation volume in PL and CL is illustrated in Figure 3.11.
The figure shows calculated maps of the deposited energy density in GaAs for 5
and 30 keV electron beams (a,b) and laser excitation with a wavelength of 345 and
517 nm (c,d, corresponding to the 3rd and 2nd harmonics of our laser). The CL maps
are derived from the results of Monte Carlo simulations of the electron trajectory
inside the sample, performed using the Casino software [1]. We have assumed an
electron beam radius of 20 nm, which is an intermediate between our SEM reso-
lution using continuous and pulsed electron beams. The PL maps are calculated
assuming an initial symmetrical Gaussian laser spot with σ= 3µm and absorption
profile derived using the Beer-Lambert law. The optical parameters of GaAs are
extracted from ref. [150].

In all cases we assume a total deposited energy of 100 fJ, which would corre-
spond to an average of ∼ 120 electrons per pulse in the case of 5 keV and ∼ 20 elec-
trons per pulse for 30 keV. This corresponds to an electron current of 96 and 16 pA,
respectively, and laser power of 0.5µW (at 5 MHz). The color scale in each map is set
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Figure 3.11: PL and CL deposited energy density volume in GaAs. (a) Calculated density of energy de-
posited on a GaAs sample by 5 keV electrons. (b) Same as in (a) but for electrons with initial energy of
30 keV, showing an increase in the interaction volume and decrease in the energy density with respect
to the 5 keV electrons. (c) Deposited energy density after optical excitation with the 3rd harmonic beam
for a Gaussian laser spot with σ = 3µm. (d) Same as in (c) but for the 2nd harmonic laser beam. In all
four cases the total deposited energy corresponds to 100 fJ.

such that it covers 5 orders of magnitude with respect to the highest energy density.

Excitation with 5 keV electrons yields the largest energy density, corresponding
to ∼ 103Jcm−3, due to the small excitation volume. Instead, at 30 keV the maximum
energy density decreases by two orders of magnitude, down to ∼ 20Jcm−3, given
the larger volume excited by the electron. The PL maps exhibit lower densities,
∼ 0.1 and 0.01 Jcm−3 for the 3rd and 2nd harmonic, respectively. Even though the
penetration depth is close to that for CL, the larger size of the laser spot on the
sample compared to the electron spot results in these lower densities.

To further compare the penetration depth of electrons and light, Figure 3.12
shows the characteristic energy deposition depth in CL as a function of the initial
electron energy for GaAs (a) and GaN (b). This length represents the distance from
the surface at which the energy of the electron has decreased by 1/e on average. In
both materials the penetration depth goes from less than 10 nm for a 1 keV electron
to more than 1µm at 30 keV. The plot also shows the absorption length of the 2nd

and 3rd harmonic laser beams for the two materials (horizontal lines). The optical
data for GaAs and GaN are obtained from refs. [150] and [151], respectively. In GaAs
the 3rd harmonic barely penetrates inside the material due to its large extinction
coefficient, while the 2nd harmonic beam reaches a depth of ∼ 100nm, matching
the energy deposition depth for electrons between 5 and 10 keV. In the case of GaN,
the absorption length of the 3rd harmonic matches the ones for 5-10 keV electrons
(∼ 100nm). Data for the 2nd harmonic is not shown given that the photon energy
is below the GaN band gap (∼ 365nm). This analysis shows that in pump-probe
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Figure 3.12: Electron and light absorption length in GaAs and GaN. (a) Calculated 1/e depth of energy
deposition of an electron inside GaAs as a function of its initial energy, extracted from Monte Carlo
simulations using the Casino software [1]. The horizontal lines correspond to the optical absorption
length for λexc = 345 and 517 nm (blue and green, corresponding to the 3rd and 2nd harmonic beams).
(b) Same as in (a) but for a GaN sample.

experiments it is important to consider the overlap of electron and laser excitations
inside the material, in addition to the spatial and temporal alignment discussed
above (sections 3.5 and 3.6).

3.7.2. SPECTRAL EMISSION

In our PP-CL setup we can acquire PL and CL spectra on the same area on the sam-
ple, thus enabling a direct comparison between both spectral emissions. Figure
3.13a shows CL spectra obtained on an undoped GaAs sample (Nanografi, 350±
25µm-thick) at different electron excitation energies (1 to 30 keV, curves from pur-
ple to yellow, respectively). The spectra were obtained using a continuous electron
beam with electron current in the 400-900 pA range. The spectra exhibit a dominant
peak around 860 nm, which matches with the band gap of GaAs at 300 K [152]. The
spectra also show an additional peak around 1000 nm, which has been previously
attributed to Ga vacancy defects [153, 154]. We observe that the band gap emis-
sion redshifts by around 7 nm with increasing electron energy. Redshift of band gap
emission is frequently observed in GaAs for increasing temperature [152, 155], due
to temperature-dependent band gap energy [156–158]. This suggests that higher
electron energies induce a larger heating of the lattice, similar to the redshift ob-
served on GaN nanowires for increasing electron current [159]. This redshift could
also be related to differences in material quality along the depth of the sample,
given that more energetic electrons probe deeper regions (see Fig. 3.13a). How-
ever, PL spectra using the 2nd and 3rd harmonics do not show this effect despite
their different absorption depths (Fig. 3.12a), as will be seen below, thus discarding
this hypothesis. Other effects, such as saturation of shallow defects, typically result
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Figure 3.13: PL and CL spectra of GaAs. (a) CL spectra of a GaAs sample after excitation with a continuous
electron beam with energy from 1 up to 30 keV (black to orange) (400-900 pA). The spectra exhibits a
redshift with increasing electron energy. (b) PL spectrum on GaAs obtained after excitation with the 2nd

(λexc = 517nm) and 3rd (λexc = 345nm) harmonics of the laser (solid green and blue curves, 33 and
2µW, respectively). The plot also shows a measurement obtained at higher excitation power (2.5 mW,
2nd harmonic, dashed green curve), which also exhibits a redshift.

in a blueshift of the spectra [160], and are thus unlikely.

Figure 3.13b shows PL spectra obtained upon excitation with the 3rd harmonic
(blue curve, 33µW) and the 2nd harmonic (solid green curve, 2µW). Both spectra
exhibit a peak at around 856 nm, similar to the CL curves at low electron energy.
However, exciting the sample with a larger laser power (2.5 mW, 2nd harmonic) also
results in a ∼ 4nm redshift, as shown in Fig. 3.13b (dashed green curve), thus fur-
ther suggesting that it is related to heating of the sample. The sharp peak at 1035 nm
observed in this curve corresponds to the 2nd order of the spectrometer grating for
the excitation wavelength (λexc = 517nm).

CL measurements on an undoped n-type GaN sample (PI-KEM, 30µm-thick
GaN on sapphire) also exhibit a small redshift (∼ 2nm) in the emission wavelength
for increasing electron energy, as shown in Figure 3.14a (200−500pA electron cur-
rent). In this case, the spectra are centered around the band gap energy of GaN
(∼ 365nm at 300 K [161]), and the redshift could also be attributed to an increase
of lattice temperature, as previously reported [159, 161]. However, in this case the
emission is composed of contributions from different peaks in the 360 − 370nm
spectral range. The contributions are more clearly visible in the PL spectrum ob-
tained upon excitation with the 3rd harmonic laser beam (3µW), as shown in Fig.
3.14b. Here we observe two peaks centered at 362 and 368 nm, as well as a broader
and weaker peak around 380 nm. The presence of several spectral lines in GaN
luminescence has been previously reported and is attributed to different defect-
induced luminescence transitions [162]. Hence, the change in spectra observed in
this case could also be attributed to differences in the contributions of the individ-
ual peaks for different electron energies. Given the different penetration depth of
at varying electron energies, differences in defect concentration along the depth of



3

60 3. PUMP-PROBE CATHODOLUMINESCENCE MICROSCOPY

350 360 370 380 390
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00
Si

gn
al

 (n
or

m
.) 2 keV

30 keV

a) b)

350 360 370 380 390
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00

Si
gn

al
 (n

or
m

.)

TH

Figure 3.14: PL and CL spectra of GaN. (a) CL spectra of a GaN sample upon excitation with a continuous
electron beam with energy from 2 up to 30 keV (black to orange) (200−500pA). The spectra exhibits a
redshift with increasing electron energy. (b) PL spectrum on GaN obtained after excitation with the 3rd

harmonic laser beam (λexc = 345nm, 3µW).

the sample could play a role. Further CL studies at low temperature, as well as com-
parison between samples with varying crystal quality, are needed to better under-
stand the role of electron energy on the CL spectra. We should note that in our sam-
ples, the contribution of yellow-band emission, typically in the 500-700 nm spectral
range [163], is negligible compared to emission around the band gap energy.

3.7.3. QUANTUM EFFICIENCY

In the previous section we have analyzed the difference between PL and CL in a
qualitative way, by investigating the differences in emission spectra. Next, we com-
pare quantitatively the PL and CL band gap emission in GaAs and GaN. To do so,
we define a common figure of merit: the quantum efficiency (QE), that is,

QE = Nemitted

Ncarr
(3.2)

where Nemitted is the number of photons emitted in the sample and Ncarr refers
to the maximum number of charge carriers generated after excitation with either
electrons or light.

PL QUANTUM EFFICIENCY

In PL, absorption of a photon with energy larger than the band gap results in the
excitation of an electron from the valence to the conduction band. The generated
charge carrier thermalizes to lower energy states in the conduction band before re-
combining, either radiatively or non-radiatively. Hence, the maximum number of
generated carriers directly corresponds to the number of absorbed photons, that
is, Ncarr = (1−R)P0T λexc

hc . Here, R is the reflectance of the material at the excita-
tion wavelength λexc, P0 is the incident power, T is the exposure time, h is Planck’s
constant and c is the speed of light.
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To calculate the number of emitted photons (Nemitted), defined as number of
radiative recombination events, from the signal detected on the spectrometer, we
need to account for several loss factors in the luminescence collection. First, we
account for reabsorption of the emitted photons. This loss factor (ηreabs) is calcu-
lated by applying Beer-Lambert’s law on the initial absorption profile (see map of
absorbed energy in Fig. 3.11c,d). We assume that re-emission of the reabsorbed
photons is negligible, which is reasonable given the low quantum efficiencies ob-
tained (as will be discussed below). Second, only photons emitted within the criti-
cal angle of the material can escape the sample. Assuming isotropic emission inside
the material, the escape efficiency becomes ηesc = 1− cosθc , where θc is the criti-
cal angle of the material. Third, we account for the mismatch between the laser
spot size (∼ 11µm×2µm, section 3.5.1) and collection area of the parabolic mirror
(∼ 10µm×10µm), meaning that not all photons emitted from the sample are col-
lected. Taking into account the collection area of our mirror and the dimensions of
our laser spot, we calculate this loss factor to be ηspot ≈ 0.7. Finally, the collection
efficiency of the rest of the optical system is accounted for using the calibration
obtained from transition radiation (TR), as described in section 3.4.2. However,
we need to correct for the fact that TR exhibits a toroidal angular emission pat-
tern [26, 32], in contrast to the Lambertian pattern typically observed for semicon-
ductors [26]. Taking into account the geometry of our parabolic mirror, the collec-
tion efficiency is ηTR = 0.82 for TR and ηLamb = 0.86 for Lambertian emission [41].
Hence, we can express the quantum efficiency in PL as

QEPL = hc

(1−R)P0Tλexc

ηLamb

ηTRηescηreabsηspot

∫ λ2

λ1

S(λ)

ηcoll(λ)
dλ . (3.3)

Here, S(λ) is the acquired spectrum, in units of counts per spectral bandwidth, and
ηcoll(λ) is the collection efficiency of the system (Fig. 3.5b). The limits of the inte-
gral, λ1 and λ2, are taken such that they include the entire PL emission spectrum.

CL QUANTUM EFFICIENCY

The excitation process in CL is fundamentally different from the PL case. After
entering a material, the primary electron, with energy E0, deposits energy in the
sample through inelastic collisions. One of the dominant interactions of high en-
ergy electrons with a material is the generation of bulk plasmons (also referred
to as volume plasmons), defined as the collective oscillation of valence electrons
[13, 28, 29]. The energy of a bulk plasmon (Eplasmon), typically 10−30eV, is deter-
mined by the density of valence electrons of the material [13], and is thus char-
acteristic for each material. The excited bulk plasmons decay through the excita-
tion of high-energy carriers, which thermalize to the lower states of the conduction
band by generating carriers with lower energy, phonons and secondary electrons
[28, 164, 165].

We then define the maximum number of thermalized carriers, with energy EBG,
generated in CL as

Ncarr = Np Nc,p
I T

q
≈ (1−Γ)

E0

EBG

I T

q
(3.4)
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where Γ is the fraction of back-scattered electrons, I is the electron current, T is
the acquisition time and q is the electron charge. Np = E0/Eplasmon is the max-
imum number of plasmons created per electron, and Nc,p = Eplasmon/EBG is the
maximum number of thermalized carriers created per plasmon. The approximate
sign in the last equality of Eq. 3.4 represents the fact that in practice the number of
carriers (Np and Nc,p ) is an integer, which is taken into account in the calculations.

In order to calculate the number of emitted photons (Nemitted) we consider the
same losses as in the PL case, except for the loss related to the mismatch between
the laser spot and collection area of the mirror (ηspot). In CL, the excitation of elec-
trons is very localized, and thus all photons are efficiently collected by the parabolic
mirror. The expression for the quantum efficiency in CL is

QECL = EBG

(1−Γ)E0

q

I T

ηLamb

ηTRηescηreabsηspot

∫ λ2

λ1

S(λ)

ηcoll(λ)
dλ , (3.5)

with S(λ) the CL spectrum in units of counts per spectral bandwidth.

We should note that the method and model presented here to calculate PL and
CL quantum efficiencies might result in less accurate results than conventional
techniques, such as PL quantum yield quantification [166] or direct EQE measure-
ments. This lower accuracy is due to the error in the quantification of the spectra
(∼ 30%, as discussed in section 3.4.2). However, it enables direct comparison of PL
and CL efficiencies at the same conditions and on the same area on the sample,
which is critical to study the differences between electron and light excitation.

EXPERIMENTAL CL/PL QUANTUM EFFICIENCY

Figure 3.15 shows the CL quantum efficiency obtained for GaAs (a) and GaN (b)
samples as a function of electron energy, extracted from the data presented in Figs.
3.13 and 3.14, respectively. We observe quantum efficiencies in the 10−4 − 10−2

range for GaAs and in the 10−4 −10−3 range for GaN, which is reasonable consid-
ering reported values in literature [167, 168]. The quantum efficiency exhibits an
increase with increasing electron energy in both GaAs and GaN of more than 1 or-
der of magnitude. We hypothesize that this enhancement is due to the effect of
surface recombination, as previously proposed in CL studies of GaN [169]. Surface
recombination is known to impact the quantum efficiency in both GaAs and GaN
[167, 170]. Electrons with larger energies penetrate deeper inside the material, as
discussed above (section 3.7.1), thus creating carriers that are further away from
the surface.

The PL quantum efficiency is also plotted in Fig. 3.15 for both GaAs and GaN
(a and b) upon excitation with the 2nd and 3rd harmonic of the laser (green and
blue horizontal lines, respectively). In GaAs, the extracted quantum efficiency is
higher when exciting with the 2nd harmonic compared to excitation with the 3rd

harmonic (∼ 10−4 and 10−3, respectively). Given the larger absorption depth when
using the 2nd harmonic beam (Fig. 3.12), these results match with the hypothesis
that surface recombination is the mechanism responsible for the increase in quan-
tum efficiency with increasing electron energy.
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Figure 3.15: PL and CL quantum efficiency of GaAs and GaN. (a) CL quantum efficiency for GaAs ex-
tracted from the experiments shown in Fig. 3.13 and calculated using Eq. 3.5 for different electron en-
ergies, together with the PL quantum efficiencies (Eq. 3.3) for excitation with the 2nd and 3rd harmonic
laser beams (green and blue horizontal lines). (b) Same as in (a) but for GaN (data from Fig. 3.14).

An additional explanation could be that the increase in quantum efficiency is
related to the redshift in the emission spectra observed for both GaAs and GaN
(Figs. 3.13 and 3.14). However, heating of the lattice, which produces a redshift,
typically results in lower quantum efficiencies [155, 171, 172]. Hence, it is less likely
that these effects are correlated, and the decrease of efficiency due to temperature
might be weaker than the enhancement due to reduced surface recombination.

Finally, we found that the PL quantum efficiency upon excitation with the 2nd

harmonic at high power (2.5 mW, same as in Fig. 3.13b) is also larger than at lower
power (2.0µW, solid lines in Fig. 3.15). A possible explanation for this could be
saturation of non-radiative traps, either surface or bulk defects, thus leading to an
improved quantum efficiency.

These results show that electron and laser excitation can result in different quan-
tum efficiencies, which should be taken into account when performing PP-CL mea-
surements. To fully elucidate the mechanisms behind the increase the changes in
CL quantum efficiency we should perform further experiments, such as a system-
atic comparison of passivated samples, which are beyond the scope of this section.
The method presented here to extract PL and CL quantum efficiencies offers a way
to perform quantitative studies of both luminescence mechanisms.

3.7.4. CARRIER DYNAMICS

Finally, our PP-CL setup also allows us to study both PL and CL temporal decays.
Here we perform time-resolved measurements on GaAs using the TCSPC setup dis-
cussed in section 3.4.3. Figure 3.16 shows CL decay traces obtained when exciting
with 10 and 30 keV electron pulses (a and b, respectively) for different number of
electrons per pulse. The number of electrons per pulse ranges from 2 up to ∼ 720
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Figure 3.16: Decay dynamics in GaAs. (a) CL time traces obtained upon excitation with a pulsed electron
beam (10 keV) containing an average of 2, 30, 110, 250, 380 and 720 electrons per pulse (light to dark
orange). (b) Same as in (a) but for a 30 keV beam, with 0.4, 6, 30, 60 and 190 electrons per pulse (light to
dark blue). (c) PL time traces obtained after laser excitation (3rd harmonic, λexc = 345nm) for increasing
energy per pulse (3, 46, 113 and 211 pJ, light to dark purple). (d) Same as in (c) but for excitation with the
2nd harmonic (λexc = 517nm, ) (4, 105, 232, 334 and 498 pJ, light to dark green).

in the case of 10 keV (light to dark red curves), and from less than 1 to ∼ 180 for
30 keV (light to dark blue curves). The experiments were done using an extractor
voltage of 650 V. We also performed PL experiments obtained when exciting the
sample with the 3rd and 2nd harmonics of the laser (c and d, respectively), and for
increasing energy per pulse (from ∼ 3 up to ∼ 500pJ), using a laser repetition rate of
5.04 MHz. In all cases we observe a dominant fast decay in the 100−200ps regime.
Interestingly, both CL and PL signals exhibit slower decays for increasing fluence,
either electrons or photons. This observation is in contrast with the trends expected
when only bimolecular or Auger processes dominate the recombination processes.
In those cases, an increase in the initial carrier density leads to a faster decay of the
signal [172, 173].

To further explore this effect, in Figure 3.17 we plot the characteristic 1/e time
(τc ) as a function of the deposited energy per pulse, for both CL (a) and PL (b). The
CL data shows a linear increase of τc from ∼ 100 up to ∼ 180ps. The trends for
10 and 30 keV electrons are very similar, despite the difference in energy density
(which is directly related to carrier density) expected for different electron energies
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Figure 3.17: PL and CL decay times vs. injected energy. (a) Characteristic time (τc ) in CL as a function of
the deposited energy per pulse for 10 and 30 keV electron beams. (b) Same as in (a) but for PL obtained
upon laser excitation with the 2nd and 3rd harmonics.

(see section 3.7.1). This observation also suggests that bimolecular and Auger re-
combination are not the dominant decay mechanisms, since they directly depend
on carrier density.

In the case of PL, we observe a difference between excitation with the 2nd or 3rd

harmonic laser beams. Irradiation with the 3rd harmonic results in a characteristic
time increasing from ∼ 80 to ∼ 160ps for increasing deposited energy, which is in a
similar range as the decay times found in CL. In this case the trend is sub-linear, and
shows a gradual saturation for increasing energy per pulse. Instead, when using the
2nd harmonic beam we obtain larger τc . We observe an increasing trend from ∼ 180
to ∼ 280ps, up to an energy per pulse of ∼ 90pJ, above which the decay time slightly
decreases to ∼ 240ps.

An increase in decay time for larger injected carrier densities has been previ-
ously observed and attributed to saturation of defect states [174–177]. At low in-
jection levels, carriers have a high probability of being trapped. Instead, at higher
injection levels, an increasing number of defects is occupied, thus effectively re-
ducing the recombination rate of carriers. This hypothesis should be validated
with further experiments and modelling. Time-resolved experiments at low tem-
perature could help to evaluate the contribution of defects states to the observed
decay times. Moreover, a complete decay rate model including the different recom-
bination paths should be developed for a full understanding of carrier dynamics in
GaAs.

Overall, the comparison between CL and PL excitation volumes, deposited en-
ergy densities, spectra, quantum efficiency and carrier dynamics provides insights
into the differences between electron and light excitation of semiconductors, which
should be accounted for in PP-CL experiments.
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Figure 3.18: CL and PL measurements on CZTS. (a) SE image of a CZTS sample together with the corre-
sponding CL map (b), showing the CL signal integrated over a 600−1000nm wavelength range. (c) PL
(green) spectrum obtained upon excitation with the 2ndd harmonic laser beam, together with the CL
spectrum (blue) obtained when using a 10 keV pulsed electron beam. The CL signal is a factor 100 lower
than the PL signal. (d) PL (green) and CL (blue) decay traces obtained under the same conditions as (c).

3.8. EXAMPLE OF A PP-CL MEASUREMENT
Finally, we discuss the procedure and analysis of a complete PP-CL experiment.
The PP-CL setup enables two possible configurations, with the electron acting ei-
ther a pump or a probe. A full study of a PP-CL experiment in which the electron
acts as a pump is presented in Chapter 4. Here, we describe the first results ob-
tained using the second configuration of the setup, in which the electron acts as a
probe.

We perform our study on a Cu2ZnSnS4 (CZTS) sample, which was fabricated
by the group of Prof. X. Hao at the University of New South Wales (Sydney). The
sample consists of a ∼ 800nm-thick CZTS layer deposited on top of a Mo/glass
substrate. A ∼ 3nm layer of Al2O3 is deposited on top for passivation. CZTS is
a promising new photovoltaic material, based on fully earth-abundant materials,
and thus knowledge of its carrier recombination dynamics is important for further
use in solar cells [178, 179].

Figure 3.18a shows a SE image of the sample obtained with a 10 keV continuous
electron beam (∼ 154pA), from which we observe the different grain boundaries.
We also show a CL map acquired simultaneously (Fig. 3.18b). The CL colormap
represents the normalized CL signal integrated over the entire wavelength range,
thus showing the dependence of CL emission on the position on the sample. The
CL map reflects the position of the grain boundaries, with the darker regions cor-
responding to the edges of the grains. This spatial dependence of the CL intensity
could be due to non-radiative carrier recombination near the grain edges, as well
as differences in electron excitation efficiency and CL escape probability. A more
detailed analysis is necessary, such as a g (2)(τ) analysis, as discussed in Chapter 5,
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from which we can extract the electron excitation efficiency.

CL and PL spectra of the sample are shown in Fig. 3.18c. The PL spectrum was
obtained when exciting the sample with the 2nd harmonic laser beam (λ= 517nm,
25 pJ per pulse at 25.19 MHz). We use a 532 nm long-pass filter in the detection
path to suppress the remaining pump light. The CL spectrum was obtained under
a 10 keV pulsed electron beam containing 636±33 electrons per pulse. We attribute
the uncertainty in the number of electrons per pulse to the the variation of 4th har-
monic laser power used to generate electron pulses. Here we used photoemission
conditions for high current (Vext = 650V, C1 = 540V, 1 mm aperture, see Chapter
2), thus resulting in a low spatial resolution. The CL spectrum has been multiplied
by a factor 100 for easier comparison to the PL spectrum. The electron and laser
beam conditions described here correspond to the ones used in the pump-probe
experiments shown below. Both spectra exhibit an emission peak centered around
918 and 926 nm for CL and PL, respectively. These spectra are similar to the ones
obtained in other works under optical excitation [160], and are usually attributed to
close-to-bandgap emission. The differences in peak wavelength emission between
PL and CL could be due to different levels of saturation of shallow tail states in each
case. In our sample, we have also observed a change of PL peak emission as a func-
tion of laser power, similar to previous studies, which is attributed to saturation of
trap states [160]. The small sharp peak around 1035 nm observed in the PL spec-
trum corresponds to the second-order diffraction of the excitation laser beam from
the spectrometer grating. Fig. 3.18d shows PL and CL decay traces obtained using
the TCSPC setup, which we used to temporally align the arrival of electron and laser
pulses on the sample.

Next, we performed pump-probe experiments. Given the large difference be-
tween the CL and PL signals (PL is a factor 100 larger) we used lock-in detection,
as described in section 3.4.4. The electron beam was modulated at a frequency
of 287 Hz. The output voltage of the MPPC module was below 300 mV when col-
lecting both PL and CL, which is well below the saturation value of the detector at
25.19 MHz (Fig. 3.7c). A PP experiment consists of the acquisition of N sets of mea-
surements, each at a different position of the delay stage, corresponding to a certain
delay between electron and light pulses. These N measurements are performed in a
random order, such that we can disregard any artificial trends due to sample degra-
dation or drift in the system. At each position of the delay stage we perform one set
of measurements, consisting of 2 acquisitions: CL, that is, only electrons exciting
the sample, and PP, i.e., laser and electron on the sample. In the CL-only measure-
ment, the light-injection path is mechanically blocked with a software-controlled
flip mount, such that the laser beam does not excite the sample. Hence, we acquire
only CL emission. We record the average signal read by the lock-in amplifier during
the exposure time Texp, and repeat the acquisition n times to improve the statis-
tics. Here we used Texp = 30s and n = 4. The CL emission is recorded at every delay
position to compensate for effects such as sample degradation or fluctuations in
the electron current. Next, the light-injection path is unblocked such that electrons
and light excite the sample synchronously, thus producing both CL and PL. The
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Figure 3.19: Pump-probe measurements on CZTS using a lock-in amplifier. (a) Signal obtained when
exciting with only electron pulses (CL, blue) and electron and light pulses (PP, black) at different delays
between electrons and light. A positive delay is defined as the arrival of the electron pulse after the light
pulse. (b) Normalized CL change as a function of delay. We observe an increase in the CL signal right
after optical excitation of the sample, which decreases for increasing delay.

signal is recorded by the lock-in using the same settings as in the CL-only measure-
ment (Texp and n). Hence, a set of measurements at each position of the delay scan
takes a time of 2nTexp (here, 4 min). We could add a third measurement of PL-only,
such that the laser beam that is focused on the electron cathode (4th harmonic)
is blocked. However, the PL background signal read by the lock-in amplifier was
negligible (< 1µV, compared to ∼ 100µV of CL), thus this was not needed.

The results of a PP experiment on CZTS are shown in Figure 3.19. We used an
electron current of 1.28± 0.13nA (318± 39 electrons per pulse). All other excita-
tion parameters were kept the same as for the spectra and decay traces shown in
Fig. 3.19. We scanned the delay line over a range from −0.5 to 3.5 ns with step size
of δt = 0.25ns. Positive delay is defined as the arrival time of the electron pulse
(probe) after the laser pulse (pump). The entire experiment took ∼ 1h, which was
split into two shorter scans of ∼ 30min each, scanning from −0.5 to 3.5 ns with
δt = 0.5ns, and from −0.25 to 3.25 ns, also with δt = 0.5ns. Long acquisitions can
be challenging due to drift of the alignment of the laser beam on the electron cath-
ode, thus decreasing the current on the sample. Hence, splitting an experiment into
short scans allows us to perform realignment in between measurements if needed.
Moreover, keeping the electron cathode at a low temperature for a long period of
time results in a decrease in the emitted current, thus it is desirable to quickly warm
up the tip in between measurements (see Chapter 2 for details).

Panel (a) of Fig. 3.19 shows the peak-to-peak voltage read by the lock-in ampli-
fier for CL (blue) and PP (black) at the different positions of the delay stage. The CL
signal is around 100µV, with variations of up to 25 %, which we attribute to fluctua-
tions in the power of the laser beam that excited the electron cathode (∼ 1Hz). The
PP data exhibits similar variations, but its absolute value is systematically larger
than the CL one at small delays. To further analyze the pump-probe effect, we di-
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vide the change in CL, defined as ∆C L = PP −C L −PL, by the CL signal. A value
of zero means that the CL emission is unaffected by the presence of the laser. In-
stead, in Fig. 3.19b we observe a clear initial enhancement of the CL signal near
zero delay. The increase in CL is ∼ 17% at zero delay, and decreases for longer
pump-probe delay. Similar trends were reproduced on different positions on the
CZTS film. The error bars in the figure are calculated from the standard devia-
tions of the CL and PP measurements in panel (a). The mechanism responsible for
this CL enhancement is preliminary attributed to the filling of defect states by the
laser beam, and the subsequent emptying of these states in the ns timescale. Fur-
ther measurements and modeling are now ongoing to study these PP-CL transients
more in detail, which account for the different carrier recombination rates, includ-
ing bimolecular recombination, and monomolecular recombination through de-
fect states. These measurements represent the first initial studies of PP-CL using
electrons as a probe and with dependence on the delay between electron and light
pulses.

3.9. CONCLUSION
In this chapter we have presented the design of a new instrument for pump-probe
cathodoluminescence experiments. In the first part of the chapter we have dis-
cussed the technical implementation of the setup, based on the coupling of a fs
laser to the electron cathode and sample chamber of a Quanta 250 FEG SEM. The
setup allows for different types of analysis of the luminescence emitted by the sam-
ple (either PL or CL), including spectroscopy, time-resolved and autocorrelation
measurements, and lock-in based detection. The spatial overlap of electron and
light pulses on the sample is performed by visualizing the laser spot on the sam-
ple, or by analyzing the angular emission of the PL light, while the temporal over-
lap is achieved by monitoring the arrival time of electrons and light through time-
resolved PL and CL measurements.

In the second part of the chapter, we discussed some important considerations
to take into account when performing pump-probe experiments. We compared
electron and light excitation mechanisms in terms of interaction volume, density
of deposited energy, emission spectra, quantum efficiency and carrier dynamics.
Experimental data on GaN and GaAs show that excitation with increasing electron
energy results in a redshift of band gap emission, as well as an increased quantum
efficiency compared to PL experiments performed on the same area on the sample.
Time-resolved measurements on GaAs show the same trends for both electron and
laser excitation. We observe that the characteristic time increases for increasing
fluence, which is preliminarly attributed to saturation of defect states.

Finally, we presented initial studies of PP-CL measurements on Cu2ZnSnS4, in
which we used the electron as a probe. We observe that excitation of the sample
with the laser results in a transient CL enhancement on the ns timescale. A second
configuration of our PP-CL setup is illustrated in the next chapter, in which the
electrons act as a pump.





4
ELECTRON-INDUCED STATE

CONVERSION IN DIAMOND NV
CENTERS

Nitrogen-vacancy (NV) centers in diamond are reliable single-photon emitters, with
applications in quantum technologies and metrology. Two charge states are known
for NV centers: NV0 and NV−, with the latter being mostly studied due to its long
electron spin coherence time. Therefore, control over the charge state of the NV cen-
ters is essential. However, an understanding of the dynamics between the different
states still remains challenging. Here, conversion from NV− to NV0 due to electron-
induced carrier generation is shown. Ultrafast pump-probe cathodoluminescence
spectroscopy is presented for the first time, with electron pulses as pump, and laser
pulses as probe, to prepare and read out the NV states. The experimental data is ex-
plained with a model considering carrier dynamics (0.8 ns), NV0 spontaneous emis-
sion (20 ns) and NV0 → NV− transfer (500 ms). The results provide new insights into
the NV− → NV0 conversion dynamics, and into the use of pump-probe cathodolumi-
nescence as a nanoscale NV characterization tool.

4.1. INTRODUCTION
Nitrogen-vacancy (NV) centers in diamond are promising elements for quantum
optical systems since they are single-photon emitters [180, 181] with high photosta-
bility, quantum yield and brightness, even at room temperature [182–184]. More-
over, they are integrated inside a wide-bandgap solid-state host, the diamond lat-
tice, making them robust against decoherence and allowing device scalability [185–
187]. NV centers exhibit two different configurational states, the NV0 state, with a
zero-phonon line (ZPL) at 2.156 eV (λ = 575 nm), and the NV− state, with a ZPL at
1.945 eV (λ = 637 nm) [181]. NV centers in the NV− state have received most of the
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attention in the past years since they exhibit a long electron spin coherence time
that can be optically manipulated and read out [186, 188], which, together with
the characteristics mentioned previously, make them suitable as building blocks
for quantum technologies [186, 189, 190], nanoscale magnetometry [191, 192], and
other applications [193, 194]. Typically, synthetically prepared diamonds with NV
centers contain both NV0 and NV− states. Previous work has shown that the state of
an NV center can be converted from NV− to NV0 (ionization) and vice versa (recom-
bination). For example, the state of the NV centers can be changed by laser irradi-
ation [195–197], as well as by shifting the Fermi level, either chemically [198–200],
or by applying an external voltage [201, 202]. Overall, the control and understand-
ing of NV state dynamics is key to the development of efficient quantum optical
systems based on NV centers.

So far, most work on NV characterization and state conversion dynamics has
focused on optical excitation and readout of the NV state. However, NV centers
can also be excited by high-energy (1-200 keV) electrons, using either a scanning or
transmission electron microscope (SEM or TEM), while the emitted cathodolumi-
nescence (CL) is collected. Given the small electron beam spot size, the study of NV
centers with electron excitation allows for a spatial resolution only limited by the
diffusion of carriers, which can be down to the nanometer scale [203]. This opens
the possibility to excite directly NV centers in nanodiamonds with high spatial reso-
lution [203] and study the coupling of locally-excited nanostructures to NV centers
[204, 205], among others. Furthermore, NV centers are good platforms to study
the fundamentals of quantum optics with electrons, in contrast to optical mea-
surements. Electron-beam excitation of NV centers involves a multi-step process,
in which the primary electron beam inelastically interacts with the diamond lat-
tice, creating bulk plasmons that decay by generating charge carriers [13, 206, 207].
These carriers then diffuse through the diamond and recombine, partially through
the excitation of NV centers. Single-photon emission of individual NV centers ex-
cited with electrons has already been demonstrated using measurements of the CL
photon autocorrelation function (g (2)(τ)) [40]. Interestingly, in CL experiments typ-
ically only emission from the NV0 state is observed [40, 203, 208–213], with one ex-
ception [212], in which a very small NV− CL signal was observed at low temperature
(16 K). This raises the question whether (1) the electron beam does not excite NV
centers in the NV− state, (2) the electron beam quenches the NV− transition, or (3)
the electron beam converts NV centers from the NV− to the NV0 state. Answering
this question is essential to understand the NV state dynamics in general, and to
further exploit the use of CL in nanoscale characterization of atomic defects acting
as single-photon emitters.

In this chapter we study the interaction of electrons with NV centers, and in par-
ticular their state conversion dynamics. We perform the experiments using pump-
probe CL spectroscopy, a novel technique that allows to study excited state dynam-
ics at ultrafast timescales. Previous works combining electron and light excitations
in a TEM include photon-induced near-field electron microscopy (PINEM)[87, 89],
in which the electron gains or loses energy when interacting with the optically-
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induced near-field, and femtosecond Lorentz microscopy [84], in which the laser-
induced magnetization dynamics are probed with the electrons. Similarly, photoin-
duced carrier dynamics have been studied in an SEM by analyzing the secondary
electron yield after laser excitation [136]. However, in these configurations the elec-
tron acts as a probe, since the signal is either transmitted or secondary electrons. In
contrast, in pump-probe CL the final signal is the emitted light, either CL or pho-
toluminescence (PL), therefore the electron can also act as a pump. In this work,
we use an ultrafast SEM in which picosecond electron pulses are used to pump the
diamond sample, while synchronously we optically probe the NV state. The elec-
tron pulses are generated using a laser-driven cathode configuration, a technique
initially demonstrated by Merano et al. using a gold cathode [72], and further de-
veloped in combination with field-emission guns (FEGs) to improve the spatial and
temporal resolution [65, 79]. After ultrafast excitation of the NV centers, the CL and
PL spectra are collected for spectral and temporal characterization. We find that re-
peated pulsed electron excitation (5.04 MHz) causes a state conversion from NV− to
NV0, until a steady state is achieved in which the electron-induced NV− →NV0 con-
version is balanced by the reverse NV0 → NV− back transfer. The steady state NV0

population under electron irradiation can be controlled by the number of electrons
per pulse. We describe the results with a model that includes electron-induced car-
rier generation and diffusion, with the NV centers acting as carrier traps and elec-
trons converting NV centers from the NV− to the NV0 state. The time dynamics of
carrier diffusion (∼0.8 ns), NV0 decay (∼20 ns) and NV0 → NV− back transfer (∼500
ms) are clearly observed from the pump-probe transients.

4.2. PUMP-PROBE CL SETUP

The pump-probe CL experiments are performed inside a SEM. We focus the 4th har-
monic (λ = 258 nm) of an Yb-doped fiber fs-laser on the electron gun to generate
electron pulses by photoemission [72, 214] (Figure 4.1a). Photoemission of electron
pulses using this setup was characterized previously [49] (see also chapter 2), show-
ing that the generated electron pulses are in the picosecond regime, similar to other
work [76, 79]. The electron beam is focused on a single spot on the sample, corre-
sponding to the center of the area irradiated by the laser beam. We synchronously
excite the sample at the electron-irradiated region with 2nd harmonic (λ = 517 nm)
pulses generated by the same fs laser, which are focused inside the SEM chamber
to a ∼10µm-diameter spot on the sample using an Al parabolic mirror. The 2nd har-
monic path length can be tuned within a ± 2 ns time window, such that the optical
excitation pulse on the sample is delayed (or advanced) with respect to the elec-
tron pulse. CL and PL are collected by the parabolic mirror and directed to either
a spectrometer or a time-correlated single photon counting (TCSPC) module. We
use a 300µm thick single-crystal diamond sample (obtained from Element 6 Inc.),
grown by chemical-vapor deposition (<1 ppm nitrogen concentration, <0.05 ppm
boron concentration), containing an approximate NV concentration of [NVtot] = 1.2
ppb (200µm−3). The sample is coated with a thin charge dissipation layer (E-spacer
300) to avoid charging when exciting with the electron pulses.
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Figure 4.1: Pump-probe CL setup and NV centers spectra. (a) Schematic of the pump-probe CL setup.
The 4th harmonic (λ = 258 nm) of a fs laser is focused on the electron cathode to induce photoemission
of electron pulses (0-400 electrons/pulse, picosecond temporal spread). The 2nd harmonic (λ=517 nm)
of the same laser synchronously excites the sample to readout the NV state. The light pulse is delayed
1.3 ns with respect to the electron pulse. The emitted light, CL, PL or both, is collected using a parabolic
mirror and analyzed with a spectrometer or TCSPC module. A long-pass (LP, λ >532 nm) filter is used
to remove the light from the excitation laser. (b) Photoluminescence (green) and cathodoluminescence
(blue) spectra obtained independently when exciting a bulk diamond sample with either 517 nm pulsed
laser beam (0.9 nJ/pulse) or a 5 keV pulsed electron beam (400 electrons/pulse), respectively. Both spec-
tra are obtained when exciting with a repetition rate of 5.04 MHz and at the same position on the sample.
CL and PL spectra have been normalized by the amplitude of the NV0 ZPL at 575 nm.

4.3. CL, PL AND PUMP-PROBE MEASUREMENTS
Using the pump-probe CL setup, we acquire first PL and CL spectra, shown in Fig-
ure 4.1b. The PL spectrum shows emission from the ZPL of NV− (λ = 637 nm) and
NV0 (λ = 575 nm), with both ZPL transitions accompanied by phonon replicas,
forming a broadband spectrum in the 575-800 nm spectral range. A Raman peak
at λ = 555 nm is also observed [215], as well as a peak around 563 nm, which has
been observed in previous work and preliminarily attributed to a divacancy defect
[210, 216, 217]. The CL spectrum, obtained when exciting with a 5 keV pulsed elec-
tron beam clearly shows the ZPL of the NV0 state, with phonon sideband, but no
emission from the NV− state is observed, similar to previous work [40, 203, 208–
213]. The relative contribution of NV− and NV0 states to the PL spectrum is ob-
tained by a fitting procedure, with the CL spectrum as a reference for the spec-
tral shape of the NV0 emission (see Supporting Information, section 4.7.2). Us-
ing estimated optical absorption cross sections at the laser excitation wavelength
(see section 4.7) we derive the NV− and NV0 fractions: [NV−]/[NVtot] ' 0.4 and
[NV0]/[NVtot] ' 0.6.

Our pump-probe measurements consist of the independent acquisition of a set
of spectra: only CL, only PL, and pump-probe (PP). The latter is obtained under
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simultaneous electron and light excitation, with the light pulse arriving 1.3 ns af-
ter each electron pulse. A set of spectra is shown in Figure 4.2a. All measurements
were performed at the same spot on the sample, to avoid effects due to concentra-
tion inhomogeneities. In addition to the differences in the PL and CL spectra men-
tioned above, we also observe that the PL signal is an order of magnitude higher
than the CL one. Even though a detailed comparison between both magnitudes is
complex due to the different incident powers and excitation mechanisms, we can
estimate the number of NVs excited in each case. The laser spot size has a diam-
eter of around 10µm and large penetration depth, due to the low absorption of
diamond and low NV concentration. Therefore, the volume is mostly determined
by the collection volume of the setup (see section 4.7.1). Instead, the primary in-
teraction volume of the 5 keV electron beam is around 0.4µm3, as calculated from
Monte Carlo-based simulations using the software Casino [218]. Even though the
effective volume is enlarged due to carrier diffusion, as will be shown below, it is still
smaller than the volume excited by the laser. A sketch of both volumes is shown in
Fig. 4.2c. Taking into account the optical cross-sections and collection geometry,
we estimate that we collect PL from around 1.4x104 NVs per pulse for an incident
power of 0.9 nJ (per pulse). Comparing the magnitude of the PL and CL signals, we
can also extract that an average of 900 NV centers in the NV0 state are excited per
electron pulse, in the steady state situation, as will be discussed further on. In this
case, each electron pulse contained 400 electron with 5 keV energy (corresponding
to 0.32 pJ per pulse).

Using the PL, CL and PP spectra shown above, we can analyze the effect of elec-
tron irradiation on NV centers. We define the quantity of difference spectrum, ob-
tained when subtracting CL and PL spectra from the PP spectrum. This analysis
allows to study the correlation between electron and light excitation of the NV cen-
ters. Therefore, no correlation would lead to a flat difference spectrum. Instead,
the difference spectrum obtained from the data in Figure 4.2a exhibits clear fea-
tures, as shown in Figure 4.2b (black curve). We observe an increase of the signal
(positive counts) in the lower-wavelength spectral band, corresponding to the NV0

emission. As a reference, we observe a clear peak corresponding to the NV0 ZPL. We
also observe a concomitant decrease in the longer-wavelength band, correspond-
ing to NV− emission. In this case, the NV− ZPL is visible as a dip. This implies that
after electron excitation the number of emitting NV0 centers is increased, while the
number of NV− centers is decreased. The results suggest that centers in the NV−
states are converted into NV0 states under electron irradiation, corresponding to
hypothesis (3) exposed earlier in the text. Difference spectra derived for different
sets of measurements at 0.3, 1, 10 and 147 electrons per pulse are also shown in Fig-
ure 4.2b, as well as a reference measurement (no electron irradiation). Each set of
measurements corresponds to the acquisition of independent CL, PL and PP spec-
tra, in which the number of electrons per pulse is varied, while keeping the laser
excitation power constant at 0.9 nJ per pulse. We again observe NV−→NV0 conver-
sion, with the number of converted centers rising for increasing average number
of electrons per pulse. This behavior in the difference spectra was consistently ob-
served in other measurements at different areas of the sample, and also with other



4

76 4. ELECTRON-INDUCED STATE CONVERSION IN DIAMOND NV CENTERS

a) b)
CL

PL

PP
0 e-/pulse
0.3 e-/pulse
1 e-/pulse
10 e-/pulse
147 e-/pulse

500 600 700 800
Wavelength (nm)

D
iff

er
en

ce
 s

pe
ct

ru
m

 (c
ou

nt
s)

60

40

20

0

-20

-40

-60

0
100
200
300

600 800
Wavelength (nm)

0
100

200

300
0

10

20

In
te

ns
ity

 (c
ou

nt
s)

200 e-/pulse

e)

d)

20

0

40

60

C
L,

 N
V0  (

co
un

ts
)

10

20

0D
iff

. s
pe

c.
, N

V0  (
co

un
ts

)

0

0.1

0.2

0.3

0.4

N
V-  f

ra
ct

io
n

0 100 200 300 400
# electrons per pulse

Diamond

e- beam

NV0

NV-
diff.
vol.

e– vol.

laser
volume

Laser

ZPL NV0

c)

Figure 4.2: NV− →NV0 conversion under electron excitation (a) Top: CL spectrum (5 keV, 400 elec-
trons/pulse), middle: PL spectrum (λ = 517 nm, 0.9 nJ/pulse), bottom: pump-probe (PP) spectrum
obtained when both electrons and light (same conditions as before) excite the sample (5.04 MHz). The
acquisition time was 1 min in all cases. (b) Difference spectrum, obtained by subtracting CL and PL
spectra from the PP spectrum. (c) Sketch of the laser and electron excitation on the sample, represent-
ing the different volumes of primary electron interaction (e− vol.), diffusion of carriers (diff. vol.) and
laser volume (laser vol.). (d) NV0 ZPL intensity (λ = 575 nm) of the difference spectrum (black circles)
and from the CL-only spectrum (blue squares) as a function of the average number of electrons per
pulse. The NV0 ZPL of the difference spectrum shows saturation at around 20 electrons/pulse, while in
the case of CL the dependence is linear. Dashed lines are shown as guides for the eye. (e) NV− fraction
obtained from the PP as a function of the number of electrons per pulse. The green triangles indicate
the NV− fraction derived from the PL spectra (all at the same PL pump power). Dashed lines are guides
for the eye.

electron energies (30 keV, see Fig. 4.5 in the Supporting Information).

To further investigate the electron-induced NV−→NV0 conversion trend, we
plot the amplitude of the NV0 ZPL as a function of the number of electrons per
pulse (Figure 4.2d). Saturation of the signal from the NV0 ZPL is observed above
∼20 electrons per pulse, suggesting that this is the required electron flux (at 5.04
MHz) to induce the saturation of the NV− conversion in the volume of the sample
excited by electrons. For reference, Figure 4.2d also shows the CL intensity for the
NV0 ZPL as a function of the number of electrons per pulse. The plot shows a linear
trend, indicating that the NV0 CL signal is not saturating with increasing electron
dose, i.e., there is no strong depletion of the ground state population. Therefore,
from these results we derive that electrons can either excite NV centers in the NV0

state, which leads to a linear dependence on the electron flux, or convert NV− into
NV0, which saturates with increasing number of electrons per pulse.

From the data in Figure 4.2b we can also derive the NV− population as a func-
tion of the number of electrons per pulse, as plotted in Figure 4.2e. This derivation
is done by fitting the NV0 and NV− contributions from the PP measurements (see
Supporting information, section 4.7.2). Starting from the initial NV− fraction of 0.4



4.4. EXCITATION, EMISSION AND CONVERSION DYNAMICS

4

77

for the reference measurement, as already derived before, the population of centers
in the NV− state rapidly decreases with increasing number of electrons per pulse,
reaching a saturation level corresponding to 0.26 NV− fraction. We attribute this
saturation level to the full conversion of NV− centers into NV0 centers within the
volume excited by the electrons, as will be discussed further on. The fact that the
NV− fraction does not reach zero at saturation is attributed to the difference be-
tween excitation and collection volumes of electron and laser beam, as sketched
in Figure 4.2c. For completeness, in Figure 4.2e we also show the NV− fraction de-
rived from the PL measurements taken in each set of measurements from Figure
4.2b. We observe that the NV− fraction under only laser irradiation remains ap-
proximately constant, meaning that the NV− population before each set of mea-
surements is identical. The fact that the NV− population is unchanged also im-
plies that the electron-induced NV−→NV0 conversion is reversible, i.e., there is an
NV0→NV− back transfer process, and that damage induced by the electron to the
sample is negligible. Given that NV−→NV0 conversion has also been observed due
only to laser irradiation [195–197], we also acquired PL spectra at different incident
powers. The results are presented in Figure 4.6 (Supporting Information) and show
that the NV− fraction remains constant for increasing laser power, therefore prov-
ing that NV conversion due to only laser irradiation is negligible in our experiment.
Pump-probe measurements with different delays between electron and light were
also acquired (Supporting Information, Figure 4.7a), but no significant differences
are observed. This is attributed to the fact that the NV0→NV− back transfer is on the
order of milliseconds, as will be demonstrated below, larger than the time between
pulses (198 ns at 5.04 MHz).

4.4. EXCITATION, EMISSION AND CONVERSION DYNAMICS
In order to further describe the interaction of electrons with NV centers, we study
the excitation and emission dynamics of NV centers at the nanosecond timescale,
as well as the NV0→NV− back transfer that occurs in the millisecond scale. The
time-dependent CL emission from NV centers upon electron excitation is shown
in Figure 4.3a, which has been measured using the TCSPC technique. Notice that
the CL intensity corresponds only to emission from excited NV0 centers, given that
NV− emission is not probed with CL. The CL signal exhibits a gradual increase in the
first 2 ns, reaching a maximum emission at around 2.2 ns (see inset). We ascribe this
initial increase to the diffusion of carriers beyond the primary electron-excited vol-
ume, which increases the excited NV0 population well after the initial ps-electron
pulse excitation. After the first 2 ns we observe a decay of the CL intensity, from
which we extract a characteristic decay time of ∼20 ns, in agreement with the typi-
cal radiative decay time of excited NV0 centers [40, 219]. We also observe a ∼100 ps
spike at 0 ns, which accounts for around 1% of the total intensity. The origin of this
fast decay is unknown. The intensity of this peak depends on the position on the
sample, as well as electron energy. Nevertheless, the amplitude of this peak does
not show any correlation with the magnitude of the NV−→NV0 conversion, from
which we infer that both effects are unrelated.
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In contrast to the fast carrier diffusion and NV0 emission dynamics, previous
studies of optically induced NV−→NV0 conversion suggest that the NV0→NV− back
transfer is in the millisecond regime [195]. To study this, we performed time-resolved
spectral measurements over a millisecond time scale. We used the minimum expo-
sure time possible in our spectrometer, acquiring a spectrum every 70 ms. The
repetition rate is kept at 5.04 MHz, as in the previous experiments. We performed
a spectral acquisition sequence in which initially both the electron and laser beam
were irradiating the sample (PP spectrum). At some point during the acquisition,
the electron beam was blanked, while the laser continued exciting the sample, and
spectra kept being collected every 70 ms. In this way, the NV population can be
probed immediately after the electron beam is switched off. Afterwards, we also
acquired CL and PL spectra with the same exposure time, such that a difference
spectrum can be derived, similar to Figure 4.2b. An example of the obtained differ-
ence spectrum is shown in Figure 4.3b-I, which again reflects the NV−→NV0 con-
version by the electron-excited carriers. In this case, the electron beam was still
irradiating the sample. Figure 4.3b-II shows the difference spectrum obtained 210
ms after switching off the electron beam. Notice that here the difference spectrum
is obtained by subtracting only PL from the PP measurement, given that there is no
CL. We observe a 30% decrease of the intensity of the difference spectrum, indicat-
ing that most of the converted NV− centers still remain in the NV0 state, and only
some have converted back into NV−. Results after 770 ms and 3.08 s are also plotted
(Figure 4.3b-III,IV), in which we observe a progressive decay of the signal, indicat-
ing that NV0 centers are converted back to the NV− state. A complete transient of
the average signal in the difference spectrum as a function of time is provided in
Fig. 4.7b. (Supporting Information) These data indicate that the electron-induced
NV−→NV0 state conversion is reversible, with the back transfer taking place within
a characteristic time of ∼500 ms. This time scale is in agreement with earlier work,
in which back transfer of optically-induced NV−→NV0 conversion, was found to
occur with a characteristic time of 465 ms [195].

4.5. DISCUSSION AND PHENOMENOLOGICAL MODEL

Optically-induced state conversion from NV− to NV0 has been previously explained
to take place by the release of an electron from the NV− center to the conduc-
tion band of diamond [197, 219–221]. Literature values for the difference in en-
ergy between the NV− ground state and the conduction band range from 2.6 to
4.3 eV [195, 197, 219], and the NV−→NV0 optical conversion typically requires a
two-photon absorption process. In our experiment, we propose a model in which
electron-hole pairs generated from the electron cascade can recombine, thus pro-
viding the energy to induce the release of the bound electron from the NV− center,
given that the bandgap of diamond is 5.5 eV. This conversion mechanism is similar
to that in optical experiments, with the difference that the energy is provided by a
carrier recombination event instead of two pump photons. This model is in agree-
ment with previous work in which emission only from the NV0 state was observed
when exciting with far-UV photons (λ = 170 nm, above the bandgap of diamond)
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[222] and in electroluminescence [223, 224]. In both cases, charge carriers are gen-
erated and NV centers are excited through the recombination of carriers, similar to
CL. In addition to this, the energy provided by a single carrier recombination event
is larger than the energy needed to induce the NV−→NV0 conversion, suggesting
that a single carrier recombination event could already release the electron, with-
out the need to first excite the NV− center as in the case of optical experiments
[197, 219–221]. The latter suggestion requires further studies in the mechanism of
NV−→NV0 conversion by carrier recombination, which are beyond the scope of
this chapter.

To qualitatively analyze the data shown above we model the electron-induced
NV−→NV0 state conversion by means of a three-dimensional model, considering
carrier diffusion and NV center conversion and excitation. We start by modelling
the dynamics in the nanosecond regime, corresponding to carrier diffusion and
NV0 decay. We use Monte Carlo simulations, using the software Casino [218], to
obtain the three-dimensional spatial distribution of inelastic scattering events of
the primary 5 keV electron beam. Most of the energy lost by the electron corre-
sponds to the generation of bulk plasmons, described as excitations of the outer
shell electrons [13], with an energy corresponding to 31 eV for diamond [206]. We
then model the initial carrier distribution with a 3D Gaussian distribution, with
standard deviation σ = 0.185µm estimated from the plasmon distribution derived
from Casino simulations, and amplitude proportional to the number of electrons
per pulse. We assume that each bulk plasmon effectively generates an average of 2
electron-hole pairs [27]. The concentration of charge carriers as a function of time
and space (ρeh(r, t )) is then obtained by solving the diffusion equation, with carrier
recombination described with a lifetime τR.

Taking into account carrier diffusion, we model the concentration of NV− in the
ground state (ρ−) and NV0 in the ground (ρg

0 ) and excited (ρe
0) states by means of a

rate equation model:

∂ρ−(r, t )

∂t
=−vthρeh(r, t )σeh

c ρ−(r, t )+ ρ−,i −ρ−(r, t )

τback

∂ρ
g
0 (r, t )

∂t
= vthρeh(r, t )

[
σeh

c ρ−(r, t )−σeh
0 ρ

g
0 (r, t )

]
+

+ ρe
0(r, t )

τ0
− ρ−,i −ρ−(r, t )

τback

∂ρe
0(r, t )

∂t
= vthρeh(r, t )σeh

0 ρ
g
0 (r, t )− ρe

0(r, t )

τ0

(4.1a)

(4.1b)

(4.1c)

where vth is the thermal velocity of carriers, σeh
0 is the cross section to excite NV0

states by carriers, σeh
c is the NV−→NV0 conversion cross section, τ0 is the lifetime

of excited NV0 state, τback accounts for the NV0→NV− back transfer, and ρ−,i is the
initial uniform concentration of NV−. In this model we assume that NV0 states can
be excited by carriers, but NV− states cannot, given that we do not observe NV−
signal in the CL measurements. Moreover, the interaction of the primary electron
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Figure 4.4: Carrier diffusion and rate equation models. (a) Spatial distribution of the concentration of
carriers at t = 0, 1 and 5 ns (solid black, dashed dark green and dotted light green, respectively). (b)
Initial spatial distribution of the concentration of NV− states (solid black) and after 1 and 5 ns (dashed
dark and dotted light green) after a single electron pulse. The spatial distribution of NV− states after
3×108 pulses, corresponding to a typical acquisition time (∼ 1 min), is also plotted (solid gray). (c)
Modelled NV− fraction as a function of the number of electrons per pulse (dark red curve), together
with the experimental data (black circles). (d) NV− fraction as a function of the number of pulses (400
electrons/pulse), obtained using the discrete rate equation model.

beam (picosecond temporal spread) with the sample, including generation of bulk
plasmons and decay into carriers, is treated as instantaneous, given that it is much
shorter than the characteristic time scale of the dynamics in Equations 4.1a-c.

Numerically solving the system of differential equations over time, and inte-
grating ρe

0(r, t ) over the collection volume, allows to fit the trend in the first 2 ns
of the time-dependent CL intensity shown in Figure 4.3a. The carrier lifetime de-
rived from the fit is τR = 0.8 ns, corresponding to a diffusion length of 0.9µm, which
is in agreement with values reported for samples with a similar concentration of
NV centers [225]. From the model we also find that excitation with 400 electrons
(5 keV) leads to about 740 NV0 centers excited per pulse, close to the value inde-
pendently derived from the comparison of PL and CL intensities in Figure 4.2a,b.
Taking into account the obtained carrier lifetime, in Figure 4.4a we plot the spatial
distribution of the carrier concentration at t = 0 ns (solid black) and after 1 and 5 ns
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(dashed dark green and dotted light green, respectively), obtained from the expres-
sion of ρeh(r, t ) (see Supporting Information, section 4.7.3). The carrier distribution
rapidly spreads out due to diffusion, with the total amount of carriers decreasing as
a result of carrier recombination.

The calculated spatial distribution of the NV− concentration is shown in Figure
4.4b, again at t = 0, 1 and 5 ns, obtained by solving Equations 4.1a-c. Given that
the electron excitation cross sections for NV0 excitation and NV−→NV0 conversion
are unknown, we estimate them by considering the known exciton capture cross
section of a nitrogen impurity in diamond [226], σeh

0 = σeh
c = 3×10−6 µm−2. We

consider vth = 100µmns−1, τback = 500 ms, as obtained from the experimental data
in Figure 4.3b, and an initial homogeneous NV− fraction of 0.4 (black line in Figure
4.4b for t = 0 ns), corresponding to the experimental data in Figure 4.2e. We observe
that 1 ns after the first pulse, NV centers in the NV− state that are located within a
1µm range from the initial electron cascade have been converted to NV0 due to the
interaction with carriers. For larger times (5 ns) the distribution of converted NV−
centers is nearly the same as for t = 1 ns, as nearly all carriers have recombined.

In order to account for longer time scales, corresponding to the back transfer
from NV0 to NV− and the time of acquisition of our experiments (typically 1 min,
∼ 3×108 pulses), we developed a discrete rate equation model. In this case, the
concentration of NV− centers is modelled as a function of the pulse number (n),

ρ−(r, t ) = ρ−(r,0)
β+α(r )

[
1−α(r )−β]n

α(r )+β , (4.2)

where
α(r ) = 1−e−vthσ

eh
c

∫ T
0 ρeh(r,t )dt (4.3)

is the probability of carrier-induced conversion of centers in the NV− states be-
tween subsequent pulses, with T being the time between pulses (198 ns at 5.04
MHz), and

β= 1−e−T /τback (4.4)

is the probability that an NV0 center transfers back to the NV− state, again between
subsequent pulses (see section 4.7.3). Using this model, in Figure 4.4b we plot the
spatial distribution of NV− centers after 3×108 pulses (solid gray), corresponding
to a typical acquisition time (1 min), in which steady state has been reached. The
calculated steady state NV− fraction as a function of the number of electrons per
pulse is shown in Figure 4.4c, which is overlaid with the experimental data from
Figure 4.2e (black circles). Each point in the plot corresponds to the steady state
value calculated using Eq. 4.2, and integrated over the excitation and collection
volume (see Supporting information, section 4.7.1). In our model, taking the pa-
rameters discussed above, the only fit parameter is the collection depth of the CL
system, which is 23µm for the best fit. This is a reasonable value given the con-
focal geometry of the CL/PL collection system (see 4.7.3). Figure 4.4d shows the
calculated NV− fraction as a function of the number of pulses. We observe that the
NV− fraction saturates for ∼5×106 pulses (1 s), consistent with the fact that steady
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state is reached for a time longer than the NV0→NV− back transfer time. Overall,
the model qualitatively describes properly the experimental data, therefore giving
further proof for the proposed electron-induced mechanism for NV−→NV0 con-
version dynamics.

4.6. CONCLUSIONS
In conclusion, we have used pump-probe CL spectroscopy to show that high en-
ergy (5 keV) electron irradiation of NV centers induces a state conversion from the
NV− to the NV0 state. We show that the NV− population decreases when increas-
ing the number of electrons per pulse that excite the sample, until saturation is
reached, which is attributed to the full conversion of the NV− centers in the volume
excited through the electrons. Experiments also show that the NV−→NV0 conver-
sion is reversible, with a typical back transfer time of 500 ms. We present a three-
dimensional rate equation model, considering diffusion of electron-generated charge
carriers and taking into account the integrated effect of subsequent pulses, which
qualitatively describes the experimental results. This work shows that NV− centers
are effectively converted to NV0 centers by electron irradiation, and explains why
NV− emission is not observed in CL measurements. We envision that the pump-
probe CL approach presented in this work can be applied to other complex solid-
state emitter systems, to obtain further insight in their complex dynamical behav-
ior.

4.7. SUPPORTING INFORMATION

4.7.1. METHODS

ULTRAFAST SEM

A schematic of the setup is shown in Figure 4.1a. The pump-probe CL experi-
ments are performed inside a SEM (Thermo Fisher Scientific/XL30 FEI) containing
a Schottky field-emission electron cathode consisting of a ZrO coated W tip. The
conditions used to generate the electron pulses are discussed in [49] (see chapter
2 for details about the photoemission process). We use a diode-pumped Yb-doped
fiber system (IMPULSE Clark-MXR) providing 250-fs light pulses at a wavelength
of λ = 1035 nm and repetition rate of 5.04 MHz. The primary laser beam is guided
through a harmonic generator to create 2nd, 3rd and 4th harmonics (517, 345 and
258 nm, respectively). The 4th harmonic is guided to the electron column and fo-
cused with a f = 15cm lens onto the electron cathode, which is accessible through
a vacuum window. Earlier work using the same setup has shown that this photoe-
mission process results in electron pulses with a temporal spread in the picosec-
ond range [49]. We use a gradient neutral-density filter to change the 4th-harmonic
pulse energy from 0 to 1.5 nJ/pulse, which results in an average number of electrons
per pulse up to 400. The corresponding time-averaged beam current on the sample
was 0-325 pA measured with a Faraday cup. The error in the current measurement
is ∼25%, limited by the stability in the laser power, and measurement method. In



4

84 4. ELECTRON-INDUCED STATE CONVERSION IN DIAMOND NV CENTERS

the experiments, the electron spot size has a diameter of ∼600 nm. Using the same
setup, a higher spatial resolution can be achieved at the expense of lower current
on the sample [49]. All the experiments are performed at room temperature and at
a pressure of 10×10−6 mbar.

LASER-ELECTRON BEAM OVERLAP

The 2nd harmonic (λ = 517 nm) of the same primary laser beam is passed through
a linear stage (Newport M-IMS600PP) with motor controller (Newport ESP301-1G),
after which it is sent through a pellicle beam splitter (8:92), guided into the SEM
sample chamber through a vacuum window, and focused onto the sample to a
∼10µm-diameter spot using an Al parabolic mirror (1.46π sr acceptance angle, 0.1
parabola parameter and 0.5 mm focal distance). In the pump-probe measurements
the 2nd harmonic path length was tuned such that the light pulse was delayed 1.3 ns
with respect to the electron pulse. The 2nd and 4th harmonic laser powers were in-
dependently controlled such that measurements with varying number of electrons
per pulse could be done for constant 2nd harmonic PL power.

CL AND PL COLLECTION

Luminescence from the sample is collected using the Al parabolic mirror and di-
rected to a light collection and analysis system. Light collected by the mirror is
focused ( f = 16cm) onto the entrance facet of a multimode fiber (550µm core di-
ameter) creating a confocal collection geometry, which limits the PL and CL col-
lection depth in the sample. The fiber guides the light to a Czerny-Turner spec-
trometer equipped with a CCD array detector (Princeton Spec10) and grating con-
taining 150 lines/mm and blaze wavelength corresponding to 500 nm. A long-pass
filter (λ >532 nm) is used to suppress scattered pump laser light in the detection
path. TCSPC measurements are performed by sending the CL signal to a single
photon avalanche photodiode (MPD PD-100) analyzed by time correlation (Pico-
quant PicoHarp 300), which builds a delay histogram. In this case, an additional
bandpass filter (λ= 650±75 nm) is used, corresponding to the spectral range within
which NV emission occurs. We use the 3rd harmonic laser pulse measured with a
photodiode as the trigger for the time-correlated measurements. The PL, CL and
PP data in Figure 4.1b and Figure 4.2a are collected over a time of 1 min each.
The light collection geometry in this setup typically allows the collection of light
within a 20µm2 ×20µm2 area. Only light emitted in this area, and within the escape
cone of diamond, can be collected efficiently. Given the critical angle for diamond
(θc < 24.6◦), we can estimate that light emitted at a depth down to 20µm inside the
diamond can still be collected. Nevertheless, emission beyond this 20µm depth
might reach the surface at a position outside of the collection area, thus the collec-
tion efficiency decreases at larger depths.

4.7.2. DATA ANALYSIS

Absorption cross sections of NV0 and NV− at the excitation wavelength of λ = 517
nm are estimated to be 2×10−17 cm2 and 1.4×10−17 cm2, respectively. In order to
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estimate these cross sections, first the NV− and NV0 contributions to the PL spec-
trum are disentangled by taking the normalized CL spectrum as the NV0 spectral
shape, and assuming that the remaining PL spectrum corresponds to the NV− con-
tribution. We then consider complementarity between emission and absorption
spectra, and normalize by known absorption cross sections at the ZPL of each cen-
ter.1 The amount of excited NVs in PL from Figure 4.2b is calculated by considering
the NV concentration (200µm−3), and a light collection depth of 23µm. The NV−
population in the pump-probe measurements (Figure 4.2d) is obtained by fitting
the PP spectra, after subtraction of the CL spectra, and considering the estimated
absorption cross sections for the NV− and NV0 states. The fitting of the NV spec-
tra are performed with a total of 14 Gaussian functions: for each NV state (NV0 or
NV−), one Gaussian function is used to fit the ZPL and 6 broader Gaussian func-
tions are used to account for the phonon replica. We estimate a relative error in
the calculation of the NV− population of < 25%, due to uncertainties in the fitting
procedure.

4.7.3. MODEL

ELECTRON CASCADE SIMULATIONS

The spatial distribution of the creation of bulk plasmons by the primary electron
beam was obtained with the Monte Carlo-based simulation software Casino [218].
We used a diamond density of 3.51 gcm−1 and bulk plasmon energy of 31 eV [27].
The beam diameter is set to 600 nm. From the simulations we derive an average of
70 bulk plasmons created per electron.

MODEL FOR DIFFUSION OF CHARGE CARRIERS

The evolution in space and time of the concentration of electron-hole pairs, ρeh(r, t ),
is obtained by solving the three-dimensional diffusion equation in spherical coor-
dinates, which gives

ρeh(r, t ) = aσ3(
2Dt +σ2

)3/2
e
− t
τR e−

r 2

4Dt+2σ2 , (4.5)

where D is the carrier diffusion coefficient and τR the carrier lifetime, which ac-
counts for the recombination of carriers. We consider D =1µm2 ns−1, as obtained
from literature [225, 227]. The parameters a and σ correspond to the amplitude
and standard deviation of the 3D initial Gaussian distribution of carriers, derived
from Casino simulations. In our case, σ = 0.185µm and a = 1404nel, where nel is
the number of electrons per pulse. We do not consider the effect of the diamond
surface on the diffusion equation and recombination of carriers.

DISCRETE RATE EQUATION MODEL

The concentration of NV− as a function of position, r , and number of pulse, n,
described by Equation 4.2 is derived by solving the rate equation

ρ−(r,n +1) = ρ−(r,n)−α(r )ρ−(r,n)+β[
ρ−(r,0)−ρ−(r,n)

]
. (4.6)
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Here,α(r ) is described in Equation 4.3 and is obtained by considering the change
inρ−(r, t ) between subsequent pulses only due to NV−→NV0 conversion, i.e. α(r ) =
ρ−,conv(r,T )−ρ−,conv(r,0)). This process is described with the rate equation

∂ρ−,conv

∂t
=−vthσ

eh
c (r, t )ρ−,conv(r, t ). (4.7)

Similarly, we derive the expression of β= ρ−,back(r,T )−ρ−,back(r,0) from Equa-
tion 4.4 by considering the change in ρ−(r, t ) during the time between two pulses
only due to the of NV0→NV− back transfer, which is obtained by solving the rate
equation

∂ρ−,back(r, t )

∂t
= ρ−,back(r, t )−ρ−,i

τback
. (4.8)

In this description we assume that the change in ρ−(r, t ) due to the NV−→NV0

conversion and due to the NV0→NV− back transfer are independent between sub-
sequent pulses. This assumption is valid since the back transfer time (500 ms) is
much longer than the time between pulses (198 ns). In order to compare the model
with the experimental data, we calculate the steady state value, ρ−(r,∞), and inte-
grate over a cylindrical volume, with cross section corresponding to the Gaussian
profile of the excitation beam (σlaser = 5µm). Given that diamond is transparent at
the excitation wavelength (λ = 517nm), absorption is only due to excitation of NV
centers, thus NVs will be excited through the entire sample. Nevertheless, PL will
only be effectively collected up to a certain depth, which becomes the fit parameter.

4.7.4. ADDITIONAL EXPERIMENTAL DATA
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Figure 4.5: Pump-probe experiments performed with an electron energy of 30 keV. (a) Cathodolumines-
cence (CL), (b) Photoluminescence (PL) and (c) difference spectrum (PP−PL−CL, where PP stands for
pump-probe). The colors of the curves indicate the number of electrons per pulse, going from 0 (yellow)
up to 208 (dark purple). The difference spectrum reflects again the NV−→NV0 conversion due to elec-
tron irradiation. Nevertheless, when performing these measurements at 30 keV we consistently observe
deterioration of the sample after each CL measurement, as can be observed from the PL measurements
(a) taken before each pump-probe measurement (and after each CL measurement). This deterioration
of the sample can also be observed in the reference measurement (yellow curve, 0 electrons per pulse),
which does not show a completely flat spectrum.
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Figure 4.6: NV− fraction as a function of the incident laser power. (a) PL spectra obtained at the same
spot on the sample but different incident laser power, ranging from 0.06 up to 2.1 nJ per pulse. (b)
NV− fraction as a function of the energy per pulse, derived from the PL spectra in (a). The NV− frac-
tion remains constant for the different values of the incident power, indicating that optically-induced
NV−→NV0 conversion (or vice versa) is negligible in this case. The dotted gray line indicates the power
at which the experiments from Fig. 4.2 were performed, while the dashed green line serves as a guide
for the eye. These measurements were all acquired at the same spot on the sample, but different from
the spot in which measurements from Figure 4.2 were performed, thus explaining why the NV− fraction
is different in both cases.
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Figure 4.7: (a) Difference spectrum obtained for different laser arrival times. The delay indicates the
difference in arrival time of electrons and laser pulses to the sample, with negative delay indicating that
the laser arrives before the electron beam. The NV−→NV0 conversion is again observed in the difference
spectrum, but there are no differences among the different delays, due to the fact that the electron-
induced conversion has a timescale in the millisecond regime (Fig. 4.3b), much larger than the time
between pulses in the experiments (198 ns at 5.04 MHz). (b) Temporal evolution of the NV0→NV− back
transfer after turning off the electron beam. The y-axis corresponds to the mean value of the intensity of
each difference spectrum, after taking the absolute value. Each spectra is extracted every 70 ms during
the measurement (Fig. 4.3b).
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ELECTRON BEAMS

Photon bunching in incoherent cathodoluminescence (CL) spectroscopy originates
from the fact that a single high-energy electron can generate multiple photons when
interacting with a material, thus revealing key properties of electron-matter excita-
tion. Contrary to previous works based on Monte Carlo modeling, here we present a
fully analytical model describing the amplitude and shape of the second-order au-
tocorrelation function (g (2)(τ)) for continuous and pulsed electron beams. Moreover,
we extend the analysis of photon bunching to ultrashort electron pulses, in which
up to 500 electrons per pulse excite the sample within a few picoseconds. We obtain
a simple equation relating the bunching strength (g (2)(0)) to the electron beam cur-
rent, emitter decay lifetime, pulse duration, in the case of pulsed electron beams, and
electron excitation efficiency (γ), defined as the probability that an electron creates at
least one interaction with the emitter. The analytical model shows good agreement
with the experimental data obtained on InGaN/GaN quantum wells using contin-
uous, ns-pulsed (using beam blanker) and ultrashort ps-pulsed (using photoemis-
sion) electron beams. We extract excitation efficiencies of 0.13 and 0.05 for 10 and
8 keV electron beams, respectively, and we observe that nonlinear effects play no com-
pelling role, even after excitation with ultrashort and dense electron cascades in the
quantum wells.
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5.1. INTRODUCTION
Photon statistics in incoherent cathodoluminescence (CL) reveals fundamental prop-
erties of the interaction of high-energy electrons (∼1-300 keV) with matter [39].
In particular, the second-order autocorrelation function (g (2)(τ)) exhibits strong
bunching (g (2)(0) À 1) when exciting a material, such as a semiconductor or in-
sulator, with an electron beam [39, 205, 228], contrary to conventional photolumi-
nescence measurements with laser excitation (typically g (2)(0) = 1) [140]. This is
because each electron initially excites bulk plasmons in the material, which end
up generating thermalized carriers that diffuse and recombine. This recombina-
tion can lead to either the emission of a photon with energy corresponding to the
bandgap of the material (bimolecular recombination), or to the excitation of an-
other emitter embedded in the material, such as a defect or quantum well, which
can then decay radiatively. Either cases can result in the emission of multiple pho-
tons per incoming electron [207] Recently, g (2)(τ) measurements have been used to
quantify the excitation efficiency of electrons in InGaN/GaN quantum wells (QWs)
with different geometries [41, 42]. The excitation efficiency is defined as the prob-
ability of an electron to interact with the emitter, in that case the QWs. Moreover,
the g (2)(τ) technique allows to extract the emitter decay dynamics without the need
of a pulsed electron beam [39]. These new insights into the use of g (2)(τ) measure-
ments in CL are key for a complete and quantitative analysis of electron microscopy
experiments.

All CL bunching experiments performed so far have been described using Monte
Carlo-based numerical models, showing good agreement with the measured g (2)(τ)
curves and the dependence of g (2)(0) on the electron current. However, Monte
Carlo models are time consuming and fail to provide a full understanding of the
bunching process and the key parameters that determine its amplitude. Moreover,
fitting the experimental data with a Monte Carlo model is complex and requires ad-
ditional computation and interpolation procedures, thus making the g (2)(τ) analy-
sis less accessible.

In addition to this, so far CL autocorrelation measurements have been limited
to the cases of continuous and ns-pulsed electron beams. Recently, ultrafast elec-
tron microscopy using fs-ps electron pulses as excitation sources, has emerged as
a powerful technique to access the dynamics of electron excitation of materials
with high temporal resolution, combined with the nanoscale electron-beam spa-
tial resolution [24, 72, 96]. Ultrafast electron microscopy has already been used
to study electron-generated carrier dynamics [79, 136] and phase transitions [229,
230], among others. Additionally, the development of techniques such as photon-
induced near-field microscopy (PINEM) has exploited the quantum nature of the
electron wave packet [87, 89], thus leading the way to the study of quantum-mechanical
aspects of electron-light-matter interactions inside an electron microscope. Auto-
correlation measurements, such as g (2)(τ), using ultrashort electron pulses can of-
fer new insights into the dynamics of excitation of a material with dense electron
pulses [231].

In this chapter, we resolve the above-mentioned limitations of current g (2)(τ)
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analyses which use Monte Carlo simulations. We develop a fully analytical model
to describe the value of g (2)(0) as a function of four experimental parameters, for
three different electron beam configurations. Our analytical model describes how
the electron current (or number of electrons per pulse), emitter lifetime, excitation
efficiency and pulse duration, in the case of pulsed electron beams, determine the
value of g (2)(0). Using our analysis, we directly extract the electron excitation ef-
ficiency γ, defined as the fraction of electrons that create at least one interaction
with the emitter [41], from one simple equation. We also show that our model re-
produces the Monte Carlo simulations developed in previous work.

In order to further test the validity of the model, we perform g (2)(τ) experiments
on InGaN/GaN quantum wells with both continuous and pulsed electron beams.
In particular, we study two types of pulsed electron beams: with relatively long (up
to 200 ns) and ultrashort (a few ps) pulse durations. In the case of ultrashort pul-
ses, we vary the number of electrons per pulse from (on average) less than 1 up to
∼ 500, thus allowing us to access regimes in which several electrons interact with
the sample within the bulk plasmon decay and carrier thermalization timescales.
Here, our analytical model shows that g (2)(0) depends only on the number of elec-
trons per pulse and the excitation efficiency. From the model it can also be derived
that in the case of a pulsed electron beam the excitation efficiency can be obtained
alternatively through a simple analysis, without the need of any fitting procedure.
Our analysis of the g (2)(τ) function shows that even for dense cascades generated
by 500 electrons per pulse (i.e., within a few picoseconds) nonlinear effects do not
have a compelling contribution in the excitation and carrier recombination of In-
GaN/GaN QWs.

5.2. EXPERIMENTAL SECTION
Cathodoluminescence experiments are performed in a scanning electron micro-
scope (SEM) equipped with a parabolic mirror that collects the emitted light. The
statistics of CL emission is analyzed using a Hanbury-Brown and Twiss (HBT) ge-
ometry [141], composed of a 50:50 beam splitter (BS) and two avalanche photo-
diodes (APDs) as single-photon counting detectors (5.1b). Experiments with vary-
ing pulse widths (6− 200ns) are performed using an electrostatic electron beam
blanker. Ultrashort pulses, with pulse widths of few picoseconds, are obtained by
focusing a fs-laser (λ= 258nm) onto the electron cathode, inducing photoemission
of electron pulses (see chapter 2). All of our experiments are performed at room
temperature.

We study a bulk semiconductor heterostructure of InGaN/GaN quantum wells,
grown by molecular beam epitaxy [41]. A schematic of the structure is shown in the
inset of Fig. 5.1a. The sample consists of 10 2-nm-thick InGaN layers, separated
with 15-nm GaN layers. A 2-nm AlGaN barrier layer is grown on top of the quan-
tum well stack, and the whole structure is buried below a 250-nm-thick p-type GaN
layer. The substrate is composed of n-type GaN. The inset also shows the results
of Monte Carlo simulations of the trajectory of a 10 keV electron beam inside the
sample, performed using the Casino software [1]. Each dot in the plot represents a



5

94
5. PHOTON STATISTICS OF INCOHERENT CATHODOLUMINESCENCE USING

CONTINUOUS AND PULSED ELECTRON BEAMS

BS

Lens

Lens

APD

APD

Filtere– beama) b)

c)

0
Delay  τ

H
τ (

)  
(c

ou
nt

s)

hb

huncorr

Continuous

0 1/F
Delay  τ

Ab
p

Pulsed

Ab
c

Auncorr
c

Auncorr
p

400 500 600 700
Wavelength (nm)

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
in

te
ns

ity

CL (10 keV)

GaN

AlGaN
QWs

GaN 200 nm

0 10Energy (keV)

Figure 5.1: (a) Cathodoluminescence (CL) spectrum of InGaN/GaN quantum wells (QWs) obtained with
a continuous 10 keV beam (242 pA). Inset: schematic of the InGaN/GaN heterostructure overlaid with
the results from Monte Carlo simulations of the electron trajectory inside the sample, perfomed using
the Casino software [1]. Each curve indicates the trajectory of one electron, and the color bar indicates
the energy of the electron at each position. (b) Schematic of the CL collection and analysis using a
Hanbury-Brown and Twiss (HBT) experiment. (c) Schematic of the expected histograms obtained using
the HBT experiments using continuous (left) and pulsed (right) electron beams.

collision of the primary electron with the sample, which can lead to the excitation
of one or more bulk plasmons. The color of the dot indicates the energy of the pri-
mary electron beam at that point. The results show that only a small fraction of the
electrons will directly reach the QWs, as previously shown using g (2)(τ) measure-
ments [41]. Moreover, the AlGaN layer acts as a carrier blocking layer [232], hence
only carriers generated below this layer can excite the QWs.

Figure 5.1a shows a typical CL spectrum obtained when exciting the sample
with 10 keV electrons. The emission originates mostly from the QWs, correspond-
ing to the InGaN band edge emission peak around 450 nm. Defect luminescence
from the yellow band [163, 233], in the 520-650 spectral range, is barely visible in the
spectrum, given that the intensity in this range is 30 times lower than the QW emis-
sion. This is in accordance with previous CL measurements on this sample [41],
and is attributed to the fact that 10 keV electrons do not reach the GaN substrate,
thus limiting the excitation of carriers in the bulk GaN. In the HBT experiments we
use a bandpass filter (450± 40nm) to ensure that only the CL emission from the
QWs is recorded.
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A typical g (2)(τ) experiment consists of the acquisition of a histogram (H(τ)) of the
number of coincidence events (i.e., a correlation) as a function of the delay between
two recorded photons (τ). A schematic of the recorded histogram obtained after
excitation with a continuous electron beam is shown in Fig. 5.1c (left). In this case,
the g (2)(τ)) curve is obtained by normalizing the histogram with respect to the value
at very long delay (τ→∞), hc

uncorr, which represents the amplitude for uncorrelated
events. Hence,

g (2)(0) = H(0)

H(τ→∞)
= 1+ hc

b

hc
uncorr

, (5.1)

where hc
b is the amplitude of the bunching peak, as depicted in Fig. 5.1c. g (2)(0) can

be interpreted as the likelihood of having two photons with delay τ = 0 compared
to any other delay. In the case of Poissonian statistics, such as for coherent light,
g (2)(τ) = 1 for any delay [140], while g (2)(0) < 1 indicates sub-Poissonian statistics
(antibunching), as in the case of a single-photon emitter [234, 235], and g (2)(0) >
1 represents super-Poissonian statistics (bunching). Some examples of processes
in which bunching occurs are blackbody radiation [236, 237] and superradiance
[238, 239], as well as the CL emission presented here. From a statistical point of
view, hb is related to the total number of correlations (defined as the detection of
two photons) leading to bunching, that is, coming from the same electron, while
hc

uncorr represents the uncorrelated events, that is, correlations between photons
that are generated by different electrons.

The temporal decay of the bunching peak is determined by the radiative de-
cay of the emitter and enables determination of the emitter lifetime, as will be ex-
plained below. The area of the bunching peak, related to the height as Ac

b = αbhc
b ,

is proportional to the average number of possible combinations between pairs of
photons that lead to bunching, that is, that come from the same electron. Here we
have definedαb as the shape factor of the bunching peak. Similarly, the area Ac

uncorr
is related to the mean number of possible combinations of photon correlations
from different electrons, that is, uncorrelated events, during the acquisition time of
the experiment T = B tB . Here B is the total number of bins in the experiment and
tB is the time of each bin. From this it follows that Auncorr = hc

uncorr(2B+1)tB /2. The
factor 2B+1 comes from the fact that the g (2)(τ) histogram is theoretically built over
positive and negative times, in a symmetric fashion. The additional factor 2 in the
denominator accounts for the fact that the number of possible events decreases for
increasing delay following a triangular function (see section 5.7.2 in the Supporting
Information). Taking these definitions into account, Eq. 5.1 becomes

g (2)
cont(0) = 1+ Ac

b

Ac
uncorr

(2B +1)tB

2αb
. (5.2)

The model is constructed following the subsequent steps that start with an elec-
tron entering the material, until a photon is emitted, similar to the previous Monte
Carlo model [39, 41]. The steps are as follows:
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1. Excitation of bi bulk plasmons in GaN close to the QWs, described by a Pois-
son distribution with expected value b. It should be noted that the number of
plasmons generated per electron will probably be larger than bi , but here we
only consider those that can create carriers which can excite the QWs, that is,
excited within the carrier diffusion length.

2. Decay of each bulk plasmon into mi thermalized carriers, again described by
a Poisson distribution with expected value m.

3. Diffusion of carriers, which can either:

(a) excite a QW, which emits a photon. The joint probability of these two
steps is accounted in the parameter η.

(b) not excite a QW or excite a QW which then decays non-radiatively.

This step is assumed to follow a binomial distribution, with mi representing
the number of events and η probability that an event results in the emission
of a photon.

We should note that here we refer to the process of QW excitation, but the model
can be applied to any other kind of emitter, or simply to carrier recombination. In
the case of a thin sample and high electron energy, such as in transmission electron
microscopy (TEM) experiments, the average number of bulk plasmons (b) defined
in step 1 corresponds to the ratio between the thickness and the electron mean free
path [13, 39]. In the case of thicker samples, b takes into account the probability
that carriers, and, in particular, minority carriers, created after electron excitation
actually reach the emitter. It therefore depends on the sample geometry and diffu-
sion length of minority carriers, as will be seen further in the text.

A key aspect of our g (2)(0) model is that it accounts for the combined stochastic
nature of all the involved processes. The model is therefore based on the calcu-
lation of the average possible combinations of pair-correlation events that lead to
bunching (Ac

b) and to uncorrelated events (Ac
uncorr). A full derivation of the model

is provided in the Supporting Information (section 5.7.2). In brief, from step 2 and
3 we obtain that the average number of possible combinations of pair-correlation
events created after the excitation of bi bulk plasmons is given by b2

i m2η2. We then
need to find the average number of combinations of correlations between pairs of
photons from the same electron (i.e., ignoring pair-correlation events created by
photons from different electrons), taking into account that bi follows a Poisson dis-
tribution. Given n electrons arriving at the sample during the time of the experi-
ment T , the average number of combinations of pair-correlation events leading to
bunching becomes

Ac
b = nb(b +1)m2η2 . (5.3)

Similarly, it can be shown that the expected value of the number of combinations
of pair-correlation events leading to uncorrelated events, that is, pairs of photons
coming from different electrons, is (see 5.7.2)

Ac
uncorr = n(n −1)b2m2η2 . (5.4)
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We now insert Eqs. 5.3 and 5.4 into Eq. 5.2, and rewrite n as a function of the
electron current, I = nq/(B tb), where q is the electron charge. We also consider the
limit B À 1, which is reasonable given that the acquisition time is typically minutes
or more, while the time resolution is usually less than 1 ns. We then obtain the
following expression for the amplitude of g (2)(τ) at 0 delay:

g (2)
cont(0) = 1+ q

Iαb

b +1

b
. (5.5)

Several aspects are noticeable from Eq. 5.5. First of all, we can see that the value of
g (2)(0) is inversely proportional to the electron beam current, which is in agreement
with previous experimental results [39, 41, 228]. This can now be understood from
the fact that the amplitude of the bunching peak scales linearly with the number of
electrons reaching the sample (Eq. 5.3), as it depends on the number of correlations
between photons from the same electron. Instead, the background scales quadrat-
ically (Eq. 5.4), since it depends on the events created by photons from different
electrons.

Second, Eq. 5.5 shows that g (2)(0) does not depend on the number of carriers
generated per bulk plasmon m, nor on the efficiency of these carriers to excite a
QW or the quantum efficiency of the QW (both processes included with η). The
only relevant parameter is the number of bulk plasmons created close to the QWs
(b). This is in agreement with the fact that g (2)(τ) measurements are independent
of the absolute intensity incident on the detectors, as long as the statistics of the
emission process is preserved [140]. Notice that even in the case b = 1, that is on
average one bulk plasmon per electron interacts with the QWs, g (2)(0) > 1 due to the
stochastic nature of the plasmon excitation process. It follows from Eq. 5.5 that the
bunching contribution to g (2)(0) increases with decreasing b, given that decreasing
the number of interacting plasmons generated per electron would have a similar
effect as decreasing the current. Given the Poissonian nature of the bi parameter,
the average number of interacting bulk plasmons b is related to the probability of
creating at least one interaction (bulk plasmon) close to the emitter [41], defined as

γ= 1−Poiss(0;b) = 1−e−b , (5.6)

where γ can be interpreted as the excitation efficiency of the electron in the given
material geometry. Finally, the value of g (2)(0) also depends on the shape of the
bunching curve (hb(τ)), which is represented by the dependence on αb . Given an
emitter decay yemitter(t ), it can be shown that the number of correlations between
photons emitted with a delay τ is proportional to (see 5.7.4)

hb =
∫ ∞

0
yemitter(t )yemitter(t +τ)d t . (5.7)

In the case that the emitter decays as a simple exponential with lifetime τemitter,
hb(τ) is an exponential with τemitter, and thus the decay of the g (2)(τ) curve directly
gives the emitter decay. In this case, the relation between the area and the height of
the bunching peak is: αb = 2τemitter (see 5.7.2). In the case of more complex decay
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Figure 5.2: g (2)(τ) measurements with a continuous electron beam. (a) g (2)(τ) experiments obtained for
different electron currents, with an electron energy of 10 keV. The points represent the data and the solid
lines the fit. (b) Fits of g (2)(0)−1 vs electron current obtained from the curves in (a). The black solid line
is the fit obtained using Eq. 5.5, from which a value of γ= 0.13 is obtained. The error bars represent the
uncertainty in the measured value of the electron current (horizontal) and fit errors (vertical).

mechanisms, we should apply Eq. 5.7 to extract the emission dynamics from the
g (2)(τ) measurement. Eqs. 5.5 and 5.7 can now be directly used to fit experimental
data of g (2)(τ) versus beam current, to determine b, and hence γ, thus providing
essential information on the electron beam excitation efficiency in incoherent CL
excitation.

Figure 5.2a shows a selection of g (2)(τ) measurements of the QW sample at dif-
ferent electron currents, all obtained using a continuous 10 keV electron beam. The
time binning in all measurements is set to tb = 512ps. At the lowest current (2.8 pA),
g (2)(0) = 12.6 is obtained, while the value of g (2)(0) strongly decreases for increas-
ing current. The curves cannot be properly fitted with a simple exponential decay,
probably due to multiple decay processes taking place simultaneously. Instead, the
emitter decay (yemitter(t )) can be described with a stretched exponential, given by

yemitter(t ) = y0e
− t
τemitter

βemitter
, (5.8)
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with parameters τemitter representing the average emitter lifetime and βemitter the
deviation from a pure exponential decay [240]. This is further confirmed by direct
measurements of the decay statistics of the QWs (see 5.7.4). In this case, the shape
of g (2)(τ) does not give directly the emitter decay properties, but we need to fit the
data with Eq. 5.7, which can be solved numerically. The solid lines in the figures
correspond to the fits, from which we obtain an emitter lifetime of τemitter = 10.65±
0.32ns and βemitter = 0.76±0.01.

In order to compare the experimental results with the analytical model, Fig.
5.2b shows the value of g (2)(0)−1, obtained from the fits of each curve, as a function
of electron current. The horizontal error bars indicate the uncertainty in measuring
the electron current, while the vertical errors are derived from the fitting procedure.
We observe that the value of g (2)(0)−1 exhibits a linear decrease (on a log-log plot)
with slope−1, as predicted by Eq. 5.5. The shape factorαb is calculated numerically
from the solution of Eq. 5.7 using the derived values of τemitter and βemitter, thus be-
coming αb = 25.04. Therefore, we can extract b from Eq. 5.5. We obtain the best fit
for b = 0.13, which yields an excitation efficiency of γ = 0.13±0.01, meaning that
on average, only 13 out of 100 electrons actually interact with the QWs. This low in-
teraction between the electrons and the QWs is attributed to the fact that at 10 keV
most electrons lose their energy before arriving to the QWs, as shown in Figure 5.1a
and discussed in ref. [41]. Moreover, the carriers generated on the top GaN layer
cannot reach the QWs, due to the presence of the AlGaN blocking layer on top of
the QWs. For reference, we also show in the Supporting Information (section 5.7.1)
that the results from the model are in excellent agreement with those obtained with
the Monte Carlo-based approach proposed in previous works [39, 41], confirming
that our model serves as an effective analytical version of the Monte Carlo one.

5.4. PULSED ELECTRON BEAM

g (2)(τ) experiments can also be performed using pulsed electron beams, which can
offer advantages such as lower acquisition times and simpler analysis, as will be dis-
cussed below. In this configuration, the photon emission dynamics is shaped by the
temporal spread of electrons, and thus a modified model needs to be developed. A
schematic of the histogram obtained in an HBT experiment in pulsed conditions is
shown in Figure 5.1c (right). In contrast to the continuous case, here the histogram
is composed of a peak at τ = 0, containing correlations between photons from the
same electron pulse, and peaks at delays corresponding to the time between pulses
(τi = i /F , with i being an integer number and F the repetition rate). The latter cor-
respond to correlations between photons from consecutive pulses (i = ±1), from
every second pulse (i =±2) and so on. These peaks are thus analogous to the back-
ground (Ac

uncorr) in the continuous case.

The derivation of the model for the pulsed case is similar to the one for the
continuous one, with the main difference being the shape factor of the bunching
(τ0) and uncorrelated (τi , i 6= 0) peaks. Given that the peaks at τi (i 6= 0) contain
correlations between photons from different pulses, their shape is determined by
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both the electron pulse and emitter decay, as explained in the Supporting Informa-
tion (5.7.4). The ratio between the area (Ap

uncorr,i) and the height (huncorr,i) of any of

these peaks is given by Ap
uncorr,i = αconvhuncorr,i. αconv is thus a shape factor, which

will depend on the particular shape of the electron pulse and emitter decay.

The peak centered at τ = 0, accounts for correlations between photons from
the same pulse, and has two components (Ap

0 = Ap
uncorr,0 + Ap

b ). The first compo-
nent corresponds to correlations between photons from the same pulse, but differ-
ent electrons, and therefore has a shape factor αconv. The second component cor-
responds to correlations between photons from the same electron, which is what
constitutes the bunching. Similar to the continuous case, we can consider that all
the excitations take place instantaneously, given that the time scale of bulk plas-
mon decay and carrier diffusion (typically in the fs/ps regime) [207] is much smaller
than the emitter lifetime (hundreds of ps or ns). Therefore, the shape of the electron
pulse does not play a role in this component, contrary to the case of the uncorre-
lated component. The time between photons is only determined by the emitter
lifetime, and Ap

b =αbhp
b , where hp

b is the height of this peak.

Taking into account the shape factors, and calculating the average number of
possible combinations of pair-correlations events for bunching (Ap

b ) and uncorre-

lated (Ap
uncorr,i) events in an analogous way as in the continuous case (see section

5.7.3 for a full derivation), we obtain that for pulsed excitation

g (2)
pulsed(0) = 1+ αconv

αb

b +1

ne b
. (5.9)

We observe that the expression for g (2)(0) for a pulsed beam is very similar to
the one for the continuous case (Eq. 5.5). Here, g (2)(0) is inversely proportional to
the number of electrons per pulse, which is related to the electron beam current
through ne = I

qF , with F being the repetition rate. The dependence of g (2)(0) on
the average number of bulk plasmons that interact with the sample (b) is exactly
the same as for a continuous electron beam, showing that the pulsed g (2)(τ) mea-
surement fundamentally probes the interaction of electrons with the sample in the
same way. The main difference between the continuous and pulsed case is the fac-
tor αconv: in the pulsed case the g (2)(0) depends also on the shape of the electron
pulse. From the derivation of g (2)(0) (section 5.7.3) it also follows that now we can
simply divide the area of the peak at τ = 0 by the area of any other peak at τ 6= 0 to
obtain the excitation efficiency:

Ap
b + Ap

uncorr,0

Ap
uncorr,i

= 1+ b +1

ne b
= 1+ 1− log(1−γ)

ne log(1−γ)
. (5.10)

In this case we do not need any fitting procedure nor prior knowledge of electron
pulse shape or emitter decay, thus making the analysis even simpler. This becomes
particularly useful when having small signal-to-noise ratios or nontrivial emitter
decays or electron pulse shapes, in which cases fitting becomes challenging.

In order to test the model for the pulsed case, we performed experiments using
an ultrafast beam blanker, in which a set of electrostatic plates is inserted inside the
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electron column. One of the plates is driven using a pulse generator, which is set
to send a square signal with peak-to-peak voltage of 5 V and offset 2.5 V, while the
other plate is grounded. This configuration allows us to obtain effectively square
electron pulses with pulse width (∆p) determined by the repetition rate F and duty
cycle D . A characterization of the electron pulses is shown in the Supporting In-
formation (5.7.6). In our experiments we kept the duty cycle fixed at D = 95% and
varied the repetition rate from 0.2 to 6 MHz, resulting in pulse widths ranging from
200 down to 6 ns. Notice that an even smaller pulse width, down to 30 ps, can be
obtained using the same ultrafast blanker in a different configuration [49], but long
pulse widths were chosen to show the effect on the amplitude and shape of the
bunching peak. The current in continuous mode (that is, without blanking) was
kept constant (I = 214pA) for all experiments, therefore changing the repetition
rate results in a varying number of electrons per pulse, that is,

ne = I

q

1−D/100

F
= I

q
∆p (5.11)

Figure 5.3a shows a selection of g (2)(τ) curves centered around the peak at zero
delay. The experiments were performed using an electron energy of 8 keV instead
of 10 keV as in the measurements using a continuous electron beam. This choice of
lower electron energy allows us to achieve relatively high g (2)(0) amplitudes despite
having a high current on the sample (214 pA), due to the blanking conditions. The
solid lines in Fig. 5.3 are the fits of the data, which correspond to the sum of the
solution from Eq. 5.7 (assuming a decay following a stretched exponential), and a
convolution between a triangular curve and the same solution from Eq. 5.7. The
triangular function comes from the convolution between two square pulses with
pulse width (∆p), representing two electron pulses (see 5.7.4). The best fit of the
curves is found for τemitter = 5.40± 0.33ns and βemitter0.56± 0.01. The difference
between these values and the ones found in the continuous experiment (10.7 ns
and 0.67, respectively) is attributed to the inhomogeneity of the sample, which re-
sults in emission lifetimes that depend on sample position (see Supporting Infor-
mation, 5.7.8). The discrepancy could also come from the fact that at 10 keV we
might be probing deeper QWs, which can exhibit different lifetimes. The curve at
the lowest number of electrons per pulse (8 e−/pulse) exhibits the highest ampli-
tude (g (2)(0) = 4.1). In this case, the pulse width (6 ns) is comparable to the emitter
lifetime, and thus no clear distinction between the bunching (Ap

b ) and uncorre-

lated (Ap
uncorr,0) curves can be observed. Instead, the g (2)(τ) curve for long pulses

show a small sharp peak, corresponding to the bunching peak, on top of a broader
background, as can be observed in the curve corresponding to ∆p = 500ns (637
electrons per pulse). The full shape of the uncorrelated peak can be observed in the
right inset of Figure 5.3a, showing the peak around delay 0 and the first consecutive
peak (τ1 = 1/F ).

The value of g (2)(0)− 1 as a function of the number of electrons per pulse is
shown in Figure 5.3b, which has been derived from the fits in Fig. 5.3a. We observe
that the bunching decreases with increasing number of electrons per pulse, as ex-
pected, but, contrary to what we observed in the continuous case, the data does
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Figure 5.3: g (2)(τ) measurements with a ns-pulsed electron beam. (a) g (2)(τ) experiments obtained by
changing the electron pulse width ∆p, which leads to a change in the number of electrons per pulse. In
this case the electron energy is 8 keV. The points represent the data and the solid lines the fit. Insets:
(left) schematic of the beam blanking configuration, (right) example of a g (2)(τ) measurement shown for
a wider delay time range, thus showing the full peak at τ= 0 and the consecutive peak at τ= 1/F , where
F is the repetition rate. (b) Experimental results of g (2)(0)−1 vs number of electrons per pulse, obtained
from the fits of the curves in (a). The black solid line corresponds to the best fit obtained using Eq. 5.10,
which yields an excitation efficiency of γ= 0.05. The error bars are derived from the uncertainty in the
current measurement (horizontal) and fitting procedure (vertical).
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not exhibit a linear trend (on the log-log plot). This is due to the fact that in this
comparison we are changing αconv in each measurement. For a fixed beam cur-
rent, large pulse widths correspond to a higher number of electrons per pulse. So,
while we expect decreasing value of g (2)(0) with electrons per pulse, the factorαconv

also becomes larger, thus effectively increasing g (2)(0). The model, which accounts
for this effect, shows a good agreement with the data. We can therefore extract an
excitation efficiency of γ = 0.05. The fact that a lower γ is found here compared
to the continuous case is fully consistent with the fact that the pulsed experiments
were performed with an electron energy of 8 keV instead of 10 keV. At this lower
electron energy, most bulk plasmons are generated in the top GaN layer, resulting
in fewer excitations close to the quantum wells. The spectrum of the QWs and the
Monte Carlo simulations of the electron beam trajectory at 8 keV is provided in the
Supporting Information (section 5.7.7). Additionally, we can derive the excitation
efficiency using Eq. 5.10 by simply dividing the area of the bunching peak by the
area of any other peak, from which we obtain γ= 0.06, which is in good agreement
with the value found using the fitting procedure.

5.5. ULTRASHORT PULSES

An extreme case of the model for pulsed g (2)(τ) measurements is when we have
ultrashort electron pulses, that is, in the picosecond regime. In this case, the elec-
tron pulse width is very small compared to the emitter lifetime, and thus the factor
accounting for the convolution of both becomes αconv = αb . Then, Eq. 5.9 can be
further simplified to

g (2)
ultrashort(0) = 1+ b +1

ne b
= Ap

0

Ap
uncorr,i

, (5.12)

where the only remaining parameters are the number of interacting bulk plasmons
per electron, which can be also described in terms of excitation efficiency (γ), and
the average number of electrons per pulse ne . In this case the shape of the bunching
peak, and thus, the emitter lifetime, do not contribute to the amplitude of g (2)(0).
Moreover, g (2)(0) now can be directly obtained from the ratio between the areas
of the different peaks, similar to Eq. 5.10. Hence, when analyzing an experiment,
we can simply sum all the counts from each of these two peaks (at τ = 0 and τi =
i /F, i = ±1,±2, . . . ) and divide them to directly obtain the value of g (2)(0). In this
way, the analysis to retrieve the excitation efficiency from g (2)(τ) measurements
becomes even simpler. We should also notice that ultrashort pulses are typically
achieved by changing the emission statistics of the electron. For example, in the
case of photoemission of electron pulses, as in the experiments shown below, the
emission of pulses is determined by laser excitation of the electron cathode, instead
of conventional thermionic or Schottky emission. Our derivation of g (2)(0) is gen-
eral and does not assume any particular emission statistics for the electron beam.
In the Supporting Information (section 5.7.3) we show a complementary derivation
for electron pulses obtained with photoemission.
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Figure 5.4: g (2)(τ) measurements with ultrashort (ps) electron pulses. (a) g (2)(τ) experiments obtained
by changing number of electrons per pulse, with electron energy of 10 keV. The experimental data is
represented by points, while the solid lines are the fits obtained by solving Eq. 5.7 (with yemitter(τ)
being a stretched exponential). Insets: (left) schematic of the photoemission setup, (right) zoom-out of
a g (2)(τ) measurement, showing that the shape of the uncorrelated peaks (in this case, τ= 1/F = 200ns)
is now determined only by the emitter decay. (b) g (2)(0)−1 vs number of electrons per pulse, obtained
by dividing the area of the bunching peak by the area of any other peak, as discussed in Eq. 5.12. The
black solid line corresponds to the best fit obtained using Eq. 5.12, which yields an excitation efficiency
of γ= 0.13.
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Figure 5.4a shows a selection of g (2)(τ) measurements performed using ultra-
short pulses (∼ 1ps), obtained by focusing a fs laser into the electron cathode at a
repetition rate of 5.04 MHz [72] (see chapter 2). We chose the conditions for which
a larger number of electrons per pulse can be achieved (up to 490 in this case) at
the expense of spatial resolution [49] (chapter 2). This regime allows us to reach
the highest possible electron cascade density, as will be discussed below. The ex-
periments were performed with an electron energy of 10 keV. The figure shows the
0-delay peak for a changing number of electrons per pulse. We observe that with
an average of 1 electron per pulse we obtain g (2)(0) = 7.25. The right inset in Fig-
ure 5.4a shows a measurement including also the first uncorrelated peak, centered
at τ = 198ns. We observe that now both the peaks at τ = 0 and at τ = 1/F have
the same shape, determined by the emitter decay. The solid lines again represent
the curves obtained by fitting with Eq. 5.7, given that the emitter decay follows a
stretched exponential. The best fit is obtained for τemitter = 5.84± 0.07ns ns and
βemitter = 0.751± 0.004. Figure 5.4b shows the value of g (2)(0)− 1 as a function of
the number of electrons per pulse, together with the fit using Eq. 5.12. Here, the
data points have been obtained by simply dividing the areas of the bunching peak
by the height of peaks at τi = i /F . The horizontal error bars represent the uncer-
tainty in current measurement in pulsed, partially due to instability in the power
of the laser that excites the tip. The vertical error bars are obtained from the analy-
sis of areas below the peaks. We also correct for the fact that the number of events
decreases at long delays due to an experimental artifact (see 5.7.5). We observe
that the data follows the trend predicted by Eq. 5.12, yielding the best fit for the
model for γ = 0.130± 0.001, which is in agreement with the excitation efficiency
found in the experiments in continuous mode, in which the same electron energy
was used. This confirms the feasibility of using the g (2)(τ) analysis with ultrashort
electron pulses to obtain the excitation efficiency, thus enabling many applications
of g (2)(τ) spectroscopy in ultrafast electron microscopy.

Even though the data show a linear trend as in the continuous case, we should
note that the electron excitation is very different between the continuous and pulsed
cases. In ultrafast pulsed mode, we are exciting the sample with a large number of
electrons within a very short time (ps), while in the continuous or beam-blanked
cases the average time between two consecutive electrons was never smaller than
hundreds of ps (600 ps at 260 pA). We expect that bulk plasmons decay within the
first tens of fs after electron excitation, initially creating hot carriers. The thermal-
ization of these carriers typically occurs within tens of ps [207]. Therefore, in the
ps-pulsed g (2)(τ) experiment up to 490 electrons in each pulse excite the sample
within the carrier thermalization time, and in a relatively small area. This raises the
question whether we are inducing any nonlinear interaction between carriers due,
such as Auger recombination, to high carrier concentrations.

Previous work on InGaN/GaN quantum wells under optical excitation showed
that a high excitation fluence leads to a decrease in efficiency, typically referred to
as "efficiency droop" [241]. Even though the origin of this effect is still under dis-
cussion, some works attributed this efficiency droop to Auger recombination due to
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Figure 5.5: (a) Spectra of the QWs obtained when exciting with ultrashort electron pulses, containing
from 1.4 (orange) up to 120 (black) electrons per pulse on average (10 keV). Inset: integrated signal of
the QW emission as a function of the number of electrons per pulse. The dashed line corresponds to a
linear fit. (b) 2D map of the estimated maximum carrier density in the sample obtained after excitation
of 490 electrons with an energy of 10 keV.

locally-induced high carrier densities [241]. Nevertheless, the trend of g (2)(0) with
the number of electrons per pulse exhibits a clear power law, as expected from the
g (2)(τ) model, which neglects nonlinear effects. These results suggest that nonlin-
ear interactions between carriers do not play a significant role in this case, even at
the highest number of electrons per pulse. This further suggests that the induced
carrier densities are lower than the threshold for Auger recombination to occur.

To further elucidate this absence of nonlinear effects, Figure 5.5a shows CL
spectra of the QWs obtained at different number of electrons per pulse. The in-
tegrated area below the curve (in the 410-490 nm spectral range) as a function of
the number of electrons per pulse is plotted in the inset of Figure 5a. We observe a
clear linear trend with increasing number of electrons per pulse. Figure 5.5b shows
the calculated maximum carrier density for a 10 keV electron beam containing 490
electrons. Here we have assumed a radius of the electron beam of 200 nm, corre-
sponding to the expected spatial resolution obtained under our pulsed conditions,
calculated using the Fourier transform method explained in ref. [49]. We use the
Casino software [1] to estimate the number of inelastic collisions of the electron
with the sample. We assume that each collision corresponds to the generation of
a bulk plasmon and generates 3 electron/hole pairs [28, 242]. We observe that the
highest carrier density is in the order of 6×1017 cm−3. Previous works based on op-
tical excitation of InGaN show that Auger processes only become dominant for car-
rier densities larger than 1×1018 cm−3 [243, 244]. Therefore, the electron-induced
carrier density is below that which would create nonlinear effects. Moreover, we
expect the initial spatial distribution of carriers to be relatively localized in space
after electron excitation, implying that diffusion of carriers plays a larger role than
in optical experiments, in which the spot size is typically larger, as it is limited by
diffraction. We note that this is the largest number of electrons per pulse that we
can obtain in our system at 10 keV. Other pulsed conditions lead to better spatial
resolution and hence more confined electron cascades, but at much lower num-
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ber of electrons per pulse (less than tens of electrons per pulse) (chapter 2). Other
works have shown a spatial resolution in the nm range, but in the regime of few
electrons per pulse, and thus small electron density [79, 90].

5.6. CONCLUSIONS

In conclusion, we have presented a full description of g (2)(τ) autocorrelation mea-
surements in incoherent cathodoluminescence spectroscopy for different electron
beam configurations. We have developed a fully analytical model to explain the
amplitude of bunching (g (2)(0)) as a function of electron beam current (or num-
ber of electrons per pulse), electron excitation efficiency, emitter lifetime and pulse
duration, in the case of pulsed electron beams. The model highlights the inverse
dependence of the bunching contribution to g (2)(τ) as a function of electron beam
current or number of electrons per pulse. Moreover, by acquiring a g (2)(τ) curve at
a known electron beam current we can directly extract the electron excitation effi-
ciency by using a simple equation, and the curve can be fitted to obtain the emitter
lifetime. This is a major step forward compared to the previous method in which
Monte Carlo simulations were needed, given the simplicity of the analysis using our
model.

In particular, we show that for a pulsed electron beam, the excitation efficiency
can be obtained by simply dividing the areas of the peak at 0 delay by that of any
other peak, without the need of fitting the data. The model is generic and indepen-
dent of the sample under study and prior knowledge of the sample geometry. In
order to test the model with experiments, we have studied InGaN/GaN quantum
well samples, in which we find an excitation efficiency of 0.13 for 10 keV electrons
and 0.05 in the case of 8 keV electrons. Furthermore, we have presented 10 keV
CL measurement using ultrashort (ps) electron pulses, with the average number of
electrons ranging from less than 1 to ∼ 500. The measurements of g (2)(0) as a func-
tion of the number of electrons per pulse exhibit the same trend as predicted by the
analytical model, suggesting that nonlinear carrier interactions do not play a role,
even at a high number of electrons per pulse. We model the induced carrier den-
sity in the QW sample and show that it remains lower than typical values for which
nonlinear effects in optical excitation are observed. We foresee that the analytical
model will make g (2)(τ) measurements and analysis more accessible, thus allowing
to get deeper insights into the fundamentals of electron-matter interaction. More-
over, the g (2)(τ) experiments with ultrashort pulses pave the way to study photon
statistics with dense electron cascades in a wide range of materials.

5.7. SUPPORTING INFORMATION

5.7.1. COMPARISON TO MONTE CARLO SIMULATIONS

Previous g (2)(τ) measurements in cathodoluminescence (CL) have been modeled
using Monte Carlo (MC) simulations. Here we demonstrate the accuracy of our
analytical model by comparing g (2)(0) results obtained with our analytical model
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to those produced by MC simulations. The comparison is performed for the three
different electron beam configurations (continuous, pulsed with beam blanker and
pulsed through photoemission). In all cases, the following steps were considered
after the arrival of an electron to the sample:

1. Creation of bi bulk plasmons, according to a Poisson distribution with expec-
tation value b.

2. Decay of each plasmon into mi electron-hole pairs, described with a Poisson
distribution with expectation value m.

3. Excitation of a quantum well by an electron-hole pair with probability η.

4. Emission of a photon, following a given decay mechanism.

The MC simulations with a continuous electron beam have been performed
using the same code as in refs. [39, 41, 42]. The code was adapted to represent
the blanker experiment, in which only part of the initial continuous beam reaches
the sample, thus generating (relatively long) electron pulses. In the MC simulations
for the blanker case the current in continuous mode and the repetition rate were
set to 20 pA and 1 MHz, respectively, and the pulse width was varied from 8 up to
500 ns, similar to the experiments. We also adapted the initial MC code to simulate
electron pulses generated by photoemission. In this case, no continuous electron
beam is initially generated, but instead we directly create pulses containing a cer-
tain number of electrons per pulse, given by a Poisson distribution with expectation
value ne . The pulse width is assumed to be Gaussian, withσ= 1ps. The exact value
of the pulse width is not critical, given that it is much shorter than the emitter life-
time τemitter. The MC simulations with photoemission were performed assuming a
repetition rate of F = 5.04MHz. In all cases, the results from the simulations have
been analyzed using the same procedure as for the experimental data.

Figure 5.6 shows the values of g (2)(0)−1 obtained from the MC simulations us-
ing a continuous electron beam (a), and a pulsed electron beam generated by beam
blanking (b) and photoemission (c). In the three cases we show g (2)(0)−1 as a func-
tion of electron beam current (a) and number of electrons per pulse (b, c). In all
cases we consider an exponential decay for the emitter, with lifetime τemitter = 12ns
and an average number of b = 0.2 bulk plasmons per electron that interact with the
quantum wells, corresponding to an excitation efficiency of γ = 0.18. We also as-
sume m = 1 and η = 1, even though it has already been shown that these param-
eters do not play a role in the final result of the MC simulation [41]. In this work
we explain this fact by showing that m and η cancel out in the development of the
analytical model. The time step in the simulations was set to 512 ps, the same as in
our experiments.

Figure 5.6 also shows the results of our analytical model, in which we used the
same parameters as in the MC simulations. We should note that here no fitting is
needed, given that we just fix all the parameters (including b). The results show a
very good agreement between the MC simulations and the analytical model.
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Figure 5.6: Monte Carlo simulations of g (2)(0) amplitude vs. electron beam current or number of elec-
trons per pulse, together with the results from the analytical model. (a) Continuous electron beam, (b)
electron beam pulsed using the beam blanking technique and (c) pulsed electron beam generated by
photoemission.

5.7.2. ANALYTICAL MODEL - CONTINUOUS ELECTRON BEAM

A g (2)(τ) experiment measures the photon statistics of a given emitter or source,
and it is therefore based on random processes: the emission of a photon is stochas-
tic, following a certain probability distribution (for example, an exponential decay).
Moreover, in typical experimental setups (such as the HBT experiment), the emit-
ted photons are split randomly towards the two detectors, with a 50 % probability
of being detected by each detector [140]. The measurement is based on collect-
ing enough statistics such that it can accurately represent the chances of having a
correlation at a given delay compared to any other. It is therefore not possible to
predict exactly how many photons will correlate with photons from the same elec-
tron (thus leading to bunching), and how many with photons from other electrons
(uncorrelated events). Instead, we can calculate how likely it is that one scenario
happens with respect to the other one. Hence, our analytical model is based on cal-
culating the average number of combinations of correlations that lead to bunch-
ing (Ab) compared to the average number of combinations that lead to uncorre-
lated events (photons coming from different electrons, or pulses, in the pulsed case,
Auncorr).

We start from Eq. 5.2 of the main text, in which:

g (2)
cont(0) = 1+ Ac

b

Ac
uncorr

(2B +1)tB

2αb
, (5.13)

where Ac
b contains the mean number of combinations of correlations between pho-

tons from the same electron (i.e., giving bunching), Ac
uncorr is the mean number of

combinations of correlations between photons from different electrons (uncorre-
lated), B is the total number of bins during the acquisition time T , tB is the bin size
and αb is the shape factor of the bunching peak, defined as the ratio between the
area and height of the peak. Hence, we now need to calculate Ac

b and Ac
uncorr.
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CORRELATIONS BETWEEN PHOTONS FROM THE SAME ELECTRON (Ac
b , BUNCHING PEAK)

We consider that when one electron interacts with an emitter (semiconductor, quan-
tum wells, atomic defect, etc), a certain number of photons k will be emitted, each
of them with a certain arrival time tk . We should note that this value k is not fixed,
but will be different for each electron, given the stochastic nature of all the pro-
cesses (creation of bulk plasmon, decay into electron-hole pairs, radiative decay of
emitter). We want to count the number of combinations of pair-correlation events
between photons from the same electron. We define one correlation as the detec-
tion of a pair of photons, thus we need to take subsets of 2 from k photons, each
photon with a fixed arrival time. Moreover, the order matters, given that this will
determine whether the measured delay between photons is positive or negative,
and there are no repetitions, i.e., a photon cannot correlate with itself. This is a
common problem in combinatorics [245], sometimes referred to as variation with-
out repetition, from which we extract that the number of possible combinations
is

Ak =
(

k

2

)
= k(k −1) . (5.14)

Next, we want to relate Ak to physical variables, i.e., expected value of number
of bulk plasmons per electron (b), expected value of number electron-hole pairs
created per plasmon (m) and radiative decay efficiency (η). We will follow steps 1-3
described in the main text (section 5.3), starting from step 3 and building up.

3 Given mi electron-hole pairs, each of them with a probability η of exciting a
QW that emits a photon, the expected value of the number of possible com-
binations of correlations of photons becomes

A3 =
mi∑

k=0
Ak Bin(k;mi ,η) =

=
mi∑

k=0
k(k −1)

mi !

k !(mi −k)!
ηk (1−η)mi−k =

= η2mi (mi −1) .

(5.15)

2 Each bulk plasmon will create mi electron-hole pairs, described with a Pois-

son distribution with expected value m
(
Poiss(mi ;m) = e−m mmi

mi !

)
. Hence, we

need to account for all the possible values of mi , weighted by their probabil-
ity. The expected value of the number of possible combinations correlations
of photons produced by one bulk plasmon is then

A2,bi=1 =
∞∑

mi=0
A3Poiss(mi ;m) =

=
∞∑

mi=0
η2mi (mi −1)

e−mmmi

mi !
=

= m2η2 .

(5.16)
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If an electron creates more than one bulk plasmon, each of these plasmons
will decay into a certain amount of electron-hole pairs, with likelihood given
by a Poisson distribution with expectation value m, as already described.
Thus, we need to account for all the possible combinations of correlations
of photons produced by an arbitrary number bi of bulk plasmons. We start
with the case of two bulk plasmons, in which the expected value of the num-
ber of possible combinations of correlations of photons (the correlations can
be from photons from the same or different plasmon) becomes

A2,bi=2 =
∞∑

m1=0

∞∑
m2=0

η2(m1 +m2)(m1 +m2 −1)Poiss(m1;m)Poiss(m2;m) =

= 4m2η2 .
(5.17)

It can be shown by induction (see below) that in the general case of bi bulk
plasmons, which produce photons that can correlate with other photons from
the same plasmon or a different plasmon, the expectation value of the num-
ber of possible combinations of correlations is

A2,bi = b2
i m2η2 . (5.18)

1 Finally, the number of bulk plasmons produced by a single electron also fol-
lows a Poisson distribution with expected value b (Poiss(bi ;b)). Therefore,
averaging again over all possible values of bi , we obtain that the average num-
ber of possible combinations of correlations produced by one electron is

A1 =
∞∑

bi=0
b2

i m2η2Poiss(bi ;b) = bm2η2(b +1) . (5.19)

In the case of n electrons, the mean number of possible combinations of correla-
tions between photons from the same electron becomes:

Ac
b = n A1 = nbm2η2(b +1) . (5.20)

CORRELATIONS BETWEEN PHOTONS FROM DIFFERENT ELECTRONS (Ac
1)

Next, we need to calculate the number of possible combinations of correlations
between photons from different electrons. Taking into account the statistical dis-
tributions of each parameter involved in the emission of a photon (bulk plasmons,
carriers, emission efficiency), the average number of photons emitted per electron
is

Nph =
∞∑

bi=0

∞∑
mi=0

mi∑
k=0

kbi Poiss(bi ;b)Poiss(mi ;m)Bin(k;mi ,η) =

= bmη .

(5.21)
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We should note that the result is the same as if we would just consider the expected
values b, m and η given that the number of photons scales linearly with these pa-
rameters. We now need to create pairs between two photons from different elec-
trons. In this case the order is still important. We calculate the average number of
combinations of correlations of photons coming from different electrons as

Ac
uncorr =

[
nbmη

][
(n −1)bmη

]= n(n −1)b2m2η2 . (5.22)

g (2)(0) FOR A CONTINUOUS BEAM

Finally, we can insert Eqs. 5.20 and 5.22 into Eq. 5.13, rewrite n as a function of the
electron current, I = nq

B tb
. Given a typical acquisition time of a g (2)(τ) experiment

of at least 1 min, and bin size of tb = 0.512ns, the total number of bins becomes
B ≈ 1×1011. It is therefore reasonable to take the limit B →∞ to obtain

g (2)
cont(0) = lim

B→∞

1+ (2B +1)tb

2αb

b +1(
I tb B

q −1
)

b

=

= 1+ q

Iαb

b +1

b
.

(5.23)

The last expression can also be expressed in terms of the excitation efficiency γ (Eq.
5.6 in the main text, further explained in section 5.7.2) such that

g (2)
cont(0) = 1+ q

Iαb

log(γ−1)−1

log(γ−1)
. (5.24)

BUNCHING PEAK: DERIVATION OF MEAN NUMBER OF POSSIBLE COMBINATIONS OF

PHOTON CORRELATIONS FROM bi BULK PLASMONS BY INDUCTION

We want to find the expected value for number of combinations of correlations for
an arbitrary number of bulk plasmons. Similar to Eq. 5.17, in the case of j +1 bulk
plasmons, we have

A2,b= j+1 = η2
∞∑

m1=0
...

∞∑
m j =0

∞∑
m j+1=0

(
m̄ +m j+1

)(
m̄ +m j+1 −1

)
Pm̄P j+1 =

= η2
∞∑

m1=0
...

∞∑
m j =0

∞∑
m j+1=0

(
m2

j+1 +m j+1(2m̄ −1)−m̄ +m̄2
)

Pm̄P j+1 ,

(5.25)

where we have defined m̄ = m1 + ...+m j and Pm̄ is the product of Poisson distribu-

tions, i.e., Pm̄ = Poiss(m1;m)...Poiss(m j ;m) = ∏ j
i=1

e−m mi

i ! . Eq. 5.25 can be further
developed into

A2,b= j+1 = η2

[
m(m +1)+2 j m2 −m − j m +

∞∑
m1=0

...
∞∑

m j =0
m̄2Pm̄

]
. (5.26)

Therefore, we need to find an analytical expression for the last term in Eq. 5.26. We
assume that ∞∑

m1=0
...

∞∑
m j =0

m̄2Pm̄ = j m( j m +1) , (5.27)
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which we will prove by induction. In the case of j = 1,

∞∑
m1=0

m2
1P(m1;m) = m(m +1) . (5.28)

Assuming that Eq. 5.27 is true, we need to prove that in the case of j +1 bulk plas-
mons, it becomes ( j +1)m[( j +1)m]. Hence

∞∑
m1=0

...
∞∑

m j =0

∞∑
m j+1=0

(
m̄ +m j+1

)2 Pm̄P j+1 =

=
∞∑

m1=0
...

∞∑
m j =0

∞∑
m j+1=0

(
m̄2 +2m̄m j+1 +m2

j+1

)
Pm̄P j+1 =

= j m( j m +1)+2 j m2 +m(m +1) =
= ( j +1)m

[
( j +1)m

]
.

(5.29)

Finally, inserting Eq. 5.27 into Eq. 5.26, we obtain

A2,b= j+1 = ( j +1)2m2η2 . (5.30)

OBTAINING THE EXCITATION EFFICIENCY (γ)

For each electron, the probability of interacting, i.e., creating at least one plasmon
that can excite the quantum wells, or any other emitter, is

Pint = 1−Poiss(0;b) = 1−e−b , (5.31)

where b is the average number of bulk plasmons generated per electron (around
the emitter). We define γ as the fraction of electrons that create at least one bulk
plasmon near the emitter. Given a certain number of electrons ntotal, from which
ninteracting interact with the emitter, γ becomes

γ= ninteracting

ntotal
= ntotalPint

ntotal
= 1−e−b . (5.32)

NUMBER OF CORRELATIONS AT LONG DELAYS

We consider that electrons interact with the sample during a certain (square) time
window T = B tb , where B is the total number of bins and tB is the bin size. The dis-
tribution of the electrons in time can be represented as a uniform random distribu-
tion. The number of possible correlations between photons coming from different
electrons as a function of delay τ exhibits a triangular shape, with base correspond-
ing to 2T . This shape results from the convolution of two squared signals with width
T . Thus, in the model, the total number of correlations are spread within an area
corresponding to a triangle, with base (2B +1)tb and height h1. Figure 5.7 shows an
example of this effect. In the experiments, the typical acquisition time (at least sec-
onds) is much larger than the time window within which we acquire correlations
(30µs in our case for tb = 0.512ps), and thus this effect becomes negligible in the
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Figure 5.7: Theoretical shape of the number of possible correlations as a function of delay τ between
photons emitted after the exposure of the sample to an electron beam during a time T . Here, T = 10µs.
The observed triangular shape results from the convolution of two square pulses with base T . The inset
shows the curve at small delay, in which the triangular background is not observed.

narrow time window in which we analyze the data, i.e., we only see the very top of
the triangle. However, in the case of a pulsed electron beam, the time window cor-
responds to the pulse width ∆p. The correlations between photons from the same
or different pulses then exhibit a triangular shape, with base 2∆p, as a function of
τ. This is the shape that we observe in our g (2)(τ) measurements with the blanker
(inset of Fig. 5.3, main text).

CALCULATION OF α0 . DISCUSSION DISCRETE/CONTINUOUS

A key parameter in our analytical model is the relation between the height and the
area of the bunching peak, αb (shape factor). Given a known decay function of
the bunching peak, the shape factor can typically be easily calculated. In the case
of a simple exponential we obtain αb = 2τb , while for stretched exponential the

shape factor becomes αb = 2 τ
βΓ

(
1
β

)
. Nevertheless, g (2)(τ) measurements are dis-

crete, and thus these expressions for αb are only valid if the bin size tbin is much
smaller than the typical decay time, such that we can assume an almost continuous
function. Otherwise, the discretized nature of the measurement should be taken
into account. For example, the generalized expression for αbunching in the case of

an exponential decay with arbitrary bin size is αb = 2tb

1−e−tb /τb
, which becomes 2τb

when tb ¿ τb .

5.7.3. ANALYTICAL MODEL - PULSED ELECRON BEAM

In the case of a pulsed electron beam we need to adapt the definition of g (2)(0)
given in Eq. 5.1 of the main text. Here, we need to normalize the height at τ = 0,
with respect to the height of any other peak, Hi , which represents the uncorrelated
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events. Hence

g (2)
pulsed(0) = H(0)

Hi (i 6= 0)
. (5.33)

H(0) is the height of the peak at τ = 0. This peak will contain two contributions:
correlations between photons from the same electron (with mean number of possi-
ble combinations Ap

b ) and between photons from different electron but same pulse

(Ap
uncorr,0). As discussed in main text, the first contribution will be distributed over

a temporal shape (with height hp
b and area Ap

b ) determined by the emitter decay,

through Eq. 5.7. Hence, the ratio between the area and the height is: hp
b = αb Ap

b ,
similar to the bunching contribution in the continuous case. In contrast, the tem-
poral distribution of the correlations between photons from different electrons but
same pulse (second contribution of τ= 0 peak) depends not only on the emitter de-
cay but also the shape of the electron pulse. Hence, the shape of this contribution
is given by the convolution of two electron pulses, convoluted also with the emitter
decay (see 5.7.4). We define the ratio between the area (Ap

uncorr,0) and the height

(hp
uncorr,0) of this part as: Auncorr,0 =αconvhp

uncorr,0.

huncorr,i (i 6= 0) is the height of any peak at τ 6= 0, i.e., containing correlations be-
tween photons from consecutive pulses (i =±1), from every second pulse (i =±2)
and so on. The shape of any of these peaks is also determined by the electron pulse
shape and emitter decay, hence we can define: Auncorr,i = αconvhp

uncorr,i . Ap
uncorr,i

contains the possible correlations between photons from different pulses.

Taking the previous definitions into account, we can rewrite Eq. 5.33 as

g (2)
pulsed(0) =

hp
b +hp

uncorr,0

hp
uncorr,i

=
αconv Ap

b +αb Auncorr,0

αb Auncorr,i
. (5.34)

CORRELATIONS BETWEEN PHOTONS FROM THE SAME PULSE

Correlations between photons from the same electron (Ap
b )

The mean number of possible combinations of correlations between photons
from the same electron, i.e., leading to bunching, is given in Eq. 5.19, which we have
to multiply by the number of electrons per pulse and the total number of pulses (r )

Ap
b = r b(b +1)m2η2

∞∑
ni=0

ni Poiss(ni ;ne ) = r ne b(b +1)m2η2 . (5.35)

Here we have assumed that the number of electrons per pulse ni follows a Pois-
son distribution with expected value ne . This will be the case in most experiments,
such as in the beam blanker and photoemission of electron pulses described in the
main text. However, we would obtain the same result if we consider the number of
electrons per pulse fixed, given that Ap

b scales linearly with ni .

Correlations between photons from different electrons within the same pulse (Ap
uncorr,0)

Given the average number of emitted photons per electron Nph (Eq. 5.21), the
number of combinations of correlations between photons from the same pulse, but
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different electron, becomes

Ap
uncorr,0 = b2m2η2

∞∑
ni=0

ni (ni −1)Poiss(ni ;ne ) = r n2
e b2m2η2 . (5.36)

CORRELATIONS BETWEEN PHOTONS FROM DIFFERENT PULSES (Ap
UNCORR,i )

Following from Eq. 5.21, which gives the average number of photons emitted per
electron, and assuming ni electrons per pulse (Poisson-distributed), the average
number of photons emitted per pulse is

Np = bmη
∞∑

ni=0
ni Poiss(ni ;ne ) = ne bmη . (5.37)

The number of possible correlations between photons from different pulses is there-
fore

Ap
uncorr,r = r (r −1)n2

e b2m2η2 , (5.38)

which is distributed over 2(r − 1) peaks, given that we do not count the peak at
τ= 0, which would contain correlations between photons from the same pulse. We
also need to take into account that the peaks at τi are contained within a triangu-
lar envelope, given that the number of possible correlations decreases as the delay
between pulses increases, as explained in section 5.7.2.

Hence, the area below each peak at τi becomes

Ap
uncorr,i =

2Ap
uncorr,r

2(r −1)
= r n2

e b2m2η2 . (5.39)

g (2)(0) FOR A PULSED ELECTRON BEAM

Finally, inserting Eqs. 5.35, 5.36 and 5.39 into Eq. 5.34 we obtain

g (2)
pulsed(0) = 1+ αconv

αb

b +1

ne b
= 1+ αconv

neαb

log(γ−1)−1

log(γ−1)
. (5.40)

In which again we have used the relation between b and γ given in Eq. 5.6 of the
main text.

ALTERNATIVE CALCULATION OF γ FOR A PULSED ELECTRON BEAM

In the case of a pulsed electron beam, we don’t need to calculate g (2)(0) to retrieve
the excitation efficiency γ, but we can simply divide the sum of Eqs. 5.35 and 5.36
by Eq. 5.39, which results in

Ap
b + Ap

uncorr,0

Ap
uncorr,i

= 1+ b +1

ne b
= 1+ 1− log(1−γ)

ne log(1−γ)
. (5.41)

which corresponds to Eq. 5.10 in the main text. In experiments, this ratio would be
equivalent to dividing the sums of all the counts below the peak at 0 delay with the
sum of the counts below any other peak.
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ALTERNATIVE DERIVATION OF g (2)
PULSED(0) IN PHOTOEMISSION

The previous derivation of g (2)(0) assumes that bunching comes only from corre-
lations between photons from the same electron. However, in the case of electron
pulses obtained by photoemission, several electrons might excite the sample in-
stantaneously (i.e., within a ps timescale, much smaller than the emitter decay). In
this case bunching comes from correlations between photons from the same pulse,
and it doesn’t matter whether they come from the same or different electrons. Here
we show a derivation of g (2)(0) starting from the point that all electrons within a
pulse will create bunching, and show that it results in the same expression as Eq.
5.12 (main text).

We assume that the duration of the electron pulses is much smaller than the
emitter lifetime. Hence, all peaks will have the same shape. In particular, the area
below the bunching peak (peak at τ= 0) is related to its height as: A′

b =αbh′
b . Sim-

ilarly, any other peak τi (i 6= 0) follows the same relation: A′
i = αbh′

i . Eq. 5.34 can
now be written as

g (2)
ultrashort,v2(0) = A′

b

A′
i

. (5.42)

We first calculate the area below the bunching peak, i.e., A′
b . The first steps are

the same as in the continuous case. From Eq. 5.18 we know that given bi bulk
plasmons, the mean number of combinations of correlations is b2

i m2η2. Assuming
that we have ni electrons per pulse, each of them can create a different number of
plasmons bi . The case of ni = 1 is derived in Eq. 5.19. In the case of ni = 2,

Ani=2 =
∞∑

b1=0

∞∑
b2=0

(b1 +b2)2m2η2Poiss(b1;b)Poiss(b2;b) = 2bm2η2(2b +1) . (5.43)

In the general case of ni electrons per pulse, it can be shown (through a similar
demonstration by induction as for A2,bi in section 5.7.2) that

Ani = ni bm2η2(bni +1) . (5.44)

Finally, the number of electrons per pulse is not fixed but follows a Poisson dis-
tribution with expected value ne . Moreover, we need to multiply this by the total
number of pulses exciting the sample during a measurement (r ). Hence, the aver-
age number of combinations of pair-correlations leading to bunching becomes

A′
b = r bm2η2

∞∑
ni=0

ni (bni +1)Poiss(ni ;ne ) = r ne bm2η2(ne b +b +1) . (5.45)

The area below each peak i , containing the number of combinations of pair-correlations
between photons from different pulses (consecutive pulses, every second pulse,
etc) was already calculated in Eq. 5.39. Hence,

A′
i = Ap

uncorr,i =
2Ap

uncorr,r

2(r −1)
= r n2

e b2m2η2 . (5.46)
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Inserting Eqs. 5.45 and 5.46 into Eq. 5.42 yields

g (2)
ultrashort,v2(0) = 1+ b +1

ne b
, (5.47)

which is the same as g (2)
ultrashort,v2(0) given in Eq. 5.12 of the main text, which was

obtained by setting αconv =αb in Eq. 5.9.

5.7.4. FULL DESCRIPTION OF g (2)(τ)
In the previous sections we have derived the value of g (2)(0), but we have not dis-
cussed yet the full shape of the autocorrelation function as a function of delay (i.e.,
g (2)(τ)). In the continuous case, the shape of g (2)(τ) only depends on the bunching
peak, while in pulsed experiments g (2)(τ) depends also on the temporal shape of
the electron pulses, as will be seen below.

SHAPE OF THE BUNCHING PEAK

Given a certain function y(t ), the result of its autocorrelation is [140]

h(τ) =
∫ ∞

−∞
y(t )y(t +τ)d t = y(−τ)∗ y(τ) . (5.48)

In the case of the bunching peak in a g (2)(τ) measurement, y(t ) = yemitter(t ) and
h(τ) = ybunching(τ), as given in Eq. 5.7 in the main text.

SHAPE OF UNCORRELATED PEAKS IN A PULSED ELECTRON BEAM

As we have already discussed, a g (2)(τ) measurement in pulse shows peaks centered
at 0-delay and delays τi (i = ±1,±2. . . ) corresponding to the time between pulses.
The peak at τ = 0 has contributions from bunching, which result in a shape deter-
mined by the emitter (as shown in Eq. 5.48 and Eq. 5.7 in the main text), and from
uncorrelated photons, i.e., coming from different electrons. The peaks at τi (i 6= 0)
contain uncorrelated photons, i.e., coming from different pulses. In all cases in
which there are correlations between photons from different electrons, the shape
of the electron pulse also plays a role, together with the emitter decay. The function
defining the probability of emitting a photon coming from a pulsed electron beam,
as a function of time (y(t )), is given by the convolution between the electron pulse
shape (p(t )) and emitter decay (yemitter(t )), i.e.,

y(t ) = p(t )∗ yemitter(t ) (5.49)

Using Eq. 5.48, the correlation between two photons with temporal spread y(t )
becomes

hp
uncorr(τ) = [

p(−τ)∗ yemitter(−τ)
]∗ [

p(τ)∗ yemitter(τ)
]= [

p(τ)∗p(τ)
]∗hb(τ) ,

(5.50)
where in the last step we have used the definition of hb(τ) from Eq. 5.7 in the main
text.
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Figure 5.8: (a) TCSPC measurement on quantum wells, performed using a pulsed electron beam gener-
ated by photoemission (black) together with the corresponding fit with a stretched exponential (green).
The best fit is obtained when τemitter = 11ns and βemitter = 0.73. (b) g (2)(τ) measurement performed
on the same area on the sample and identical conditions as in (a) (black), together with the result from
Eq. 5.48 using the emitter parameters from (a) (red) and a stretched exponential using the emitter pa-
rameters. The model (Eq. 5.48) shows a very good agreement with the data.

COMPARISON TO EXPERIMENTS: STRETCHED EXPONENTIAL DECAY

In order to test the validity of Eq. 5.7 (main text) (same as Eq. 5.48), describing the
shape of the bunching peak, we performed time-correlated single-photon counting
measurements (TCSPC) on the sample. We subsequently acquired a g (2)(τ) mea-
surement with exactly the same conditions. The TCSPC measurements were per-
formed using a pulsed electron beam obtained by photoemission, with the same
conditions as in the g (2)(τ) photoemission experiments (here, ne = 347 electrons/pulse),
and the data is collected in the same way as explained in chapter 3 (section 3.4.3).
In these measurements, a histogram of the arrival time of photons following the
electron pulse is built, and thus they directly show the emission decay. Figure 5.8a
shows the resulting decay trace. We observe that the trace can be best fitted us-
ing a stretched exponential (Eq. 5.8). In this case we find that τemitter = 11ns and
βemitter = 0.73. The histogram obtained in the corresponding g (2)(τ) measurement
is shown in Figure 5.8b. We observe that the bunching peak cannot be properly de-
scribed with a stretched exponential using τemitter andβemitter as parameters (green
curve). Instead, the result of solving numerically Eq. 5.48 with the emitter parame-
ters exhibits a very good agreement with the data (red curve).

The discrepancy between the shape of the g (2)(τ) curve and the actual emitter
decay when the latter follows a stretched exponential could explain the different
lifetimes obtained in ref. [49] when comparing g (2)(τ) and decay trace measure-
ments.

Single and double exponential decays

In most systems, the decay mechanism can be approximated with a single or
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double exponential decay. Solving Eq. 5.48 in those cases yields: ybunching(τ) ∝
eτ/τ1 and ybunching(τ) ∝ eτ/τ1 + eτ/τ2 , for single and double exponential decays, re-
spectively. Therefore, in both cases the decay of the g (2)(τ) function directly gives
the decay of the emitter.

COMPARISON TO EXPERIMENTS: SQUARE ELECTRON PULSE

The experiments using the beam blanker are performed using square electron pul-
ses, with pulse width ∆p determined by the blanking conditions (repetition rate
and duty cycle) (see below, section 5.7.6). Hence, the pulse shape is given by

p(t ) =
{

1 0 ≤ t ≤∆p

0 otherwise
(5.51)

and the emitter decay yemitter(t ) follows a stretched exponential (Eq. 5.8). The
shape of the peaks at τi (i 6= 0) then become (Eq. 5.50)

hp
uncorr(τ) = T (τ)∗ [

yemitter(−τ)∗ yemitter(τ)
]= T (τ)∗hb(τ) , (5.52)

where T (τ) is a triangular function with base ∆p, resulting from the convolution of
p(t ) with p(−t ).

5.7.5. CORRECTION AT LONG DELAYS

In a g (2)(τ) measurement, when the delay is longer than the typical correlation time
(in our case, the emitter lifetime), we expect all events to be uncorrelated, thus
exhibiting a constant amplitude. In the case of a continuous electron beam, this
means that the g (2)(τ) curve is constant for τÀ 0, while in the pulsed case, we still
observe peaks at the delays corresponding to the time between pulses, all of them
with the same amplitude. Nevertheless, this is not typically what we observe in ex-
periments. Figure 5.9 shows the raw data of two g (2)(τ) measurements, in continu-
ous (a) and pulsed (b) mode. In both cases we observe that the number of counts
decreases with increasing τ, contrary to what we would expect from the theory. This
is due to an experimental artifact in the Hanbury-Brown and Twiss experiment. In
the experiment, the emitted light is split into two beams with a 50:50 beam split-
ter. Each beam is directed towards one detector, connected to the time correlator.
When one of the detectors receives a photon, the time correlator starts counting
until a photon is received on the second detector. Therefore, having a count at a
certain delay τmeans that the second detector does not receive any photon during
the time τ. This becomes very unlikely with increasing τ, thus producing the effect
observed in the figure.

One way to avoid this artifact is by having a very low count rate on each detector,
such that the probability of having two (uncorrelated) photons emitted within a
time smaller than τ becomes very low. Nevertheless, this can result in very long
acquisition times (in the order of hours) or low signal-to-noise ratios. In our case,
we decided to keep the number of counts relatively high (typically 1×104 counts/s)
and correct for this artifact during the data analysis. We observe that the evolution
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Figure 5.9: Raw data from a g (2)(τ) experiment with a (a) continuous and (b) pulsed (by photoemission)
electron beam. The data show that the number of counts decrease for long delays due to an experimen-
tal artifact in the HBT experiment. The green and red curves show the fits using an exponential decay to
account for this artifact. The obtained average decays are τlong = 31 and 769µs for (a) and (b), respec-
tively. The insets show a zoom in for small delays, in which this artifact is not visible.

of the signal over τ due to this artifact follows an exponential decay, with average
decay τlong. The fits obtained when applying this decay are shown in Figure 5.9,
for which we obtained τlong = 31 and 769µs, respectively. This procedure is valid as
long as τlong is much larger than the bunching decay and pulse width, in the case
of a pulsed electron beam. Otherwise, artifacts due to this effect would also affect
the value of g (2)(0).

5.7.6. EXPERIMENTAL DETAILS

All measurements are performed while focusing the electron beam on a single spot
on the sample. The electron current is measured by collecting the beam current
through a Faraday cup and reading it with a picoammeter.

BEAM BLANKER

The experiments using a beam blanker are performed using the same microscope
as in ref. [49]. In our case, a 400µm aperture is placed right below the pole piece.
The distance between the blanking plates is kept to 2 mm for all experiments. In
contrast to previous work, here we apply a square signal on one of the blanking
plates, with peak-to-peak amplitude of 5 V and offset 2.5 V. The other plate is grounded.
This results in a square electron pulse, with pulse width determined by the duty cy-
cle D and repetition rate F , i.e., ∆p = (1 − D)/F . In order to confirm the shape
of the electron pulse, we performed decay trace measurements on the QWs while
blanking the beam. Figure 5.10 shows two examples of traces, both obtained using
D = 0.6 and repetition rate F = 0.5 and 6 MHz, respectively. We fitted the data using
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Figure 5.10: Decay traces on the QWs obtained using an electron beam blanker, with repetition rate (a)
0.5 and (b) 6 MHz. The fits are obtained using Eq. 5.53, showing that the electron pulses can be described
as a square pulse with pulse width of 796 and 62 ns, for (a) and (b) respectively.

the following equation

f (t ) =


B t ≤ t0

A

(
1−e−

(t−t0)β

τ

)
+B t0 ≤ t ≤ t1

Ae−
(t−t1)β

τ +B t > t1 ,

(5.53)

where τ = 8.6ns and β = 0.63 are the parameters describing the QW radiative de-
cay, A is the amplitude of the signal and B is the background signal. The pulse width
can be obtained from∆p = t1−t0. In the experiments we obtain pulse widths of 796
and 62 ns, for Figure 5.10(a) and (b) respectively, which are very close to the theo-
retical values at these conditions (800 and 66 ns, respectively). These experiments
were performed using an electron energy of 10 keV, but we do not expect significant
deviations when changing the electron energy to 8 keV.

Even though the experimental data shows an almost perfect square electron
pulses, small deviations from this can arise when changing parameters, especially
when increasing the duty cycle and repetition rate. In order to account for this, we
measured the electron current in continuous mode Ic (i.e., in blanking conditions
but without any signal driving the blanking plates) and in pulsed Ip (square sig-
nal driving one of the plates). The relation between both magnitudes is given by
Ip = Ic (1−D). Figure 5.11a shows the value of electron current in pulsed Ip mea-
sured at different repetition rates. These measurements were performed at 8 keV
and D = 0.95, with the same blanking conditions as for the g (2)(τ) measurements
using the blanker in the main text. The figure also shows the expected value of
Ip (red curve), given a continuous current of Ic = 213.9pA. We observe that the
measured values are slightly lower than the expected ones, and the discrepancy in-
creases with increasing repetition rate. These measured values of Ip were used to
calculate the number of electrons per pulse in Fig. 5.3 of the main text. The pulse
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Figure 5.11: (a) Electron beam current measured in pulsed conditions using a beam blanker as a func-
tion of repetition rate. The red curve represents the theoretical current that we should obtain given a
continuous current of 213.9 pA, and duty cycle of 0.95. (b) Pulse duration extracted from the experimen-
tal values of electron current in pulsed in (a), together with the theoretical value of the pulse width (red
curve).

duration of the electron beam can also be extracted from these measurements,
given that ∆p = Ip /(Ic F ). Figure 5.11b shows the value of pulse width obtained us-
ing the experimental values of Ip (black dots) compared to the theoretical values,
given by ∆p = (1−D)/F (red curve).

LASER-DRIVEN ELECTRON SOURCE (PHOTOEMISSION)

Ultrashort (ps) pulses are obtained by focusing the 4th harmonic (258 nm) of an
Yb-doped femtosecond laser (λ= 1035nm,250 fs pulses) onto the electron cathode.
The experiments are performed using a Quanta 250 FEG SEM. In order to suppress
continuous emission, the filament current is reduced from 2.35 down to 1.7 A. The
extractor voltage is also lowered from the typical 4550 value down to 650 V. These
settings allow us to achieve a high number of electrons per pulse, at the expense of
lower spatial resolution, as explained in chapter 2.

5.7.7. CATHODOLUMINESCENCE WITH 8 KEV ELECTRONS

Figure 5.12 shows the CL spectrum obtained when exciting the sample with a con-
tinuous 8 keV electron beam, corresponding to the energy used in the experiments
using the beam blanker. Most of the emission comes from the QW emission (410-
490 nm). The inset shows a schematic of the structure of the sample together with
Monte Carlo simulations of the trajectory of an 8 keV electron inside the sample,
performed with the Casino software [1]. Each dot in the plot corresponds to an in-
elastic collision of the primary electron beam with the sample, while the color indi-
cates the energy of the primary electron beam. We observe that barely any electron
reaches the QWs, thus explaining the low excitation efficiency obtained at 8 keV
(γ= 0.05).
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Figure 5.12: CL spectrum obtained after excitation with an 8 keV continuous electron beam (213.5 pA).
Inset: schematic of the InGaN/GaN quantum well stack overlaid with the simulations of the trajectory
of an 8 keV electron inside the sample.
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Figure 5.13: g (2)(τ) measurements obtained with a 10 keV continuous electron beam at three different
spots on the sample. The solid lines are the fits from Eq. 5.48 when y(t ) is a stretched exponential, with
fit parameters τe = τemitter and βe =βemitter.

5.7.8. DEPENDENCE OF QW EMISSION DECAY ON AREA

In the main text we show g (2)(τ) measurements performed using the different elec-
tron beam configurations (continuous, pulsed with blanker and pulsed with pho-
toemission), in each case exhibiting different decay lifetimes (τemitter and βemitter).
Here we prove that the main reason for this discrepancy is the inhomogeneity in
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the sample. Figure 5.13 shows g (2)(τ) measurements performed using a continu-
ous electron beam on different spots on the sample. The curves were obtained at
10 keV with beam currents of 10.6, 14.1 and 34 pA (green, blue and yellow curves,
respectively). Each experimental curve (data points) is accompanied by the corre-
sponding fit (solid lines), obtained by solving numerically Eq. 5.48 when y(t ) is a
stretched exponential. We observe that τemitter strongly depends on the position
of the sample, ranging from 3.7 to 7.3 in these three examples. Instead, βemitter re-
mains in the 0.61-0.64 range.





REFERENCES

[1] D. Drouin, A. R. Couture, D. Joly, X. Tastet, V. Aimez, and R. Gauvin, CASINO
V2.42 - A fast and easy-to-use modeling tool for scanning electron microscopy
and microanalysis users, Scanning 29, 92 (2007).

[2] L. Novotny and B. Hecht, Principles of Nano-Optics (Cambridge University
Press, Cambridge, 2012).

[3] I. I. Smolyaninov, Optical microscopy beyond the diffraction limit, HFSP Jour-
nal 2, 129 (2008).

[4] S. Gigan, Optical microscopy aims deep, Nature Photonics 11, 14 (2017).

[5] P. Hansma, V. Elings, O. Marti, and C. Bracker, Scanning tunneling microscopy
and atomic force microscopy: application to biology and technology, Science
242, 209 (1988).

[6] R. Egerton, Limits to the spatial, energy and momentum resolution of electron
energy-loss spectroscopy, Ultramicroscopy 107, 575 (2007).

[7] E. Ruska, The Development of the Electron Microscope and of Electron Mi-
croscopy(Nobel Lecture), Angewandte Chemie International Edition in En-
glish 26, 595 (1987).

[8] R. F. Egerton, Physical Principles of Electron Microscopy (Springer US, Boston,
MA, 2005) p. 202.

[9] H. Ruska, Die Sichtbarmachung der bakteriophagen Lyse im Übermikroskop,
Die Naturwissenschaften 28, 45 (1940).

[10] H.-W. Ackermann, Ruska H. Visualization of bacteriophage lysis in the hyper-
microscope. Naturwissenschaften1940; 28, Bacteriophage 1, 183 (2011).

[11] D. McMullan, Scanning electron microscopy 1928-1965, Scanning 17, 175
(1994).

[12] A. Bogner, P.-H. Jouneau, G. Thollet, D. Basset, and C. Gauthier, A history of
scanning electron microscopy developments: Towards “wet-STEM” imaging,
Micron 38, 390 (2007).

[13] R. F. Egerton, Electron energy-loss spectroscopy in the TEM, Reports on
Progress in Physics 72, 016502 (2009).

127

http://dx.doi.org/10.1002/sca.20000
http://dx.doi.org/10.1017/CBO9780511794193
http://dx.doi.org/ 10.2976/1.2912559
http://dx.doi.org/ 10.2976/1.2912559
http://dx.doi.org/10.1038/nphoton.2016.257
http://dx.doi.org/ 10.1126/science.3051380
http://dx.doi.org/ 10.1126/science.3051380
http://dx.doi.org/10.1016/j.ultramic.2006.11.005
http://dx.doi.org/10.1002/anie.198705953
http://dx.doi.org/10.1002/anie.198705953
http://dx.doi.org/10.1007/b136495
http://dx.doi.org/10.1007/BF01486931
http://dx.doi.org/10.4161/bact.1.4.17624
http://dx.doi.org/10.1002/sca.4950170309
http://dx.doi.org/10.1002/sca.4950170309
http://dx.doi.org/ 10.1016/j.micron.2006.06.008
http://dx.doi.org/ 10.1088/0034-4885/72/1/016502
http://dx.doi.org/ 10.1088/0034-4885/72/1/016502


128 REFERENCES

[14] M. J. Lagos, A. Trügler, U. Hohenester, and P. E. Batson, Mapping vibrational
surface and bulk modes in a single nanocube, Nature 543, 529 (2017).

[15] O. Krivanek, N. Dellby, J. Hachtel, J.-C. Idrobo, M. Hotz, B. Plotkin-Swing,
N. Bacon, A. Bleloch, G. Corbin, M. Hoffman, C. Meyer, and T. Lovejoy,
Progress in ultrahigh energy resolution EELS, Ultramicroscopy 203, 60 (2019).

[16] T. Arabatzis, Cathode Rays, in Compendium of Quantum Physics (Springer
Berlin Heidelberg, Berlin, Heidelberg, 2009) pp. 89–92.

[17] J. Götze, Application of Cathodoluminescence Microscopy and Spectroscopy in
Geosciences, Microscopy and Microanalysis 18, 1270 (2012).

[18] B. G. Yacobi and D. B. Holt, Cathodoluminescence scanning electron mi-
croscopy of semiconductors, Journal of Applied Physics 59, R1 (1986).

[19] T. Coenen and N. M. Haegel, Cathodoluminescence for the 21st century:
Learning more from light, Applied Physics Reviews 4, 031103 (2017).

[20] W. Steinmann, Experimental Verification of Radiation of Plasma Oscillations
in Thin Silver Films, Physical Review Letters 5, 470 (1960).

[21] N. Yamamoto, K. Araya, and F. J. García de Abajo, Photon emission from sil-
ver particles induced by a high-energy electron beam, Physical Review B 64,
205419 (2001).

[22] E. J. R. Vesseur, R. de Waele, M. Kuttge, and A. Polman, Direct Observation of
Plasmonic Modes in Au Nanowires Using High-Resolution Cathodolumines-
cence Spectroscopy, Nano Letters 7, 2843 (2007).

[23] A. Losquin and T. T. A. Lummen, Electron microscopy methods for space-,
energy-, and time-resolved plasmonics, Frontiers of Physics 12, 127301 (2017).

[24] A. Polman, M. Kociak, and F. J. García de Abajo, Electron-beam spectroscopy
for nanophotonics, Nature Materials 18, 1158 (2019).

[25] F. J. García de Abajo, Optical excitations in electron microscopy, Reviews of
Modern Physics 82, 209 (2010).

[26] B. J. M. Brenny, T. Coenen, and A. Polman, Quantifying coherent and incoher-
ent cathodoluminescence in semiconductors and metals, Journal of Applied
Physics 115, 244307 (2014).

[27] C. A. Klein, Radiation Ionization Energies in Semiconductors: Speculations
about the Role of Plasmons, Journal of the Physical Society of Japan Supp 21,
307 (1966).

[28] A. Rothwarf, Plasmon theory of electron-hole pair production: efficiency of
cathode ray phosphors, Journal of Applied Physics 44, 752 (1973).

http://dx.doi.org/ 10.1038/nature21699
http://dx.doi.org/ 10.1016/j.ultramic.2018.12.006
http://dx.doi.org/10.1007/978-3-540-70626-7_27
http://dx.doi.org/10.1017/S1431927612001122
http://dx.doi.org/10.1063/1.336491
http://dx.doi.org/10.1063/1.4985767
http://dx.doi.org/10.1103/PhysRevLett.5.470
http://dx.doi.org/10.1103/PhysRevB.64.205419
http://dx.doi.org/10.1103/PhysRevB.64.205419
http://dx.doi.org/10.1021/nl071480w
http://dx.doi.org/10.1007/s11467-016-0605-2
http://dx.doi.org/ 10.1038/s41563-019-0409-1
http://dx.doi.org/ 10.1103/RevModPhys.82.209
http://dx.doi.org/ 10.1103/RevModPhys.82.209
http://dx.doi.org/10.1063/1.4885426
http://dx.doi.org/10.1063/1.4885426
http://dx.doi.org/10.1063/1.1662257


REFERENCES 129

[29] M. Kociak and L. Zagonel, Cathodoluminescence in the scanning transmission
electron microscope, Ultramicroscopy 176, 112 (2017).

[30] J. Schefold, S. Meuret, N. Schilder, T. Coenen, H. Agrawal, E. C. Garnett,
and A. Polman, Spatial Resolution of Coherent Cathodoluminescence Super-
Resolution Microscopy, ACS Photonics 6, 1067 (2019).

[31] B. J. Brenny, A. Polman, and F. J. García De Abajo, Femtosecond plasmon and
photon wave packets excited by a high-energy electron on a metal or dielectric
surface, Physical Review B 94, 1 (2016).

[32] T. Coenen, E. J. R. Vesseur, and A. Polman, Angle-resolved cathodolumines-
cence spectroscopy, Applied Physics Letters 99, 143103 (2011).

[33] T. Coenen, Angle-resolved cathodoluminescence nanoscopy, Ph.D. thesis, Uni-
versity of Amsterdam (2014).

[34] S. Mignuzzi, M. Mota, T. Coenen, Y. Li, A. P. Mihai, P. K. Petrov, R. F. M. Oul-
ton, S. A. Maier, and R. Sapienza, Energy–Momentum Cathodoluminescence
Spectroscopy of Dielectric Nanostructures, ACS Photonics 5, 1381 (2018).

[35] T. Coenen and A. Polman, Energy-Momentum Cathodoluminescence Imag-
ing of Anisotropic Directionality in Elliptical Aluminum Plasmonic Bullseye
Antennas, ACS Photonics 6, 573 (2019).

[36] C. I. Osorio, T. Coenen, B. J. M. Brenny, A. Polman, and A. F. Koenderink,
Angle-Resolved Cathodoluminescence Imaging Polarimetry, ACS Photonics 3,
147 (2016).
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SUMMARY

Since their emergence in the 1930s, electron microscopes have become an essential
tool for the study of matter down to the sub-nanometer resolution, several orders
of magnitude beyond that of conventional optical imaging. Nowadays, the capa-
bilities of both transmission (TEM) and scanning (SEM) electron microscopes go
beyond imaging, offering new methods to characterize matter at the nanoscale.
Information such as chemical composition and electrical properties can now be
obtained using either TEM or SEMs. In particular, cathodoluminescence (CL) mi-
croscopy, which analyzes the light emitted by matter after excitation with a high-
energy electron, allows us to study the optical properties of a material with a high
spatial resolution.

In parallel to the development of electron-based analysis techniques, ultrafast
electron microscopy (UEM) has emerged to access to the temporal dimension of
electron-matter interaction, thus enabling the study of ultrafast processes in a ma-
terial at the nanoscale. Moreover, pump-probe techniques inside UEMs have been
developed, which are based on the excitation of a material with both electrons
and light, thus combining high spatial and temporal resolution. Until now, most
electron-based pump-probe schemes have been developed in TEMs, and only a
few pump-probe experiments based on SEMs have been realized. Hence, the full
potential of USEM still needs to be explored. Additionally, the development of UEM
has enabled the control of electron excitation of materials up to the single-electron
regime, thus demanding a deep understanding of the dynamics of electron-matter
interactions.

In this thesis we investigate the processes involved in the interaction of elec-
trons with materials through the analysis of CL emission. In the first part of the
thesis we introduce the design and implementation of pump-probe CL (PP-CL) mi-
croscopy, a new SEM-based technique to study the luminescence after synchronous
excitation of matter with electron and light pulses. In contrast to previous tech-
niques, in which the electron always acts as a probe, here we can use the electron
either as a pump or as a probe, thus allowing us to gain new insights into the dy-
namics of excitation of matter with electrons. In the second part of the thesis, we
apply PP-CL, together with second-order autocorrelation measurements of the CL
emission, to investigate the dynamics of electron-matter interaction.

In Chapter 2, we present the design and characterization of our ultrafast scan-
ning electron microscope (USEM), which is based on a laser-driven Schottky field-
emission gun. We review the fundamentals of continuous and pulsed electron
emission, and the main parameters that regulate each process. We continue by
describing the technical aspects of our USEM, including the alignment procedure
of the fs laser on the electron cathode. We provide a characterization of the pho-
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togenerated electron pulses and discuss the different regimes in which the USEM
can operate, for either high current or good spatial resolution. We present measure-
ments of electron energy spread in a USEM for continuous (∼ 0.72eV) and pulsed
electron emission. In the latter, we find that the lowest energy spread is 0.77 eV
for pulses containing less than one electron, on average, corresponding to an esti-
mated pulse duration on the sample of 416 fs. In the case of ∼ 1000 electrons per
pulse, the energy spread increases to 14.4 eV (6.4 ps) due to Coulomb repulsion be-
tween electrons from the same pulse. Finally, we characterize the spatial resolution
of the USEM for different operating regimes. We obtain a resolution of ∼ 90nm and
discuss the parameters that affect the resolution, as well as possible improvements
to bring it down to the 5−10nm range.

In Chapter 3 we introduce the first pump-probe CL microscope, combining the
generation of ultrafast electron pulses from Chapter 2 with the injection of laser
light into the sample. In the first part of the chapter we discuss the technical as-
pects and different methods to analyze the luminescence of the sample, including
spectroscopic, time-correlated and lock-in measurements. In the second part we
evaluate the differences and similarities between electron and laser excitation of a
semiconductor, which should be considered in PP-CL experiments. We present a
systematic comparison of CL and photoluminescence (PL) measurements on GaAs
and GaN substrates, and discuss the deposited energy density, absorption depth,
spectra, quantum efficiency and carrier dynamics. Finally, we present initial in-
vestigations of PP-CL measurements on Cu2ZnSnS4, in which we observe up to a
∼ 20% enhancement of CL emission in the nanosecond timescale after excitation
of the sample. In this case, the electron is used as a probe to evaluate the changes
in carrier dynamics induced by the laser.

One of the advantages of PP-CL microscopy is that it allows us to use the elec-
tron as a pump, thus providing complementary insights of electron and light ex-
citation. In Chapter 4 we exploit this capability by showing charge-state conver-
sion in diamond nitrogen-vacancy (NV) centers upon 5 keV pulsed electron irra-
diation. NV centers are promising single-photon sources that are present in two
charge states: NV0 and NV−. In particular, centers in the NV− state have received
attention for applications in quantum technology, given their long electron spin
coherence time. While both states can be probed in PL, each with a characteristic
emission spectrum (575nm for NV0, 637nm for NV−), in CL only emission from the
NV0 state is observed. Here we use our PP-CL setup to show that excitation of NV
centers through electron-generated carriers results in the transition of centers from
the NV− to the NV0 state. We develop a rate-equation model based on the exper-
imental data accounting for carrier diffusion (with a characteristic time of 0.8ns),
NV0 spontaneous emission (∼ 20ns) and NV0 → NV− back transfer (500 ms). These
results show new insights into the differences between electron excitation of NV
centers and conventional laser excitation.

In Chapter 5 we continue exploring the fundamental properties of electron-
matter interaction, this time through the investigation of photon correlations of
CL emission. CL measurements of the second-order autocorrelation (g (2)(τ)) func-
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tion exhibit strong photon bunching (g (2)(0) À 1), due to the fact that excitation of
a sample with a single high-energy electron can result in the emission of multiple
photons. Until now, photon bunching in CL was described by means of numerical
(Monte-Carlo) modelling. Here we develop a fully analytical model to describe the
amplitude of bunching (g (2)(0)) as a function of electron beam current (or number
of electrons per pulse), emitter lifetime, electron pulse width (in the case of pulsed
electron beams) and electron excitation probability (γ). The latter is defined as the
probability that an electron creates at least one interaction (bulk plasmon) around
the emitter, and thus provides a way to quantify electron-matter interaction. We
test our model with g (2)(τ) measurements on InGaN/GaN quantum wells, and fur-
ther expand it theoretically and experimentally using pulsed beams generated with
an electrostatic beam blanker (ns pulses) and a laser-driven cathode (ps pulses).
In this particular sample we obtain excitation efficiencies of γ = 0.13 and 0.05 (for
10 and 8 keV electron beams, respectively), and we conclude that excitation with
ultrashort and dense electron pulses (∼ 500 electrons per pulse) does not induce
nonlinear effects in these quantum wells.

Overall, this thesis gives new insights into how high-energy electrons interact
with matter through state of the art cathodoluminescence experiments and theo-
retical analysis. It introduces pump-probe cathodoluminescence (PP-CL) microscopy
as a new method to study material excitation at ultrafast timescales. We envision
that PP-CL can be further exploited to give new insights into key processes in ma-
terials, such as carrier dynamics and defect saturation in semiconductors, includ-
ing photovoltaic materials, reversible phase transformations, and hot-carrier gen-
eration and thermal relaxation in nanostructures. The pump-probe configuration
also enables to perform Raman spectroscopy measurements, in which electron-
induced material excitations can be probed at the ps timescale. Moreover, it in-
spires the development of photon-induced near-field electron microscopy in an
SEM, thus bringing new capabilities to ultrafast SEMs.





SAMENVATTING

Sinds hun opkomst in de jaren dertig van de vorige eeuw zijn elektronenmicrosco-
pen essentieel geworden in het bestuderen van materie met sub-nanometer reso-
lutie, een aantal ordes van grootte beter dan die van conventionele optische beeld-
vorming. Tegenwoordig gaan de mogelijkheden van zowel transmissie- (TEM) als
scanning- (SEM) elektronenmicroscopen verder dan beeldvorming en bieden ze
nieuwe methoden om materie op nanoschaal te karakteriseren. Informatie zoals
chemische samenstelling en elektrische eigenschappen kan nu worden verkregen
met behulp van TEMs en SEMs. In het bijzonder stelt kathodoluminescentiemicro-
scopie (KL) ons in staat om de optische eigenschappen van een materiaal te bestu-
deren met hoge ruimtelijke resolutie. Een KL microscoop analyseert het licht dat
wordt uitgezonden door materie nadat het is geëxciteerd met een hoogenergetisch
elektron.

Parallel aan de ontwikkeling van analysetechnieken op basis van elektronen, is
ultrasnelle elektronenmicroscopie (UEM) opgekomen. Met UEM kan een tempo-
rele resolutie worden behaald in de orde van grootte van de tijdsschaal van inter-
acties tussen elektronen en materie. Hierdoor wordt het mogelijk om ultrasnelle
processen in een materiaal op nanoschaal te bestuderen. Bovendien zijn er pomp-
sondeer (pump-probe) technieken ontwikkeld binnen UEMs die zijn gebaseerd op
de excitatie van een materiaal met zowel elektronen als licht, waardoor hoge ruim-
telijke en temporele resolutie wordt gecombineerd. Tot nu toe zijn de meeste op
elektronen gebaseerde pump-sondeer technieken ontwikkeld in TEMs en er zijn
slechts een paar experimenten gerealiseerd voor pump-sondeer in SEMs. Daarom
moet de volledige potentie van ultrasnelle scanning-elektronenmicroscopie (USEM)
nog worden onderzocht. Daarnaast kunnen we door de ontwikkeling van UEM
de elektronenexcitatie van een materiaal controleren tot op het niveau van enkele
elektronen, wat ons diepgaand begrip verschaft van de interacties tussen elektro-
nen en materie.

In dit proefschrift onderzoeken we de processen die betrokken zijn bij de inter-
actie van elektronen met materialen door middel van de analyse van KL-emissie. In
het eerste deel van het proefschrift introduceren we het ontwerp en de implemen-
tatie van pomp-sondeer KL (PS-KL) microscopie, een nieuwe op SEM gebaseerde
techniek om de luminescentie te bestuderen na synchrone excitatie van materie
met elektronen- en lichtpulsen. In tegenstelling tot eerdere technieken, waarbij het
elektron altijd als sonde fungeert, kunnen we het elektron hier zowel als pomp of
als sonde gebruiken, waardoor we nieuwe inzichten kunnen krijgen in de dynamica
van de excitatie van materie met elektronen. In het tweede deel van het proefschrift
passen we PS-KL toe, samen met tweede-orde autocorrelatiemetingen van de KL-
emissie, om de dynamica van elektronen-materie-interactie te onderzoeken.
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In Hoofdstuk 2 presenteren we het ontwerp en de karakterisering van onze USEM
die is gebaseerd op een lasergedreven Schottky-veldemissiebron. We bespreken de
grondbeginselen van continue en gepulseerde elektronenemissie en de belangrijk-
ste parameters die elk proces beïnvloeden. Vervolgens beschrijven we de techni-
sche aspecten van onze USEM, inclusief de uitlijnprocedure van de femtoseconde
laser op de elektronenkathode. We karakteriseren de fotogegenereerde elektronen-
pulsen en bespreken de verschillende regimes waarin de USEM kan werken, voor
zowel hoge stroomsterkte als een goede ruimtelijke resolutie. We presenteren me-
tingen van elektronenenergiespreiding in een USEM voor continue (∼ 0.72eV) en
gepulseerde elektronenemissie. In het laatste geval vinden we de laagste energie-
spreiding 0.77 eV voor pulsen die gemiddeld minder dan één elektron bevatten, wat
overeenkomt met een geschatte pulsduur op het preparaat van 416 fs. In het geval
van∼ 1000 elektronen per puls neemt de energiespreiding toe tot 14.4 eV (6.4 ps) als
gevolg van Coulomb-afstoting tussen elektronen binnen dezelfde puls. Ten slotte
karakteriseren we de ruimtelijke resolutie van de USEM voor verschillende opera-
tionele regimes. We verkrijgen een resolutie van ∼ 90nm en bespreken de parame-
ters die de resolutie beïnvloeden, evenals mogelijke verbeteringen om deze terug
te brengen tot het bereik van 5−10nm.

In Hoofdstuk 3 introduceren we de eerste pomp-sondeer KL-microscoop die de
generatie van ultrasnelle elektronenpulsen uit Hoofdstuk 2 combineert met de in-
jectie van laserlicht in het preparaat. In het eerste deel van het hoofdstuk bespreken
we de technische aspecten en verschillende methoden om de luminescentie van
het monster te analyseren, inclusief spectroscopische, tijdgecorreleerde en lock-in
metingen. In het tweede deel evalueren we de verschillen en overeenkomsten tus-
sen elektronen- en laserexcitatie van een halfgeleider waarmee rekening moet wor-
den gehouden in PS-KL-experimenten. We presenteren een systematische vergelij-
king van KL- en fotoluminescentie (FL)-metingen op GaAs- en GaN-substraten en
bespreken de gedeponeerde energiedichtheid, absorptiediepte, spectra, het kwan-
tumrendement en de ladingsdragerdynamica. Ten slotte presenteren we PS-KL-
metingen van Cu2ZnSnS4, waarin we tot ∼ 20% verhoging van KL-emissie zien op
de nanoseconde-tijdschaal na excitatie van het preparaat. In dit geval wordt het
elektron gebruikt als een sonde om de veranderingen in de dynamica van ladings-
dragers te analyseren die door de laser worden geïnduceerd.

Eén van de voordelen van PS-KL-microscopie is dat het ons in staat stelt het
elektron als pomp te gebruiken, waardoor aanvullende inzichten worden verkregen
in elektronen- en lichtexcitatie. In Hoofdstuk 4 maken we gebruik van deze moge-
lijkheid door de omzetting van de ladingstoestand in diamantstikstof-defect (NV)
centra te laten zien bij 5 keV gepulseerde elektronenbestraling. NV-centra zijn veel-
belovende bronnen van individuele fotonen en kennen twee specifieke ladingstoe-
standen: NV0 en NV−. Met name centra in de NV−-toestand hebben aandacht ge-
kregen voor toepassingen in de kwantumtechnologie, gezien de lange coherentie-
tijd van de elektronenspin. Hoewel beide toestanden kunnen worden onderzocht
in FL, elk met een karakteristiek emissiespectrum (piekend bij 575nm voor NV0, en
637nm voor NV−), wordt in KL alleen emissie van de NV0-toestand waargenomen.
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Hier gebruiken we onze PS-KL-opstelling om aan te tonen dat excitatie van NV-
centra via elektronen-gegenereerde ladingsdragers resulteert in de overgang van
centra van de NV−- naar de NV0-toestand. We ontwikkelen een reactiesnelheids-
vergelijkingsmodel op basis van de experimentele gegevens dat rekening houdt met
diffusie van ladingsdragers (met een karakteristieke tijd van 0.8ns), spontane emis-
sie van de NV0 centrar (∼ 20ns) en NV0 → NV− terugoverdracht (500 ms). Deze
resultaten geven nieuwe inzichten in de verschillen tussen elektronenexcitatie van
NV-centra en conventionele laserexcitatie.

In Hoofdstuk 5 gaan we verder met het onderzoeken van de fundamentele as-
pecten van elektronen-materie interactie, deze keer door fotoncorrelaties van KL-
emissie te onderzoeken. KL-metingen van de tweede-orde autocorrelatiefunctie
(g (2)(τ)) vertonen sterke fotonenbundeling (g (2)(0) À 1) vanwege het feit dat excita-
tie van het preparaat met één hoogenergetisch elektron kan resulteren in de emissie
van meerdere fotonen. Tot nu toe werd het bundelen van fotonen in KL beschre-
ven door middel van numerieke (Monte-Carlo) modellering. Hier ontwikkelen we
een volledig analytisch model om de amplitude van bundeling (g (2)(0)) te beschrij-
ven als een functie van de stroom van de elektronenstraal (of aantal elektronen per
puls), emitterlevensduur, duur van de elektronenpuls (in het geval van gepulseerde
elektronenbundels) en de waarschijnlijkheid van elektronenexcitatie (γ). De laat-
ste wordt gedefinieerd als de kans dat een elektron ten minste één interactie (bulk-
plasmon) rond de emitter creëert en biedt dus een manier om de interactie tussen
elektronen en materie te kwantificeren. We testen ons model met g (2)(τ)-metingen
op InGaN / GaN-kwantumputten en breiden het theoretisch en experimenteel ver-
der uit voor gepulseerde stralen die worden gegenereerd met een elektrostatische
straalonderdrukker (ns-pulsen) en een lasergestuurde kathode (ps-pulsen). In dit
specifieke preparaat vinden we excitatie-rendementen van γ = 0.13 en 0.05 (voor
respectievelijk elektronenbundels van 10 en 8 keV) en concluderen we dat excita-
tie met ultrakorte en compacte elektronenpulsen (∼ 500 elektronen per puls) geen
niet-lineaire effecten veroorzaakt in deze kwantumputten.

Dit proefschrift geeft nieuwe inzichten in hoe hoogenergetische elektronen in-
teracteren met materie door middel van state-of-the-art kathodoluminescentie-
experimenten en theoretische analyse. Het introduceert pump-sondeer kathodo-
luminescentie (PS-KL) microscopie als een nieuwe methode om materiaalexcita-
tie op ultrasnelle tijdschalen te bestuderen. We stellen ons voor dat PS-KL verder
kan worden benut om nieuwe inzichten te geven in belangrijke processen in mate-
rialen, zoals ladingsdrager-dynamica en verzadiging van defecten in halfgeleiders
inclusief fotovoltaïsche materialen, omkeerbare fasetransformaties, het genereren
van hete ladingsdragers, en thermische relaxatie in nanostructuren. De pomp-
sondeer configuratie maakt het ook mogelijk om Raman-spectroscopiemetingen
uit te voeren waarbij elektronengeïnduceerde materiaalexcitaties kunnen worden
onderzocht op de ps-tijdschaal. Bovendien inspireert het de ontwikkeling van foton-
geïnduceerde nabije-veld-elektronenmicroscopie in een SEM, wat nieuwe moge-
lijkheden biedt voor ultrasnelle SEMs.





RESUMEN

Desde su aparición en los años 30, los microscopios electrónicos se han convertido
en una herramienta esencial para el estudio de la materia a escala sub-nanométrica,
más allá del límite de resolución de la microscopia óptica convencional. Actual-
mente, los microscopios electrónicos, tanto los de transmisión (TEM) como los de
barrido (MEB o SEM, por sus siglas en inglés), sirven para formar imágenes y ofre-
cen nuevos métodos para estudiar características de los materiales, tales como la
composición química o las propiedades eléctricas, a escala nanomètrica. En par-
ticular, la microscopía de catodoluminiscencia (CL) se basa en el análisis de la luz
emitida por la materia tras ser excitada por un electrón de alta energía, permitiendo
estudiar las propiedades ópticas de un material con una alta resolución espacial.

Paralelamente al avance en técnicas de análisis basadas en microscopios elec-
trónicos, en los últimos años se ha desarrollado la microscopía electrónica ultrarrá-
pida (UEM). La UEM brinda acceso a estudiar la dinámica de la interacción entre
electrones y materia, dando lugar al análisis de procesos ultrarrápidos a escala na-
nométrica. Además, se han desarrollado técnicas de estilo bomba-sonda (pump-
probe) dentro de los UEMs, basadas en la excitación de un material con electro-
nes y luz de forma sincronizada. Esta técnica permite obtener una alta resolución
tanto espacial como temporal. Sin embargo, hasta ahora la configuración de tipo
bomba-sonda se ha realizado mayoritariamente en TEMs y sólo en algunos casos
se han desarrollado experimentos en SEMs. Por lo tanto, aún queda por explorar
el potencial de los microscopios electrónicos de barrido ultrarrápidos (USEM). Asi-
mismo, el progreso en UEMs ofrece un gran control sobre la excitación de materia
con electrones, pudiendo acceder al límite en el que sólo un electrón a la vez inter-
acciona con la muestra. Para poder explotar esta gran precisión necesitamos una
comprensión profunda de la dinámica de la interacción electrón-materia.

En esta tesis investigamos los procesos relacionados con la interacción de elec-
trones con materiales a través del análisis de CL. En la primera parte de la tesis
introducimos el diseño e implementación del microscopio de CL de tipo bomba-
sonda (BS-CL o PP-CL, por sus siglas en inglés). Esta nueva técnica está desarro-
llada en un SEM y permite estudiar la luminiscencia de un material tras ser ex-
citado con pulsos de luz y de electrones de forma sincronizada. Hasta ahora, los
experimentos de tipo bomba-sonda en microscopios electrónicos se han limita-
do al uso de electrones para monitorear el estado de la muestra tras ser excitada
ópticamente. Sin embargo, aquí también podemos utilizar los electrones para exci-
tar la muestra, lo que aporta nueva información sobre cómo los electrones de alta
energía excitan un material. En la segunda parte de la tesis, aplicamos la técnica de
BS-CL, junto con medidas de autocorrelación de CL, para investigar la dinámica de
interacción entre electrones y materia.
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En el Capítulo 2 presentamos el diseño y caracterización de nuestro USEM, que
está basado en un emisor de electrones de tipo Schottky excitado con un láser. Revi-
samos los procesos fundamentales de la emisión continua y pulsada de electrones,
junto con los parámetros más importantes que rigen cada proceso. Seguidamen-
te, describimos los aspectos técnicos de nuestro USEM, incluyendo el proceso de
alineamiento de un láser de femtosegundos sobre el emisor de electrones. Discuti-
mos la caracterización de los pulsos de electrones fotogenerados y analizamos los
diferentes modos en los que nuestro USEM puede operar, permitiendo obtener una
elevada corriente eléctrica o una buena resolución espacial. Presentamos medidas
de la dispersión de energía de los electrones cuando son emitidos de forma con-
tinua (∼ 0.72eV) o pulsada. En el caso de pulsos de electrones obtenemos que la
dispersión de energía más baja es de 0.77 eV, correspondiendo a pulsos que contie-
nen menos de un electrón de media. Calculamos que esta dispersión equivale a una
duración del pulso de electrones de aproximadamente 416 fs. En el caso de pulsos
con aproximadamente 1000 electrones, la dispersión asciende a 14.4 eV (6.4 ps) de-
bido a las repulsiones de Coulomb entre electrones del mismo pulso. Finalmente,
en el capítulo caracterizamos la resolución espacial del USEM en función de la can-
tidad de electrones emitidos. Obtenemos una resolución de ∼ 90nm y discutimos
los parámetros determinantes y posibles mejoras para llegar al rango de 5−10nm.

En el Capítulo 3 introducimos el primer microscopio de BS-CL, que combina la
excitación de una muestra con pulsos de luz y con los pulsos de electrones ultrarrá-
pidos descritos en el Capítulo 2. En la primera parte del capítulo discutimos los as-
pectos técnicos y métodos para analizar la luminiscencia de la muestra, incluyen-
do medidas espectroscópicas, de correlación temporal y mediante un amplificador
lock-in. En la segunda parte evaluamos las diferencias entre la excitación de un se-
miconductor con electrones y con luz, las cuáles deben ser consideradas en cual-
quier experimento de BS-CL. Comparamos de forma sistemática experimentos de
CL y fotoluminiscencia (FL) en muestras de GaAs y GaN, estudiando en cada caso
la densidad de energía depositada, profundidad de absorción, espectro, eficiencia
cuántica y dinámica de los portadores de carga (pares electrón-hueco). Finalmen-
te, presentamos investigaciones preliminares de medidas de BS-CL en Cu2ZnSnS4.
Observamos que la emisión de CL aumenta hasta un ∼ 20% tras excitar la mues-
tra con luz y que este incremento desaparece en una escala de tiempo de nanose-
gundos. En este experimento utilizamos el electrón como sonda para evaluar los
cambios inducidos por el láser en la dinámica de los portadores de carga.

Una de las ventajas de la microscopía BS-CL es que permite usar el electrón
para excitar la muestra y el láser para monitorear los cambios inducidos por el
electrón. Con esta configuración podemos acceder a información complementa-
ria sobre cómo los electrones excitan una muestra en comparación con la luz. En
el Capítulo 4 utilizamos esta configuración para demostrar la conversión del esta-
do de carga de centros nitrógeno-vacante (NV) en diamante tras ser excitados por
pulsos de electrones de 5 keV. Los centros NV son fuentes de fotones individuales
y pueden existir en dos estados de carga diferentes: NV0 y NV−. En particular, los
centros en el estado NV− son los que más atención suelen recibir para aplicacio-
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nes en tecnologías cuánticas, dado su largo tiempo de coherencia del espín. En FL,
ambos estados pueden ser detectados y cada uno exhibe un espectro de emisión
característico (575 nm en el caso de NV0, 637 nm en el de NV−). Sin embargo, en
CL normalmente sólo se observa emisión del estado NV0. En este capítulo utiliza-
mos nuestro microscopio BS-CL para demostrar que cuando los electrones inciden
sobre los centros NV provocan la conversión de centros del estado NV− al NV0. De-
sarrollamos un modelo basado en los datos experimentales, teniendo en cuenta
la difusión de portadores de carga (en un tiempo característico de 0.8ns), emisión
espontánea de NV0 (∼ 20ns) y transición de centros NV0 de vuelta al estado NV−
(500 ms). Estos resultados ofrecen una mayor comprensión sobre las diferencias
entre la excitación de centros NV con electrones y con luz.

En el Capítulo 5 continuamos explorando las propiedades fundamentales de
la interacción de electrones con la materia, esta vez investigando las correlaciones
entre fotones en CL. Medidas de la función de autocorrelación de segundo orden
(g (2)(τ)) de CL demuestran que los fotones se emiten en grupos (g (2)(0) À 1). Es-
te hecho es debido a que la excitación de la muestra con un solo electrón de alta
energía puede causar la emisión de más de un fotón a la vez. Sin embargo, hasta
ahora este fenómeno se ha evaluado mediante modelos numéricos (de tipo Monte-
Carlo). En este capítulo desarrollamos un modelo íntegramente analítico que des-
cribe la magnitud del agrupamiento de fotones (g (2)(0)) en función de la corriente
eléctrica (o número de electrones por pulso), el tiempo de vida del emisor de luz,
la duración del pulso de electrones (en el caso de un haz de electrones pulsado) y
la probabilidad de excitación por electrón (γ). Esta última se define como la pro-
babilidad de que un electrón cree al menos una interacción (plasmón de volumen)
alrededor del emisor de luz, por lo que ofrece una forma de cuantificar la interac-
ción entre electrones y materia. Evaluamos nuestro modelo con medidas de g (2)(τ)
en pozos cuánticos de InGaN/GaN usando haces de electrones continuos. Además,
expandimos el modelo tanto teórica como experimentalmente para casos de pul-
sos de electrones generados mediante dos técnicas diferentes: la desviación elec-
trostática con bloqueo parcial del haz de electrones (pulsos de ns) y la fotoemisión
de electrones al focalizar un láser de femtosegundos sobre el emisor de electrones
(pulsos de ps). Obtenemos que la probabilidad de excitación de los pozos cuánti-
cos es de γ = 0,13 y 0.05 en el caso de electrones con energía de 10 y 8 keV, res-
pectivamente. Asimismo, concluimos que no se observan efectos no-lineales en la
luminiscencia de los pozos cuánticos aun cuando estos son excitados con pulsos
de electrones ultrarrápidos y densos (∼ 500 electrones por pulso).

En conclusión, esta tesis ofrece nueva información sobre cómo los electrones
de alta energía interaccionan con la materia a través de experimentos de catodo-
luminiscencia de vanguardia y análisis teóricos. La tesis introduce la microscopía
de catodoluminiscencia de tipo bomba-sonda como un método nuevo para estu-
diar la excitación de materiales en una escala temporal muy corta. Prevemos que
el microscopio BS-CL pueda aprovecharse más para brindar una mayor compren-
sión de procesos clave en materiales, como la dinámica de los portadores de carga
y saturación de defectos en semiconductores, incluyendo materiales fotovoltaicos,
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transformaciones de fase reversibles, la generación de portadores de carga calien-
tes y la relajación térmica en nanoestructuras. La configuración de tipo bomba-
sonda también permite llevar a cabo medidas de espectroscopía de Raman, en la
que podemos monitorear los procesos inducidos por el electrón en la materia en
una escala de tiempo de ps. Además, este microscopio inspira el desarrollo de la
microscopía electrónica de campo cercano inducido por fotones (PINEM, por sus
siglas en inglés) dentro de un SEM, aportando así nuevas capacidades a los SEMs
ultrarrápidos.



RESUM

Des de la seva aparició en els anys 30, els microscopis electrònics s’han convertit en
una eina essencial per a l’estudi de la matèria a escala sub-nanomètrica, més enllà
del límit de resolució de la microscòpia òptica convencional. Actualment, els mi-
croscopis electrònics tant de transmissió (TEM) com de rastreig (SEM, per les seves
sigles en anglès) permeten formar imatges i estudiar característiques d’un material,
tal com la composició quimica o les propietats elèctriques, a escala nanomètrica.
En particular, la microscòpia de catodoluminescència (CL), basada en l’anàlisi de
la llum emesa quan un electró d’alta energia incideix sobre un material, ens permet
estudiar les propietats òptiques de la matèria amb una alta resolució espacial.

Paral·lelament al desenvolupament de tècniques d’anàlisi basades en micros-
copis electrònics, en els últims anys ha sorgit la microscòpia electrònica ultraràpi-
da (UEM). La UEM permet estudiar la dinàmica de la interacció d’electrons amb la
matèria i, per tant, estudiar els processos ultraràpids que s’esdevenen en un ma-
terial a escala nanomètrica. A més a més, s’han desenvolupat tècniques de tipus
bomba-sonda (pump-probe) en els UEMs basades en l’excitació sincronitzada d’un
material amb electrons i llum. Aquesta configuració permet obtenir una alta reso-
lució tant espacial com temporal. Fins ara, la configuració de tipus bomba-sonda
s’ha desenvolupat sobretot en TEMs i només s’han realitzat alguns experiments en
SEMs. Per tant, encara queda per explorar el potencial dels microscopis electrònics
de rastreig ultraràpids (USEM). Addicionalment, el desenvolupament de la UEM
ofereix un gran control sobre l’excitació de la matèria amb electrons fins a l’extrem
en què només un electró alhora interacciona amb la mostra. Per poder explotar
aquesta precisió en l’excitació amb electrons necessitem una comprensió profun-
da de la dinàmica de la interacció entre electrons i matèria.

En aquesta tesi investiguem els processos implicats en la interacció d’electrons
amb materials a través de l’anàlisi de CL. En la primera part de la tesi introduïm el
disseny i implementació del microscopi de catodoluminescència de tipus bomba-
sonda (BS-CL). Aquesta nova tècnica, que està desenvolupada dins un SEM, ens
permet estudiar la luminescència d’un material quan és excitat amb polsos tant de
llum com d’electrons. Fins ara, les tècniques de bomba-sonda desenvolupades en
microscopis electrònics s’han limitat a l’ús de l’electró com a sonda, és a dir, per
monitorar l’estat de la mostra després de ser excitada òpticament. En canvi, aquí
també podem utilitzar l’electró per excitar la mostra, fet que ens permet obtenir
nova informació sobre com els electrons d’alta energia exciten un material. En la
segona part de la tesi, apliquem la microscòpia BS-CL, junt amb mesures d’auto-
correlació de CL, per tal d’investigar la dinàmica de la interacció dels electrons amb
la matèria.

En el Capítol 2 presentem el disseny i caracterització del nostre USEM, basat en
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una font d’electrons de tipus Schottky excitada amb un làser. Revisem els processos
fonamentals de l’emissió de feixos d’electrons continus i polsats i els paràmetres
més importants que regulen cada procés. Continuem descrivint els aspectes tèc-
nics del nostre USEM, com per exemple el posicionament del làser de femtosegons
sobre la font d’electrons. Seguidament, caracteritzem els polsos d’electrons fotoge-
nerats i considerem els diferents modes d’operació en els que el nostre USEM pot
operar, per tal d’obtenir una gran quantitat de corrent elèctric o una bona resolució
espacial. Presentem mesures de la dispersió energètica dels electrons en un USEM
tant en el cas d’emissió d’electrons contínua (∼ 0.72eV) com polsada. En el cas de
polsos d’electrons obtenim una dispersió d’energia mínima de 0.77 eV, que es cor-
respon al cas de polsos que contenen menys d’un electró de mitja. Calculem que
aquesta dispersió energètica correspon a una duració estimada del pols de 416 fs.
En el cas de polsos amb aproximadament 1000 electrons, la dispersió augmenta
fins a 14.4 eV (6.4 ps) a causa de la repulsió de Coulomb entre electrons dins del
mateix pols. Finalment, caracteritzem la resolució espacial del USEM en funció de
la quantitat d’electrons emesos. Obtenim una resolució de ∼ 90nm i descrivim els
paràmetres determinants i les possibles millores que cal portar a terme per arribar
al rang de 5−10nm.

En el Capítol 3 introduïm el primer microscopi de catodoluminescència de BS-
CL, en el qual combinem l’excitació d’una mostra amb polsos de llum i els polsos
d’electrons ultraràpids descrits en el Capítol 2. En la primera part del capítol consi-
derem els aspectes tècnics i diversos mètodes per analitzar la luminescència de la
mostra. Aquestes formes de detecció de llum inclouen mesures espectroscòpiques,
de correlació temporal i amb un amplificador lock-in. En la segona part avaluem
les diferències entre l’excitació d’un semiconductor amb electrons i amb llum, les
quals són essencials en qualsevol experiment de BS-CL. Comparem de forma sis-
temàtica mesures de CL i fotoluminescència (FL) en mostres de GaAs i GaN mit-
jançant l’estudi en cada cas de la densitat d’energia dipositada, profunditat d’ab-
sorció, espectre, eficiència quàntica i dinàmica dels portadors de càrrega (parells
d’electró-forat). Finalment, presentem els primers resultats de mesures de BS-CL
en una mostra de Cu2ZnSnS4. Obtenim que l’emissió de CL augmenta fins a un
∼ 20% quan el làser ha excitat prèviament la mostra i que aquest efecte desapareix
en una escala de temps de nanosegons. En aquest experiment, emprem l’electró
com a sonda per avaluar els canvis en la dinàmica dels portadors de càrrega induïts
per l’excitació amb el làser.

Un dels avantatges de la microscòpia de BS-CL és que ens permet emprar l’e-
lectró per excitar la mostra i el làser per avaluar els canvis induïts per l’electró.
Amb aquesta configuració podem obtenir informació complementària sobre la di-
ferència entre excitació amb llum i amb electrons. En el Capítol 4 explorem aques-
ta capacitat per demostrar la conversió de l’estat de càrrega de centres nitrogen-
vacant (NV) en diamant després de ser excitats amb polsos d’electrons de 5 keV.
Els centres NV són fonts de fotons individuals i poden existir en dos estats de càr-
rega diferents: NV0 i NV−. En particular, els centres en l’estat NV− són els més
estudiats per a aplicacions en tecnologies quàntiques, gràcies al seu llarg temps de
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coherència d’espí. Ambdós estats són detectats en mesures de FL, cadascun amb
un espectre característic (575nm per NV0, 637nm per NV−). Malgrat això, en CL
normalment només podem observar l’emissió de l’estat NV0. En aquest capítol
emprem el nostre microscopi de BS-CL per demostrar que quan els electrons in-
cideixen sobre els centres NV provoquen la conversió de centres en l’estat NV− a
l’estat NV0. Desenvolupem un model basat en les dades experimentals que té en
compte la difusió dels portadors de càrrega (amb un temps característic de 0.8ns),
l’emissió espontània de NV0 (∼ 20ns) i la conversió de centres en l’estat NV0 un
altre cop cap a l’estat NV− (500 ms). Aquests resultats ofereixen nova informació
sobre com els electrons exciten els centres NV en comparació amb l’excitació òpti-
ca convencional.

En el Capítol 5 continuem explorant les propietats fonamentals de la interacció
dels electrons amb la matèria, aquest cop mitjançant la investigació de correlacions
entre fotons de CL. Mesures de la funció d’autocorrelació de segon ordre (g (2)(τ)) de
CL demostren que els fotons s’emeten en grups (g (2)(0) À 1). Aquest agrupament
de fotons es dóna perquè l’excitació d’una mostra amb un sol electró d’alta energia
pot resultar en l’emissió de més d’un fotó. Fins ara, l’agrupament de fotons en CL
s’ha estudiat mitjançant models numèrics (de tipus Monte-Carlo). En aquest capí-
tol desenvolupament un model completament analític per descriure la magnitud
d’aquest agrupament de fotons (g (2)(0)) en funció de la quantitat de corrent elèc-
tric (o nombre d’electrons per pols), temps de vida de l’emissor de llum, duració del
pols d’electrons (en el cas d’un feix d’electrons polsat) i la probabilitat d’excitació
per electró (γ). Aquesta última es defineix com la probabilitat que un electró creï
com a mínim una interacció (plasmó de volum) prop l’emissor de llum. Per tant,
γ ens permet quantificar la interacció d’electrons amb matèria. Avaluem el nostre
model amb mesures de g (2)(τ) de pous quàntics de InGaN/GaN utilitzant un feix
d’electrons continu. A més a més, ampliem el model tan teòricament com experi-
mentalment emprant feixos polsats d’electrons generats amb mètodes diferents: la
desviació i bloqueig parcial del feix (polsos de ns) o la fotoemissió d’electrons quan
s’excita la font d’electrons amb un làser (polsos de ps). Obtenim que l’eficiència
d’excitació dels pous quàntics en aquesta mostra en concret és de γ = 0.13 i 0.05
en el cas d’electrons amb energia de 10 i 8 keV, respectivament. També concloem
que la mostra no exhibeix efectes no-lineals tot i ser excitada per polsos d’electrons
ultraràpids i densos (∼ 500 electrons per pols).

En conclusió, aquesta tesi dóna nova informació sobre com els electrons in-
teraccionen amb la matèria mitjançant experiments de catodoluminescència d’a-
vantguarda i anàlisis teòriques. Introduïm la microscòpia de catodoluminescència
de tipus bomba-sonda com un mètode nou per estudiar l’excitació de materials a
escales temporals ultracurtes. Preveiem que la microscòpia de BS-CL es pot ex-
plorar més per oferir nova informació sobre processos claus en materials, tals com
la dinàmica de parells d’electró-forat i saturació de defectes en semiconductors,
tals com materials fotovoltaics, transformacions de fase reversibles, la generació de
portadors de càrrega calents i la relaxació tèrmica en nanoestructures. La configu-
ració de tipus bomba-sonda també permet realitzar mesures d’espectroscòpia Ra-
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man que permeten estudiar els processos generats per l’electró dins d’un material
a una escala temporal de ps. A més, aquesta configuració inspira el desenvolupa-
ment de microscòpia electrònica de camp proper induït per fotons (PINEM, per les
seves sigles en anglès) dins d’un SEM, que proporciona noves capacitats als SEMs
ultraràpids.
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