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Abstract

Data protection laws, including the European Union General Data Protection

Regulation, regulate aspects of online personalization. However, the data protec-

tion lens is too narrow to analyze personalization. To define conditions for per-

sonalization, we should understand data protection in its larger fundamental

rights context, starting with the closely connected right to privacy. If the right to

privacy is considered along with other European fundamental rights that protect

information and communication flows, namely, communications confidential-

ity; the right to receive information; and freedom of expression, opinion, and

thought, these rights are observed to enable what I call a “personal information

sphere” for each person. This notion highlights how privacy interferences affect

other fundamental rights. The personal information sphere is grounded in

European case law and is thus not just an academic affair. The essence of the

personal information sphere is control, yet with a different meaning than mere

control as guaranteed by data protection law. The personal information sphere

is about people controlling how they situate themselves in information and com-

munication networks. It follows that, to respect privacy and related rights,

online personalization providers should actively involve users in the personaliza-

tion process and enable them to use personalization for personal goals.

1 | INTRODUCTION

More and more online news services provide news to
users in a personalized manner (Kunert & Thurman,
2019; Thurman & Schifferes, 2012). Simply put, a person-
alization system first collects personal data of users and
constructs user profiles. Based on these profiles, a recom-
mender system predicts which items a user is most inter-
ested in and delivers these to them. After that, the system
measures how users interact with the recommended
items and uses this information to refine the user profiles
(Adomavicius, Huang, & Tuzhilin, 2008).

Implicit personalization relies on the collection and
analysis of user data, whereas explicit personalization is
based on direct user input (Thurman & Schifferes, 2012),
such as ticking boxes to indicate interests. The latter type
of personalization thus allows users more control. In a
focus group study, Harambam, Bountouridis, Makhortykh,
and van Hoboken (2019) found that people value options
to influence recommendation algorithms, especially when
they can do so to achieve personal goals. Furthermore, an
experiment by Eslami et al. (2015) suggests that users
become more engaged and feel they have control when
they are made aware of the personalization algorithms. At
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the same time, the topics that people say they are inter-
ested in do not always match with the topics that their cli-
cking behavior shows they are actually interested in Sela,
Lavie, Inbar, Oppenheim, and Meyer (2015). Full and
unlimited user control might thus not be in the user's
interest.

In the European Union (EU), online personalization
is in part regulated by the EU General Data Protection
Regulation (GDPR). The GDPR sets conditions for the
processing of personal data and gives people various
rights to control their personal data and some aspects of
the personalization process (Eskens, 2019). However, the
GDPR and similar data protection frameworks based on
the fair information practice principles (FIPPs) provide
only simple and reductive forms of control, such as con-
sent to data collection or not, objecting to data processing
or not, or rectifying some data (in very limited cases).
Seeing that online news users generally appreciate per-
sonalization (Lavie, Sela, Oppenheim, Inbar, & Meyer,
2010; Thurman, Moeller, Helberger, & Trilling, 2019), it
is worth thinking through what kinds of control news
users should be provided over personalization.

To rethink user control over news personalization, we
should look at the GDPR in its larger fundamental rights
context. As Leenes et al. (2017) state, the common heri-
tage of European fundamental rights and values can
serve as an anchor point for regulatory discussions. The
GDPR is a secondary legislation giving expression to the
fundamental right to personal data protection, which is
protected by Article 8 of the Charter of Fundamental
Rights of the EU (Charter).1 In the European legal sys-
tem, the fundamental right to data protection is closely
connected with, but not identical to, the fundamental
right to privacy (Kokott & Sobotta, 2013). Privacy is
protected by Article 8 of the European Convention on
Human Rights (Convention) and Article 7 of the Charter.

The fundamental right to privacy has led to a rich
body of case law by various European courts. In con-
trast, the fundamental right to data protection is devel-
oped through more functional and to-the-point case law
regarding the Data Protection Directive (the predecessor
of the GDPR) and, as of May 2018, the GDPR. For the
purposes of this article, I use case law on the fundamen-
tal right to privacy and related rights to supplement
understanding of the right to data protection. The scope
of this article thus excludes fundamental rights case law
on the right to personal data protection itself (for infor-
mation on the fundamental right to data protection, see
Fuster, 2014; Lynskey, 2015; Zuiderveen Borgesius,
2015). The article also does not discuss in detail other
instruments of EU secondary legislation, such as the e-
Privacy Directive. My focus is on fundamental rights
and the interests and values that are embedded in these

fundamental rights, not on rules that regulate in detail
specific aspects of data processing.

This leads to the main research question for this article:
“What form of control does the European fundamental
right to privacy, read together with the other fundamental
information and communication rights, require for the use
of online news personalization?” With my article, I aim to
provide a new understanding of control and fundamental
rights in order to contribute to a discussion on news per-
sonalization. That said, my fundamental rights analysis
might be useful for other areas of personalized recommen-
dations, such as music, film, and shopping. Furthermore,
my analysis further develops current legal doctrines of fun-
damental information and communication rights.

An important principle for the interpretation of
European fundamental rights agreements is that they
must be read as a whole and interpreted in such a way as
to promote harmony between their various provisions
(Stec and Others v. the United Kingdom, 2006). European
case law and theory does not show such an integral
approach toward the fundamental rights to data protec-
tion and privacy and other Convention and Charter
rights. Scholars of European law have pointed out, but
not thoroughly theorized, the connection between pri-
vacy and freedom of expression (for authors who do con-
nect privacy and freedom of expression, see Burke &
Molitorisová, 2017; Helberger, 2016; Koops et al., 2017;
Mead, 2017). In contrast, in the United States, the legal
and social sciences have a long tradition of extensively
theorizing and defending the connections between pri-
vacy and freedom of expression as protected by the First
Amendment (Allen, 2011; Ard, 2013; Blitz, 2006; Cohen,
1996, 1998; Gangadharan, 2016; Kaminski, 2017; Shiffrin,
2010), most notably captured with the notion of “intellec-
tual privacy” (Richards, 2008, 2015).

If we read the rights to data protection and privacy
together with the other fundamental rights that protect
information and communication flows, namely, confi-
dentiality of communications; the right to receive infor-
mation; and freedom of expression, opinion, and
thought, we see how these rights and freedoms together
enable what I call a “personal information sphere” for
each individual citizen. The notion of a personal informa-
tion sphere shows how privacy interferences affect other
fundamental rights that enable people to develop their
sense of self and relate to the world. Most importantly, by
uncovering the personal information sphere in European
case law, we see how the interconnectedness of these
fundamental rights is ingrained in European jurispru-
dence and is not just an (American) academic affair. The
notion of a personal information sphere also gives more
concrete meaning to the fundamental rights discussed in
this article as these rights are not further developed
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through secondary EU law—with the exception of the
right to data protection, which is made more concrete
through the GDPR, and the right to confidentiality of
communications, which is developed through the
ePrivacy Directive. For a discussion about recommenders
and personalization, the notion of a personal information
sphere accordingly sets conditions for the design of these
systems, conditions that do not follow from simple data
protection law or other specific legal frameworks.

To answer the main question, I first describe the
European fundamental rights of privacy, confidentiality
of communications, freedom of thought, freedom to hold
opinions, the right to (not) receive information, and free-
dom to impart information. Thereafter, I show that these
fundamental rights together make up what I call the per-
sonal information sphere. Within the personal informa-
tion sphere, the fundamental rights as discussed are all
interconnected and reinforce each other. Finally, I con-
clude that the personal information sphere requires
online personalization systems to involve users in the
personalization process in ways beyond just asking for
consent.

2 | THE EUROPEAN
FUNDAMENTAL RIGHTS
FRAMEWORK: PRIVACY AND
FREEDOM OF EXPRESSION,
OPINION, AND THOUGHT

As mentioned in the introduction, in Europe, privacy is
protected by Article 8 of the European Convention on
Human Rights and Article 7 of the Charter of Fundamen-
tal Rights of the EU.2 These provisions are interpreted and
further developed by the European Court of Human
Rights in Strasbourg (Strasbourg Court or ECtHR) and the
Court of Justice of the EU in Luxembourg (Luxembourg
Court or CJEU). This article concentrates on judgments of
the Court in Strasbourg, which has produced the most
important case law on the right to privacy. Furthermore,
Charter rights that correspond to Convention rights
have the same meaning and scope as those laid down by
the Convention (Article 52, paragraph 3, of the Charter).
The Convention rights and case law are thus most
important to understand these fundamental rights.

In this section, I shine a light on the “prism” of the
fundamental rights of privacy; confidentiality of commu-
nications; the right to receive information; and freedom
of thought, opinions, and expression. Gerards (2012)
describes fundamental rights as prisms: A fundamental
right is transparent and looks like a clearly defined
object, but as soon as light shines on it and passes
through, the right disperses into a spectrum of interests,

values, and even more rights. Over time, courts and legal
scholars might discern new interests, values, and rights
within a particular fundamental right, even if these
aspects were previously hidden from our perception.

3 | RIGHT TO PRIVACY

Article 8 of the Convention and Article 7 of the Charter
protect, among others, the right to privacy. The Conven-
tion and Charter use the term “private life” instead of
“privacy,” but these terms are commonly assumed to be
the same. “Private life” is a broad notion, and the Stras-
bourg Court finds it impossible and unnecessary to define
it exhaustively (Niemitz v. Germany, 1992). Instead of pro-
viding a static definition, the Court has brought different
interests and rights under the notion of privacy. For this
article, I distinguish three groups of interests in the case
law on privacy: protection against unwanted attention,
personality and identity, and integrity of the person. Per-
sonal data protection is a group that hovers over all the
other groups (Koops et al., 2017).

To begin with, in an early case on the right to privacy,
the Strasbourg Court considered that privacy can be under-
stood as “the right to live, as far as one wishes, protected
from publicity” (X. v. Iceland, 1976, p. 87).3 The Court
reformulated this later as “the right to live privately, away
from unwanted attention” (Smirnova v. Russia, 2003,
p. 95). The Court recognized that online anonymity helps
to avoid unwanted attention and promotes the free flow of
ideas and information on the Internet (Delfi A.S. v. Estonia,
2015). Furthermore, receiving unwanted communications
can interfere with privacy (Muscio v. Italy, 2007).4 Privacy
thus enables people to live peacefully on their own and
perform the normal activities of their daily lives
undisturbed by unwanted attention from others.

In X. v. Iceland, the Strasbourg Court further consid-
ered that privacy also comprises “the right to establish
and to develop relationships with other human beings,
especially in the emotional field for the development and
fulfilment of one's own personality” (1976, p. 87). The
Court further developed the personality aspect of the
right to privacy in later cases, up to the point that people
now have an actual right to personal development,
whether in terms of personality or personal autonomy
(Reklos and Davourlis v. Greece, 2009). The right to
develop and fulfill one's personality includes the right to
identity (Burghartz v. Switzerland, 1992). The case law
shows the importance of others recognizing your identity
and how you self-identify (Marshall, 2009, p. 95). Fur-
thermore, negative stereotyping of a group might impact
a group's sense of identity and feelings of self-worth and
-confidence of group members (Aksu v. Turkey, 2012). In
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that sense, negative stereotyping can affect the privacy of
members of a group (Aksu v. Turkey, 2012).

Finally, in another set of cases, the Strasbourg Court
held that privacy includes the physical, moral, and psy-
chological integrity of the person (Botta v. Italy, 1998;
X. and Y. v. the Netherlands, 1985). From this perspective,
the right to privacy can be engaged in cases where
authorities interfere with someone's body and decisions
about their body, such as forced medical examination,
the prohibition of abortion for medical necessity, or acts
of violence. The integrity of the person also covers mat-
ters where, for example, someone is maliciously mis-
represented and consequently bullied on the Internet (K.
U. v. Finland, 2008), harassed and beaten by classmates
(Durdevic v. Croatia, 2011), covertly filmed while naked
at home (Söderman v. Sweden, 2013), or subjected to rac-
ist verbal abuse (R.B. v. Hungary, 2016). The integrity of
the person is thus about physical and mental well-being.

Overall, the right to privacy has a wide scope of appli-
cation and “goes beyond concealed personal informa-
tion” (Purtova, 2010, p. 186). The right protects people
against unwanted attention in the form of publicity or
unwanted communications, it enables people to develop
their personality and identity, and it contributes to the
integrity of the person. The case law of the Strasbourg
Court reflects the idea that it is important for people “to
retain an ability and capacity that is each person's
domain to enable them to think reflectively without
interference; to be in control of their own faculties”
(Marshall, 2015, p. 381). Many elements of privacy are
strengthened through their connection with other funda-
mental rights, such as the right to receive information
and the confidentiality of communications.

4 | CONFIDENTIALITY OF
COMMUNICATIONS

Next to privacy, Article 8 of the Convention and Article
7 of the Charter protect the right to respect of correspon-
dence, also called the confidentiality of communications.5

Confidentiality of communications covers letters, tele-
phone calls, e-mails, Internet use, communications meta-
data (Copland v. the United Kingdom, 2007), data stored
on hard disks (Petri Sallinen and Others v. Finland, 2005)
or computer systems (Wieser and Bisoc Beteiligungen
GmbH v. Austria, 2007), and online instant messaging
services (Barbulescu v. Romania, 2017). Confidentiality of
communications also protects the use of radio trans-
ceivers on private wavelengths (X. and Y. v. Belgium,
1982) but not on public wavelengths (B.C. v. Switzerland,
1995). In conclusion, the confidentiality of communica-
tions is protected regardless of the communication

technology used, except if someone uses a medium that
is public in nature.

An interference with the confidentiality of communica-
tions might consist of the interception of communications
content or the collecting and storing of metadata. Impeding
someone from even initiating communication is the most
far-reaching form of interference with confidentiality of
communications (Golder v. the United Kingdom, 1975). This
holding fits with the Strasbourg Court's concerns of chilling
effects on freedom of expression (see previously).

The right to confidentiality of communications, as it
currently stands, is of limited value for online personali-
zation. The right ensures that information exchanged
between a sender and a recipient is not revealed to third
parties who are not involved in the communication.
When news organizations try to learn which news arti-
cles their audiences consume, they could be character-
ized as both the sender and the eavesdropping party.
Confidentiality of communications does not prohibit the
sender of the communication from knowing what it com-
municates to others. Nevertheless, the limitations of this
right in the context of interactive media are partly
accounted for by other rights, including the right to
receive information and freedom of expression, opinion,
and thought.

5 | FREEDOM OF THOUGHT,
CONSCIENCE, AND RELIGION

Article 9 of the Convention and Article 10 of the Charter
protect the right to freedom of thought, conscience, and
religion, which includes freedom to change one's religion
or belief and freedom to manifest one's religion or belief.
The three freedoms of thought, conscience, and religion
are related but separate freedoms (Loucaides, 2012). The
freedoms have an internal and external dimension (C. v.
the United Kingdom, 1983). The internal dimension is the
freedom to hold or change personal beliefs, while the
external dimension is the freedom to manifest one's
beliefs in worship, teaching, practice, and observance.

The majority of case law on the right to freedom of
thought, conscience, and religion concerns religious
beliefs. Still, the Strasbourg Court has remarked that the
right is also important for “atheists, agnostics, sceptics and
the unconcerned” (Kokkinakis v. Greece, 1993, p. 31). Vari-
ous philosophies and belief systems fall within the ambit
of the right. For beliefs to attract the protection of freedom
of thought, conscience, and religion, they should attain a
certain level of cogency, seriousness, cohesion, and impor-
tance (Campbell and Cosans v. the United Kingdom, 1982).
Accordingly, freedom of thought has been applied to,
among others, pacifism (Arrowsmith v. the United
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Kingdom, 1978), views on abortion (Knudsen v. Norway,
1985), veganism (W. v. the United Kingdom, 1993), views
on alternative medicines (Nyssönen v. Finland, 1998), and
secularism (Lautsi and Others v. Italy, 2011).6 Even the
wish of parents to give their child a particular name can
fall under freedom of thought (Salonen v. Finland, 1997).

The Strasbourg Court held that freedom of thought,
conscience, and religion protects against “indoctrination
of religion by the State” (Angeleni v. Sweden, 1986, p. 48).
I presume this includes the prohibition of indoctrination
of nontheistic and atheistic philosophies and beliefs sys-
tems. Furthermore, freedom of thought, conscience, and
religion implies that a state cannot dictate what people
should believe or force people to change their beliefs
(Ivanova v. Bulgaria, 2007). Other ways to interfere with
the internal dimension of these freedoms, next to indoc-
trination and physical force, are also prohibited. The free-
dom to hold and change a belief is unqualified and
absolute (Eweida and Others v. the United Kingdom,
2013). In contrast, the freedom to manifest one's religion
or belief may be limited under Article 9, paragraph 2, of
the Convention because manifestation through certain
actions may have an impact on the lives of others.

Freedom of thought, conscience, and religion has a
negative dimension. The Strasbourg Court determined that
people have the freedom not to hold certain beliefs
(Buscarini and Others v. San Marino, 1999). Furthermore,
people have the right not to be obliged to disclose their
beliefs or to act in such a way that it is possible to conclude
which beliefs they do (not) hold (Alexandridis v. Greece,
2008). The negative dimension of freedom of thought, con-
science, and religion is closely connected to the right to pri-
vacy. In the case of Folgero and Others v. Norway, the
Grand Chamber of the Strasbourg Court considered that
information about religious beliefs and personal convic-
tions concerns “some of the most intimate aspects of pri-
vate life” and that the obligation to disclose detailed
information about your religious beliefs or philosophical
convictions may constitute a violation of both privacy and
freedom of thought, conscience, and religion (2007, p. 98).

This overview shows that freedom of thought protects
against indoctrination and encompasses more than free-
dom of religious beliefs. Freedom of thought strengthens
other fundamental rights. Without freedom of thought,
freedom of expression is meaningless. One cannot speak
freely if one cannot think freely (Loucaides, 2012). At the
same time, freedom of thought is reinforced by other fun-
damental rights. Freedom of thought is possible only
with effective freedom to receive information. Freedom
of thought also overlaps with freedom of opinion; if a
belief is not sufficiently serious and coherent to attract
protection of freedom of thought, at least it is protected
by freedom of opinion.

6 | FREEDOM TO HOLD OPINIONS

Article 10 of the Convention and Article 11 of the Charter
guarantee the freedom to hold opinions as a component
of freedom of expression. The wording of Article 10 sug-
gests that freedom of opinion may be restricted, just like
limitations on freedom of expression might be legitimate
under certain conditions. Nevertheless, as an official
expert committee on the Convention remarked, holding
an opinion is “a psychological moment, which exists in
the individual” (Committee of Experts on Human Rights,
1968, p. 4). From that perspective, holding an opinion is
similar to holding a religious or philosophical belief,
which is protected by Article 9 of the Convention and
may not be restricted (see previous section). The expert
committee therefore concluded that freedom of opinion
as protected by Article 10 is also absolute (Committee of
Experts on Human Rights, 1968, p. 4). An interference
with freedom of opinion can thus never be legitimized.

The right to freedom of opinion is rather underdevel-
oped in terms of European case law. The Strasbourg
Court established that requiring people to prove the truth
of their value judgments infringes freedom of opinion
(Lingens v. Austria, 1986). In addition, there is some
international human rights case law on freedom of opin-
ion as protected by Article 19 of the International Cove-
nant on Civil and Political Rights. The United Nations
Human Rights Committee found that an ideology conver-
sion system used by the Republic of Korea on inmates
violated freedom of opinion (Yong Joo-Kang v. Republic of
Korea, 2003). Accordingly, freedom of opinion “requires
freedom from undue coercion in the development of an
individual's beliefs, ideologies, reactions and positions”
(Kaye, 2018, p. 11).

News personalization systems have a significantly
lesser effect on opinion formation than ideology conver-
sion systems because personalization systems do not pun-
ish people for not changing their opinion. Furthermore,
it is part of the public task of the news media to inform
people, and it is insurmountable that they influence pub-
lic opinion. The question is at what point news recom-
mender systems interfere with free opinion forming and
become coercive. The information and technologies that
news media use for personalization give them the power
to influence our opinions (Helberger, 2016). For example,
if you are presented with a personalized news feed, you
might think that “what you see is all there is” and jump
to conclusions (Kahneman, 2011, p. 85).

One factor to distinguish legitimate influence on pub-
lic opinion from coercion of opinions is transparency.
People often do not know that their social media news
feeds are tailored to their interests and preferences
(Eslami et al., 2015). The lack of transparency reinforces
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the risks of selective exposure. Overall, most people are
not in a “filter bubble” or “echo chamber” (see Barberá
et al., 2018, for a recent literature review on filter bub-
bles; see also Dubois & Blank, 2018; Fletcher & Nielsen,
2018; Haim, Graefe, & Brosius, 2018; Nechushtai &
Lewis, 2019; Zuiderveen Borgesius et al., 2016). Still,
some groups might be more vulnerable to end up in a fil-
ter bubble (Bodó, Helberger, Eskens, & Möller, 2019),
and people might be more susceptible to receive less
diverse online news on certain issue topics, such as refu-
gees (Mertens, d'Haenens, & De Cock, 2019).

Freedom of opinion overlaps with freedom of
thought. These freedoms protect the inner workings of
the mind against coercion and indoctrination. In princi-
ple, protection under freedom of thought requires that
the belief has a certain level of “cogency, seriousness,
cohesion and importance” (see previous section), yet this
threshold seems mainly important for the freedom to
manifest one's beliefs. In so far as freedom of thought
and freedom of opinion focus on the internal workings of
the mind, their scope of application and degree of protec-
tion are similar and absolute. Thought and opinion for-
mation are inviolable. This inviolability also affects how
we understand other related fundamental rights.

7 | RIGHT TO (NOT) RECEIVE
INFORMATION

Article 10 of the Convention and Article 11 of the Charter
guarantee the right to receive information and ideas as
another component of freedom of expression. The Stras-
bourg Court generally sees the public's right to receive
information as a corollary of the media's task to impart
information and ideas (The Sunday Times v. the United
Kingdom (no. 1), 1979). Furthermore, the right to receive
information mainly prohibits states from restricting peo-
ple from receiving information that others want to impart
to them (Leander v. Sweden, 1987). The right does not
entitle people to receive information from private parties,
such as online news media, that they do not wish to
impart (Eskens, Helberger, & Moeller, 2017). A right to
receive information from private media would interfere
with the freedom of media to determine what to produce
and publish (Richardson, 2004).

That said, the Strasbourg Court determined that it fol-
lows from the right to receive information that the public
should have access through the media to “impartial and
accurate information and a range of opinion and com-
ment, reflecting inter alia the diversity of political out-
look within the country” (Manole and Others v. Moldova,
2009, p. 100). In another case, the Court considered that
“citizens must be permitted to receive a variety of

messages, to choose between them and reach their own
opinions on the various views expressed” (Cetin and
Others v. Turkey, 2003, p. 64). Here, we see the connec-
tion between the freedom to hold an opinion and the
right to receive information.

The Strasbourg Court has invoked various rationales
for upholding the right to receive information, ranging
from democratic political participation and the finding of
truth to social cohesion and personal self-development
(Eskens et al., 2017). To enable personal self-develop-
ment, the right to receive information covers news, cul-
tural expressions, and even entertainment (Khurshid
Mustafa and Tarzibachi v. Sweden, 2008). The case con-
cerned immigrants who wanted to stay in touch with the
culture and language of their country of origin via cul-
tural and entertainment television programs. Studies
have found that people sometimes learn about politics
and public affairs through entertainment content such as
political satire and comedy (Becker & Waisanen, 2013)
and that reality television may cause political discussion
online (Graham & Hajru, 2011). These findings provide
another argument to include such entertainment content
in the range of information people are entitled to receive.

Earlier in this article, I explained that the right to pri-
vacy protects people against unwanted communications—
although, according to the Strasbourg Court, people do not
enjoy such protection once connected to the Internet. I have
not found any judgments in which the Court based a nega-
tive right to not receive information on the right to receive
information.7 In contrast, German courts have derived a
negatives Informationsfreiheit (negative informational
freedom) from the German constitutional right to free-
dom of expression and information in a series of cases
about ad blocking (Miller, 2018). Furthermore, on an
EU level, the right to receive information has acquired a
negative dimension through secondary legislation. The
EU e-Privacy Directive protects people against commu-
nications for direct marketing purposes with the use of,
among others, automatic calling machines (robocalls) or
e-mail (spam). Article 13 of the Directive stipulates that
organizations may contact only people who have given
their prior consent or previously purchased a product or
service from the organization. Likewise, Article 5 of the
EU Unfair Commercial Practices Directive regulates
“persistent and unwanted solicitations by telephone,
fax, e-mail or other remote media.” Such unwanted
solicitations are considered to be aggressive commercial
practices, which are prohibited.

The rules on unsolicited communications do not aim
to regulate the processing of personal data, which are
required to perform the communication (Fuster,
Gutwirth, & De Hert, 2010). Instead, the rules on
unsolicited communications aim to contribute to the
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protection of privacy. Recital 40 of the e-Privacy Directive
frames unsolicited communications as an intrusion of
privacy. The idea is that people should be able to use all
kinds of communication devices, including mobile
phones and computers, without having to be bothered by
third parties who reach out to them in their private space
unasked and unwanted.

Fuster et al. (2010) connect the EU's regulation of
unsolicited communications with EU rules on television
advertising. The authors argue that the rationale behind
the latter type of regulation is to protect the enjoyment of
watching television, “without suffering the burden of
excessive advertising” (Fuster et al., 2010, p. 110). In
other words, EU regulations on unsolicited communica-
tions and television advertising guarantee a sphere in
which people are protected against unsolicited and
unwelcome intrusions into their daily lives. The devices
that we use to communicate with other people and to
enjoy media products should not become an entry port
into our private sphere. The discussion of the right to not
receive information, as expressed in secondary legisla-
tion, again shows how the fundamental rights are all
connected.8

8 | FREEDOM TO IMPART
INFORMATION

Finally, Article 10, paragraph 1, of the Convention and
Article 11, paragraph 1, of the Charter protect freedom to
impart information, the most well-known component of
freedom of expression. For this article, I focus on the free-
dom of expression rights of news users, not of journalists
and other media actors.

In one of its first cases on the right to freedom of
expression, the Strasbourg Court firmly established that the
right is one of the essential foundations of a democratic
society (Handyside v. the United Kingdom, 1976). The Court
further stressed the importance of media pluralism for free-
dom of expression and democracy (Handyside v. the United
Kingdom, 1976). The second paragraph of Article 11 of the
Charter codifies this idea by providing that the freedom
and pluralism of the media shall be respected.

The Strasbourg Court has made the scope of freedom of
expression very broad. Freedom of expression protects the
substance of communication and the form in which it is
expressed (Oberschlick v. Austria, 1991). Freedom of expres-
sion protects all modern means of communication. In the
case of Times Newspapers Ltd v. the United Kingdom (Nos.
1 and 2), the Court confirmed that the Internet “plays an
important role in enhancing the public's access to news and
facilitating the dissemination of information in general” and
that freedom of expression thus protects communication via

the Internet (2009, p. 27). A few years later, the Court put it
in stronger terms and acknowledged how the Internet pro-
vides an “unprecedented platform for the exercise of free-
dom of expression” (Delfi A.S. v. Estonia, 2015, p. 110).

There are three widely accepted theories that explain
why freedom of expression is important. Freedom of
expression enables (a) participation in democracy and self-
government, (b) finding of truth, and (c) self-development
and self-fulfillment (Barendt, 2005). The Strasbourg Court
relies on all three theories interchangeably. The Court has
noted that “freedom of political debate is at the very core
of the concept of a democratic society which prevails
throughout the Convention” and that media freedom
provides people with one of the best means to discover
and form an opinion of the ideas of politicians (Lingens
v. Austria, 1986, p. 42). The Court also confirmed that
freedom of expression is a basic condition for personal
self-development and fulfillment (Handyside v. the
United Kingdom, 1976; Lingens v. Austria, 1986, p. 41).
Finally, in cases where the Court condemned Internet
blocking and its consequences for academics to do their
work, it implicitly justifies freedom of expression with
truth finding (Ahmet Yildirim v. Turkey, 2012; Cengiz
and Others v. Turkey, 2015; Randall, 2016).

As mentioned in the introduction, U.S. legal scholars
have long thought through the relationship between pri-
vacy and freedom of expression. As Richards notes, “if
we care about free speech, we should care about speakers
having something interesting to say” (Richards, 2015,
p. 98). People develop these interesting things to say by
consuming and experimenting with controversial ideas in
private. The Luxembourg Court, which interprets the
Charter, also linked the two rights by remarking that
retention of data by telecom providers (which is a privacy
interference) might affect how people use communica-
tion technologies and, consequently, how they exercise
their freedom of expression (Digital Rights Ireland, 2014,
p. 28; Tele2 Sverige AB and Watson, 2016, p. 101). The
Luxembourg Court has not, however, further explored
the relationship between privacy and freedom of
expression.

9 | PERSONAL INFORMATION
SPHERE

If we shine a light on the prism of the fundamental rights
of privacy; the right to receive information; and the free-
doms of expression, opinion, and thought, we see a wide
spectrum of interests, values, and rights arising from
these fundamental rights. Together, these rights protect
what I call the personal information sphere. The personal
information sphere is the domain where people can

1122 ESKENS



determine for themselves how they interact with infor-
mation about the world and how other people may inter-
act with information about themselves. This is a form of
control that is different from the kind of control enabled
by data protection law, which focuses on consent, trans-
parency, and data access rights.

The notion of a personal information sphere resem-
bles the concept of “intellectual privacy” (Cohen, 1996,
1998; Richards, 2008, 2015). Intellectual privacy is “a
zone of protection that guards our ability to make up our
minds freely” so that we can prepare ourselves to exercise
our freedom of expression rights (Richards, 2015, p. 95).
The difference between the two concepts is that the per-
sonal information sphere arises from European funda-
mental rights, whereas intellectual privacy is built on the
U.S. First Amendment. Furthermore, due to the elaborate
European fundamental rights framework, the personal
information sphere encompasses more rights and free-
doms and is more inward-looking than intellectual pri-
vacy, which is more outward-looking and focused on the
following exercise of First Amendment expression rights.
The personal information sphere is also relevant if people
decide not to communicate or express themselves.

Next to that, the notion of a personal information
sphere is reminiscent of personality rights.9 In private
law, personality rights are the bundle of rights that pro-
tect the integrity and inviolability of the person (Resta,
2014), such as the right to reputation, privacy, and pub-
licity. Personality rights provide people control over their
public image, in addition to control over their private self.
van der Sloot (2015) has identified a growing focus of the
Strasbourg Court on personality rights and argues that
this might prove useful in the age of big data. Still, the
difference between personality rights and the personal
information sphere is that the latter encompass all kinds
and directions of communication about all kinds of pri-
vate and public matters, whereas personality rights are
mainly about the communication of one's image from the
rights holder to the outer world.

We can visualize the personal information sphere as a
circle around the individual. The right to receive infor-
mation protects information flows into the circle. People
use these inflowing streams of information to inform
themselves on political, scientific, and personal matters
and to explore different perspectives and viewpoints on
these issues. Freedom of thought and opinion protect
information flows within the circle, where people process
the information and develop their own original thoughts
and opinions. Freedom of expression and confidentiality
of communications consequently protect information
flows out of the circle. By communicating with the outer
world, people position themselves in the world, contrib-
ute to discussions on matters that they care about, and

show their personal identity toward others. Finally, the
right to privacy marks the boundary between private and
public communication activities, and it protects the mere
existence of the circle and the freedom of people to deter-
mine the radius of their circle. Furthermore, privacy rein-
forces the freedom of people to gather information
undisturbed, develop their thoughts and opinions, experi-
ment with different ideas before they partake in public
debate, and decide which beliefs they share with others
and which ones they keep to themselves.

Within the personal information sphere, all the fun-
damental information and communication rights are
strengthened and depend on each other. A range of
empirical findings from the social sciences support the
integration of these fundamental rights in the notion of a
personal information sphere, with its inward, outward,
and inner information flows. Studies suggest that receiv-
ing and processing information from online news media
in private, that is, undisturbed, is important for cognitive
information processing. People learn a bit from the news
by simply being exposed to it, yet other cognitive infor-
mation processes contribute more to learning than news
exposure. Attention and “elaboration” determine effec-
tive learning from news (Eveland, 2001, 2002; Eveland,
Shah, & Kwak, 2003). Elaboration is the connecting of
new information to other information stored in memory
or the connecting of new pieces of information (Eveland,
2001). If people are interrupted by unwanted communi-
cations while they try to attend to and elaborate on the
news they receive, their learning process might be
disturbed.

Freedom of expression relies on a traditional commu-
nication model consisting of a sender, message, and
recipient. Accordingly, freedom of expression aims to
ensure that a message arrives at its audience so that the
sender can participate in democratic self-government,
help to find truth, or feel self-fulfilled because they have
expressed who they are. However, the sender also learns
from a face-to-face or online discussion in which they
participate by composing and releasing messages
(“sender effects” or “expression effects”; Cho, Ahmed,
Keum, Choi, & Lee, 2018; Pingree, 2007; Shah, 2016;
Valkenburg, 2017). That is, people form their ideas and
gain understanding in part by formulating and expressing
their thoughts, and not just by hearing the ideas of
others. Expressing oneself is to some extent a form of rea-
soning. These studies about the effect of communication
on the sender support the connection between freedom
of expression, privacy, and freedom of thought and
opinion.

Empirical privacy research confirms the relationship
between the right to develop and fulfill one's personality,
which follows from privacy, and freedom of expression.
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Studies indicate that people fulfill their need for self-
identity by managing their privacy on social media and
also by disclosing personal information on social media
(Wu, 2019). Wu therefore concludes, in line with the
Strasbourg Court's doctrines on privacy, that “privacy is
not only about information protection” (2019, p. 214).
Instead, to some extent, privacy is also about expressing
oneself and giving away information about oneself to
define and establish personal identity. People click, like,
share, and comment on news articles in part to commu-
nicate their personal identity to others; these activities
of engagement are about both the right to privacy and
the right to freedom of expression. The case law of the
Strasbourg Court thus contains many correct intuitions
about how people engage and interact with online con-
tent and information about themselves; by further
showing the interconnectedness of the fundamental
information and communication rights, I uncovered a
framework that can guide our thinking about recom-
mender systems and personalization technologies in the
news sector and beyond.

10 | CONCLUSION

In this article, I analyzed the European fundamental
right to privacy together with the right to confidentiality
of communications; to receive information; and freedom
of thought, opinion, and expression. The right to privacy
ensures people a (metaphorical) space or zone where
they are protected against unwanted attention in the
form of publicity or communications. Next to that, pri-
vacy includes a right to personal development and iden-
tity, and it covers the physical, moral, and psychological
integrity of the person. The right to confidentiality of
communications protects communication between a
sender and recipient against intrusive third parties and is
not useful where news media are both the sender and, in
a sense, the third party. The freedom of thought, con-
science, and religion safeguards absolute protection
against indoctrination of religious and philosophical
beliefs. Similarly, freedom of opinion provides absolute
protection against coercion of the mind. Under the right
to receive information, the general public should be
assured of diverse and truthful information via the
media. The law also recognizes a right to not receive cer-
tain communications in order to provide people privacy
when consuming media. Finally, the freedom to impart
information guarantees free expression via offline and
online media so that people can participate in democratic
self-government, find truth about personal and societal
matters, and feel self-fulfilled by communication of who
they are.

Together, these rights protect the personal informa-
tion sphere. The essence of the personal information
sphere is control, yet this is a different kind of control
than control in the form of notice and consent enabled
by data protection law. In other words, the kind of con-
trol that follows from a contextual fundamental rights
analysis is different from the kind of control that is the
core of data protection law. The personal information
sphere is about controlling how you situate yourself in
networks of information and communication and how
you are involved in algorithmic communication pro-
cesses such as personalization. This fundamental rights
context can supplement the data protection lens when
we are thinking about online personalization and user
rights.

If we assess the use of online recommender systems
for news personalization from the perspective of the
personal information sphere, it becomes clear that
news media should not only ensure compliance with
the GDPR or similar data protection frameworks that
are based on the FIPPs. As Helberger observed, news
media are now competing with search engines and
social media for the users' attention and have adopted
personalization as part of their new strategy
(Helberger, 2016). In this competition for attention,
news users' freedom to find, receive, process, and
engage with information should be ensured, next to
their privacy and data protection rights. That is, the
solution to respecting the personal information sphere
is not simply limiting the amount of personalization
that takes place. Rather, online news providers should
develop ways to involve news users in the personaliza-
tion process beyond just asking for consent to process
their personal data. As mentioned in the introduction,
various studies indicate that explicit personalization, in
which the user has control and is involved in the per-
sonalization process, enhances the user experience
(Eslami et al., 2015; Harambam et al., 2019), while at
the same time, users do not always click what they
actually like (Sela et al., 2015). Therefore, the best
approach might be a mixture of implicit and explicit
personalization (Sela et al., 2015).

The essence of the personal information sphere is
control over how people situate themselves in networks
of information and communication and how they inter-
act and engage with online news media, how they shape
their personal relationship with the news media that
inform them and help them become the citizen, family
member, professional, neighbor, or partner they want to
be. The personal information sphere thus redirects regu-
latory attention to the process and interactivity of online
personalization systems, to which active user engagement
is an essential element.
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ENDNOTES
1 The relationship between the GDPR, the Data Protection Direc-
tive (DPD, the predecessor of the GDPR), and the fundamental
right to data protection is not straightforward. The DPD existed
already before the Charter was drafted and elevated data protec-
tion to a fundamental right. For more on this relationship, see
Lynskey (2015, pp. 132–133). One point of contention is the rela-
tionship between the fundamental rights to privacy and data pro-
tection and these two instruments of secondary law. The GDPR
refers only to the fundamental right to data protection and not
(explicitly) to the fundamental right to privacy. This suggests that
there is no formal legal connection between the GDPR and the
right to privacy. However, the recitals and the substantive provi-
sions of the DPD refer to the right to privacy several times, which
establishes a clear link between the DPD and the fundamental
right to privacy. Seeing the similarities between the DPD and the
GDPR, it could be argued that the GDPR still partly gives effect to
the right to privacy—With thanks to an anonymous reviewer for
this suggestion.

2 This paper focuses on the law of the EU. In the EU, there are two
overlapping systems of fundamental rights protection: the Con-
vention, as adopted by members of the Council of Europe, a
human rights organization, and the Charter. Article 52, paragraph
2, of the Charter provides that, in so far as the Charter contains
rights that are similar to rights guaranteed by the Convention, the
meaning and scope of those rights are the same as those laid
down by the Convention. Therefore, case law of the European
Court of Human Rights is an integral part of EU law.

3 To be more precise, the judgment in X v Iceland was delivered by
the European Commission of Human Rights (ECommHR), which
used to be a separate body but has now merged with the Stras-
bourg Court.

4 The Strasbourg Court added that people no longer enjoy protec-
tion against unwanted communications once they connect to the
internet because, by going online, people expose themselves to
such communications. However, an important doctrine of the
Court is that the European Convention should be a living instru-
ment. The Court might be willing to reconsider its strict view that
people give up their right to be protected against unwanted com-
munications once they connect to the internet.

5 Article 5(1) of the EU ePrivacy Directive also protects the confi-
dentiality of electronic communications. As mentioned in the
introduction, for this paper, I focus on the fundamental rights.

6 In a separate opinion in the case of Chassagnou and Others
v. France, a judge of the Strasbourg Court even argued that

environmentalist or ecological beliefs are protected by freedom of
thought in so far as they are informed by a societal stance (1999).

7 The fact that there are no such judgments might be because applicants
before the Strasbourg Court simply have never invoked such a nega-
tive right. The Court usually does not invent new rights if people do
not ask for it.

8 As my discussion shows, the secondary rules on not receiving infor-
mation aim to serve the fundamental right to privacy and are not
directly derived from the fundamental right to receive information.
However, from a systematic point of view, it would make sense to
see the negative right not to receive information as part of the fun-
damental right to receive information. For this reason, I discussed
the right not to receive information in this section on the right to
receive information and not in the section on the right to privacy.

9 With thanks to an anonymous reviewer for this suggestion.
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