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How consistent are human decisions and preferences across different contexts, especially ones 
that impact our affective states? The recent Covid-19 pandemic has demonstrated that preferences 
can easily be shaped by contexts that pose a threat to human life and likely trigger strong emotional 
reactions in most people (Lep et al., 2020; see also Cheng & Cheung, 2005 for the impact of other 
epidemic). A recent article in the Economist for instance clearly showed that demand for certain 
consumer products, including flour, ice cream and alcohol, increased significantly during the 
pandemic (“The pressure points in Britain’s supply chain” The Economist, 18.08.2020). These 
real-world observations accord with prospect theory and empirical evidence from behavioral 
economics and neuroeconomics showing context-dependent subjective utility (Engelmann & Hein, 
2013; Plassmann et al., 2008; Tymula & Plassmann, 2016). Moreover, similar observations have 
been made at the neural level, such that activation patterns in response to the same choice option 
can be modulated by context (Elliott et al., 2008; Engelmann & Hare, 2018; Louie et al., 2015; 
Phelps et al., 2014)1. A large body of research thus supports the idea that decision-making can 
easily be shaped by contexts, which can impact affective states (Cohn et al., 2015; Hsee & 
Rottenstreich, 2004; Kamstra et al., 2003; Lerner et al., 2015; Loewenstein, 2000; Meier et al., 2019; 
Peters et al., 2006; Pulcu & Browning, 2019; Rottenstreich & Hsee, 2001) and cognitive processes 
supporting decision-making, such as learning, memory and attention (Engelmann & Hein, 2013; 
Erev & Roth, 1998; King-Casas, 2005). However, the impact of context on choice behavior is not 
consistent, which raises a question: whether and how affect is involved in preference formation 
and belief updating. To address this issue, behavioral economists and neuroeconomists seek to 
understand the psychological and neurobiological mechanisms behind decision-making. This is 
also important to better understand intra-/inter-individual differences in preferences and belief 
updating within the same context: why do some people show increased demand for certain 
consumer products during affective contexts, such as the Covid-19 pandemic? What are the 
affective and cognitive processes that are influenced by such contexts, and how do these differ 
across individuals? 
 
In the last decades, the theoretical and practical tools from various disciplines have been brought 
together to investigate the mechanisms of decision-making. One influential model that summarizes 
these efforts is the model of adaptive decision-making proposed by Rangel et al., (2008) (Figure 
1.1A). Specifically, Rangel and his colleagues (2008) reviewed studies from economics, psychology 
and computational neuroscience and proposed that decision can be decomposed into five basic 
stages of computational processes: (1) the representation of the choice problem, internal states (e.g., 
hungry, happy, anxious) and environments; (2) valuation through assigning and computing costs 
and benefits for the feasible options given the representation of context; (3) the action selection and 
execution given the preceding value comparison; (4) after feedback, evaluating outcomes from the 
chosen (as well as unchosen) options and; (5) learning and updating beliefs about context, option 
values and actions based on received outcome(s) to adapt future choices (Figure 1.1A). Because 
each computational stage captures a specific information process required by decision-making, 
Rangel’s model provides a framework to investigate, as well as to interpret “how” choice patterns 

                                                
1 The influence of context on valuation reflects the physical limits of action potentials in neurons. An action potential 
is the language neurons use to convey information, simplistically speaking like the ones and zeros in computer 
language. The rate of action potentials is not infinite but ranges from 0 – ca. 200 spikes per second. Therefore, the 
limited rate of action potentials cannot encode unlimited option values in the world. In order to deal with this 
biological limitation, neurons adapt the range of action potential to a given context, which is termed range adaptation. 
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are influenced by contexts. For instance, individual differences in food preferences might be 
attributed to either the representation of the options (e.g., a focus on health labels rather than 
sustainability labels) or the valuation of the options (e.g., foods with high-sugar content are 
discounted more than foods that come at high costs to the environment) or both. The 
understanding about which stage in decision-making is impacted by specific factors is crucial to 
offer mechanistic explanations of decision-making that can help in intervention design, as well as 
policy formulation.  

 

 
Figure 1.1. Five computational processes of decision-making and the overview of the 
present thesis. (A) Five stages of computational processes involve in adaptive decision-making. 
In the present thesis, I mainly focus on the learning stage, which is circled with bold line. The 
figure is adapted from Rangel et al., (2008). (B) The schematic overview of series experiments in 
the present thesis. Basically, the learning tasks with different context manipulations (i.e., Incidental 
anxiety and outcome valence) and measurements are used in three empirical studies (Chapters 2-
4) to answer specific research questions. Red dotted rectangle refers to chapter 2: the effect of 
incidental anxiety on reward and punishment learning. Orange dashed rectangle refers to chapters 
3-4: the effect of outcome valence on confidence judgments.  
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The current thesis focuses on the role of affect in the learning stage of the decision cascade 
outlined in Figure 1.1B, because the learning stage is relevant to the question mentioned above: 
“whether and how affect is involved in preference formation and belief updating”. Moreover, 
while recent evidence suggests that affective states can impact choice-related neural circuitry and 
interfere with decision-making (Barrett et al., 2007; Engelmann et al., 2015, 2019; Robinson et al., 
2013; Talmi et al., 2009; Reviews: Engelmann & Hare, 2018; Phelps et al., 2014), little is known to 
date about how learning is processed under specific affective contexts. Studying the impact of 
affective states on learning requires experience-based tasks, in which participants learn about the 
consequences of their decisions via trial and error.  A task that offers such an experimental 
environment is the reinforcement learning (RL) task2 (rather than one-shot task or any task 
assuming trials are independent), which we adapted in our studies (Figure 1.1B). The trial-
dependent feature of RL tasks reflects the fact that choice preferences are modulated by the 
feedback participants receive for their choice throughout the task, i.e., an option becomes more 
attractive if previous feedback was positive on average (typically via monetary gains), and negative 
if previous feedback was negative on average (typically via monetary losses). In addition to the 
learning task, reinforcement learning (RL) models are able to capture these trial-to-trial 
dependencies. That is, instead of using averaged choice pattern to identify the impact of context, 
RL models offer sufficient flexibility and can be fitted to learning data obtained in wide-ranging 
contexts and tasks, as parameters can be added based on the theoretical information processing 
during learning and parameters are dynamically adjusted given the performance history and 
experimental factors (see Section 1.1 Reinforcement learning for details and examples). 
 
In order to fill the gap in the literature, we investigate two specific sources of affective information, 
choice-irrelevant emotion (incidental emotion) and choice per se. Specifically, we frame the learning 
context with choice-irrelevant anxiety induced by uncontrollable and unpredictable electric shock 
and with outcome valence (i.e., gain vs loss) manipulations (Figure 1.1B). First, anxiety is one of 
the most common emotions in our daily lives and is likely to be carried over from the choice-
irrelevant events to the decision problems we are facing. Previous research and resulting theories 
have speculated that anxiety alters the functioning of the cognitive processes that support decision 
making, such as attention, memory and information integration (Engelmann & Hare, 2018; Grupe, 
2017; Robinson, Vytal, et al., 2013). This hypothesis is supported by neural results showing that 
the anatomical and functional neural circuits for valuation overlap with anxiety-related neural 
circuitry (Grupe, 2017; Hartley & Phelps, 2012). However, such empirical evidence is merely 
suggestive. Moreover, it remains unclear if the impact of anxiety is valence-dependent, i.e., whether 
anxiety specifically influences decisions over negative outcomes, such as losses, or whether it also 
influences positive outcomes in the domain of gains. This lack in basic research can lead to 
difficulties in developing evidence-based treatments for individuals with affective disorders 
(Grillon et al., 2019). For example, if anxiety selectively influences learning when anticipated 
feedback (or outcomes) are negative, then treatment developments should take into account such 
valence-dependent effect and focus on negative information processing. Second, most studies 
investigating the impact of outcome valence on decision-making focus on choice patterns and 
                                                
2 Participants in the instrumental reinforcement learning task are asked to select the option between two fixed-paired 
options repeatedly. The feedback for the chosen option (with/without the feedback for the unchosen option) are 
displayed in the end of each trial. In this case, the preference for each option will be changed given outcome (i.e., 
performance history) (see Section 1.1.1 for details). 
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reaction time, the impact of outcome valence on confidence judgments is sparse to date. 
Confidence judgments are used to index metacognition, which is the ability to track and evaluate 
one’s own status (e.g., health status, work status, driving skill). Deficits in confidence judgments, 
for instance overconfidence (i.e., the expected status is higher than realistic status), can negatively 
impact economic and health outcomes for the decision-maker (Berner & Graber, 2008; Camerer 
& Lovallo, 1999; Malmendier & Tate, 2005). Moreover, a recent review and study further suggested 
that a confidence bias might be an important indicator of mental illness because psychiatric 
symptoms are consistently associated with increased/decreased confidence and under-/over-
confidence rather than task performance (Hoven et al., 2019 and Rouault et al., 2018). Despite the 
important role of confidence in decision-making and the fact that the interaction between 
anticipated gain/loss and confidence has received much attention recently (Giardini et al., 2008; 
Lebreton et al., 2018), its mechanism is still unclear.  In order to systematically investigate value- 
and confidence-updating in these two specific affective contexts, I review the literature 
investigating effects of anxiety and outcome valence on value-based decision-making3 to identify 
shortcomings in experimental and theoretical approaches. Accordingly, I improve experimental 
approaches for the experiments reported in subsequent empirical studies and place results in the 
context of both model-free and model-based approaches to better understand learning process in 
different affective contexts.  
 
This thesis consists of three empirical studies (Chapters 2-4) using a reinforcement learning task 
with two affective framing manipulations (incidental anxiety and outcome valence) to address the 
research questions: Whether and how incidental anxiety and outcome valence impact learning 
process? And, what the underlying affective, cognitive, metacognitive and neural processes are that 
explain this impact. Specifically, subjects are asked to recognize the best symbol via trial and error 
when the environment is framed with choice-irrelevant emotion, namely induced anxiety (Chapter 
2), as well as when the choice is framed as gains or losses (Chapters 2-4). In chapters 3 and 4, we 
focus on the effect of outcome valence and also assess the effects of outcome valence on 
metacognitive processes in the form of confidence judgements.  
 
Before continuing to the empirical studies reported in Chapters 2-4, the sections below will first 
review the existing literature about three terms: Reinforcement learning, metacognition and two 
specific affective framing manipulations, that are relevant to the topics (Figure 1.1B). The 
structure for the rest of this introduction is described as follows. In the first subsection, I introduce 
reinforcement learning and its applications, including the potential benefits of taking “performance 
history” into account when studying the impact of emotion on decision making. In the second 
subsection, I will review the current knowledge about the role of metacognition in decision-making.  
Next, I will introduce the current understanding of outcome valence and anxiety and their impacts 
on valuation and decision-making.   
 
 
                                                
3 Besides value-based decision-making, another type of decision in neuroeconomics is "perceptual decision-
making". Unlike value-based decisions, the motivation is relatively meaningless in perceptual decision-making and 
the answers are usually predetermined given objective and physical properties of options (e.g., whether the size of two 
circles are the same). This is not the case for value-based decisions because the correctness in value-based decision is 
usually determined by assumptions (e.g., utility, equilibrium states). 
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1.1 Reinforcement Learning (RL) 

The ability to update beliefs and adjust decisions given experience is crucial for individuals to adapt 
to new and changing environments and, ultimately, to increase their chances of survival. 
Considering the fact that choices in real-life are not totally independent of experiences, it is 
important to implement a framework to account for experiences to explain decisions and the 
formation of underlying preference. Reinforcement learning (RL) is a well-documented algorithm 
quantifying trial-and-error learning and belief updating (Rescorla & Wagner, 1972; Sutton & Barto, 
1998). Like many existing models, the RL approach offers a mathematical framework to quantify 
choice patterns given environment. Moreover, these quantified values enable researchers to 
measure/analyze the experimental contexts (Bavard et al., 2018; Lebreton et al., 2019; Palminteri 
et al., 2015) and to link behavioral data with physiological responses (e.g., brain activity, pupil 
dilation and eye movement). These are crucial features to look into the “mechanisms” supporting 
decision formation and to explain individual differences in decision-making. Importantly, the 
algorithm is supported by neuroscientific findings showing that dopaminergic neurons (in ventral 
tegmental area: VTA) track anticipated outcomes and their firing rates reflect a fundamental 
computational process of reinforcement learning models: the prediction error (Schultz et al., 1997). 
Prediction errors capture the discrepancy between the anticipated and actual outcome, and are 
commonly referred to as learning signals.  
 
The RL framework provides a way of understanding how preferences are formed under different 
contexts and how decisions are influenced by experiences. Here, I summarize at least three 
advantages of using RL models to study decision-making: 
(1) RL models can identify hidden functions that support value-updating. The common 

approach of using aggregated performance (e.g., averaged choice frequency from each subject) 
in learning tasks only reveals limited information about the underlying learning process, which 
is a dynamic process that changes over time and depends on the individual. RL models address 
this limitation by fitting data trial-by-trial and by optimizing relevant parameters, including the 
learning rate that reflects the speed of acquiring new information. These parameters (e.g., 
learning rate) are usually associated with latent variables (e.g., Q-values and Prediction errors) 
that are not detectable from averaged performance and reflect the variable of interest. This 
feature not only provides a way of estimating underlying mechanisms of information 
processing, but also provides flexibility for researchers to add parameters for variable of 
interests, for instance to model different (affective) contexts.   

(2) RL models take into account performance history. The latent variables in RL models 
are affected by the history of each individual’s choices, experienced outcomes and other 
psychological factors. This feature allows RL models to flexibly describe and predict choice 
patterns over time given previous choices (Erev & Roth, 1998; Lee et al., 2012; van den Bos 
et al., 2013).  

(3) Linking behavioral data to physiological data. The expected option value and prediction 
errors are estimated trial-by-trial. In the other words, these values are dynamically updated. 
This feature enables researchers to test correlations between estimations and physiological 
data gathered from, for instance, functional magnetic resonance imaging (fMRI) and 
electroencephalography (EEG).  
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Given these advantages, the reinforcement learning framework has been broadly implemented in 
fields of economic (Erev & Roth, 1998, 2014; Roth & Erev, 1995; van den Bos et al., 2013), 
computational psychiatry (Chen et al., 2015; Frank et al., 2004; Huys et al., 2020; Rutledge & 
Adams, 2017) and neuroeconomics (Konovalov & Krajbich, 2019) to better understand the 
mechanisms underlying observed behavioral patterns and preference formation. For instance, van 
den Bos et al., 2013 found that bidding in the five-player value auction (i.e., subjects bid for the 
option displayed on the screen and highest bid was determined as winner) over time can be well-
captured by an RL model that includes social parameters (i.e., feeling of win and feeling of loss in 
the auction) and outperforms predictions based on the Nash equilibrium. That is, winning/losing 
an auction on a preceding trial makes individual bid with a higher/lower value, respectively, on the 
next trial. These social factors were supported by fMRI results as two common social cognitive 
brain regions, temporoparietal junction (TPJ) and anterior insula (AI), were associated with social 
win (i.e., win the auction) and social loss (i.e., loss the auction), respectively. This example clearly 
demonstrates three benefits of using RL models mentioned above in a practical way: (1) RL models 
can identify hidden functions that support value-updating; (2) Parameters are dynamically affected; 
(3) Linking behavioral data to physiological data.  
 
 
1.1.1 Instrumental Learning Task and Preference  
In the context of instrumental reinforcement learning, participants are incentivized to identify the 
best option among multiple choice options (i.e., the one that enjoys highest expected value) via 
trial-and-error learning. Instead of passively experiencing symbol-outcome associations (i.e., 
Pavlovian conditioning), instrumental learning tasks require participants’ engagement by making 
decisions within the same set of symbols (usually two symbols) which are associated with different 
probabilistic outcomes. In order to maximize long-term profits, participants make decision and 
accumulate outcomes from the chosen symbol to either maximize rewards or minimize losses.  
 
Previous studies have used different methods to assess participants’ learning performance: either 
directly during the acquisition of new information, which is noisy at the beginning and then 
asymptotes toward the end of the experiment, or by using an extinction test (i.e., making decision 
without feedback anymore) after learning is completed. In the learning period, learning 
performance is determined as the percentage of choosing the symbol with the higher expected 
value in each pair. The history of learning can be observed via a learning curve (see Chapter 2: 
Figure 2.4A for an example), which summarizes the average number of subjects choosing the 
better symbol at each trial. Unlike the learning task measuring learning per se or the amount of 
value-updating given the outcome history, the performance in the post-learning task (aka transfer 
task) is used to assess how subjects evaluate the learned symbols (see Chapter 2: Figure 2.5A for 
an example).  
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1.1.2 Traditional learning model and its Extensions 
The decisions made in the instrumental learning tasks have been successfully modeled using 
various reinforcement learning models4 (Montague et al., 2004; Sutton & Barto, 1998). Typically, 
these models work as follows: when a decision maker is facing a novel environment that offers 
potential rewards or potential punishments, initial decisions are assumed to be random, but the 
decision-maker can learn from the feedback provided by the environment. Decision strategies are 
adapted based on a prediction error signal, which occurs when the received outcome (say that 
attainment of some reward, or avoidance of some punishment) deviates from expectation, and 
learning rate, which scales linearly with the magnitude of this deviation. The traditional Q-learning 
model quantifies this procedure via two essential elements mentioned above: prediction error (PE) 
and learning rate. The prediction error refers to differences between expected option value (Q) 
and actual outcome (R), which can be expressed in the following notation: 
 

!"# = %# −	(# 
 
The prediction error may not be fully implemented and updating expected values is a gradual 
process. The expected value of the decision for the next trial (t) therefore depends on both a 
prediction error and a weight applied to the prediction error, modeled as the learning rate that 
reflects the decision-maker’s efficiency of utilizing the prediction error as follows: 
 

(#)* = (# + 	,	 × !"# 
 
A higher learning rate indicates that the individual is sensitive to the current outcome and tends to 
use feedback from the prediction error signal to update option values. A higher learning rate is 
required for fast value-updating in highly volatile environments. In contrast, in relatively stable 
environments a lower learning rate is preferred, although behavioral adaptation may be relatively 
inefficient.  
 
After updating the option value, it will not be directly transferred to binary choice. Instead, the 
expected option values are used to calculate the probability of choosing option A over option B 
in the context of a sigmoid function, which is illustrated by the following softmax rule: 
 

!(/) = ((1 + exp	(((5) − ((/))) × 6)7* 
 
The temperature parameter β is commonly included in RL models to capture the tradeoff between 
exploration and exploitation. When a decision is exploration-oriented, the value difference 
between (Q(A) and Q(B)) is no longer informative as decision is made with less consideration of 
Q(A) and Q(B). In this case, the model applies a lower β parameter, which reduces the reliance on 
discrepancy between two options and forms flattened sigmoid function to predict the choice. In 
contrast, exploration-oriented decisions rely heavily on value differences between choice options, 
and a higher β enhances the influence of value differences on prediction of the final choice5. These 

                                                
4 Reinforcement learning models are currently drivers of artificial intelligence development (Barto & Sutton, 1997) 
5 Palminteri and Pessiglione (2017) used figures to illustrate how α and β modulate learning curves and learning 
performance. 
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parameters have been used to identify how emotion alters learning processes (Browning et al., 
2015; Chen et al., 2015; Robinson, Overstreet, et al., 2013).  For instance, the negative correlation 
between learning rate and level of trait anxiety (Browning et al., 2015) suggested that anxiety not 
only modulates the neural processes of the prediction error (Robinson, et al., 2013), but also alters 
the speed of value updating in volatile environments. 
 
The impacts of experimental manipulations on decisions made in the learning tasks have been 
successfully modeled using various reinforcement learning models. That is, the traditional RL 
model (Q-learning) has been used and extended by adding parameters to identify how specific 
effects of interest affect learning. For example, the effects of depression (Chen et al., 2015), 
learning context (Palminteri et al., 2015), racial bias (Lindström et al., 2014) as well as additional 
cognitive biases, such as the confirmation bias (Palminteri, Lefebvre, et al., 2017) and optimism 
bias (Garrett & Daw, 2020; Lefebvre et al., 2017) have been successfully modeled in past research. 
For instance, Palminteri and his colleagues (2015) demonstrated that not only option value, but 
also context value associated with specific combinations of choice options is updated via trial and 
error. The context value is supposed to become positive if a set of options are consistently 
associated with positive events (e.g., monetary gains in reward learning). On the contrary, context 
value is updated and becomes negative if options are associated with negative events (e.g., 
monetary losses in the punishment learning). Within the same study, they further showed that the 
learned context values are used to adjust outcome evaluation. Specifically, omitted rewards are 
evaluated as a bad outcome in the pure-gain condition and omitted losses are evaluated as good 
outcomes in the pure-loss condition (Palminteri et al., 2015; Seymour & McClure, 2008). This 
example clearly reflects the notion that context value (or the reference point) is dynamically 
changed and is involved in outcome evaluation (Elliott et al., 2008; Kahneman, 2011; Kahneman 
& Tversky, 2000; Seymour et al., 2015). However, updating context value is not necessary to be 
included in the learning process for every participant. For instance, Palminteri et al., (2016) 
demonstrated that adolescents and adults applied different learning strategies to the same learning 
task, as adolescents’ decisions was best captured by a simpler Q-learning model, while adults’ 
decisions relied on a more complex RL model that included parameters for context value updating. 
Together, this reflects the high flexibility of Q-learning models to capture both experimental 
manipulations and specific features in subgroup of participants that can affect learning 
mechanisms.  
 
Yet, while adding parameters based on specific hypotheses is possible and important, it remains 
equally important to assess proper model fit as well as to perform parameter and model 
recoverability assessments. Unlike assessments of goodness-of-fit, the parameter and model 
recoverability is used to ensure that the winning model (and its parameters) can generate a specific 
choice patterns (Palminteri, Wyart, et al., 2017). This can be done by simulating data based on 
models of interest first, and subsequently test if simulated datasets can be correctly attribute to the 
model used to generate the data (i.e., model recoverability) and if estimated parameters correlated 
with simulated parameters (i.e., parameter recoverability) (see Palminteri, Wyart, et al., 2017 for 
the step-by-step practical applications). This is even important for researchers using parameters to 
represent particular behavioral phenotype (i.e., risk aversion, loss aversion). The good 
model/parameter recoverability indicates the parameter enjoys unique concepts and consequently, 
strengthen the link between parameter and behavioral pattern of interest. Given these features of 
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RL models, the present thesis carefully adapted and evaluated RL models to capture learning 
strategies in different contexts.  

 

 
 
 

1.2 Metacognition 

Decision-making has been extensively studied in terms of choice patterns and reaction times, but 
research on the ability to evaluate and to regulate one’s thoughts and decisions, so called 
metacognition, is sparse to date. In the decision-making field, metacognitive processes (e.g., self-
evaluation of actions) are  commonly defined and measured as the belief of making correct choices 
among multiple options (Fleming & Dolan, 2012; Yeung & Summerfield, 2012; Meyniel et al., 
2015; Pouget et al., 2016). In particular, Pouget et al., (2016) suggested that “defining confidence as the 
probability that the current choice, overt or covert, is correct. …”. This claim is consistent with the notion 
that decisions are typically accompanied by a confidence judgment (De Martino et al., 2013; 
Lebreton et al, 2015; Folke et al., 2016; Shapiro & Grafton, 2020). Moreover, a recent neural 
evidence suggests that confidence judgments arise automatically after a decision (Shapiro & 
Grafton, 2020). Therefore, not only confidence judgments but confidence accuracy that is defined 
as the discrepancy between confidence and overall probability of being correct, are usually used to 
quantify metacognitive function.  
 
Maintaining accurate confidence judgments is crucial to balance prior and incoming information 
(Meyniel et al., 2015). This is because confidence, and metacognitive processes in general, are 
important to flexibly change decision strategies and adapt to changing environments (Donoso et 
al., 2014; Heilbron & Meyniel, 2019; Vinckier et al., 2016). For example, individuals with high 
confidence about their predictions about who will become the next president might be less likely 
to change their prediction and tend to ignore news conflicting with their ideas. From this example, 
it is easy to see how overconfidence can lead to decision biases and why such biases have been 
receiving such attention recently (Kahneman, 2011). Accordingly, confidence biases (e.g., over-
confidence: the confidence is higher than actual probability of being correct on average) may highly 
correlate with cognitive biases in information integration, including the status-quo bias (i.e., 
assigning more weights to the prior information than incoming information to form the decision) 
and the base-rate fallacy (i.e., assigning more weights to the incoming information than prior 
information to form the decision) as they reflect the unequal weights on prior knowledge and 
current information. As referenced in Kahneman's Thinking fast and slow (2011) – 
overconfidence not only impacts individuals’ decisions, but can also lead to detrimental economic 
losses (Malmendier & Tate, 2005; Camerer & Lovallo, 1999)6 and adverse health outcomes (Berner 
& Graber, 2008). In addition to the impact of confidence bias on decision-making, the importance 
of quantifying metacognitive function by assessing confidence and confidence accuracy has 
recently been proposed as a new and important transdiagnostic approach for assessing mental 

                                                
6 Professional investors and CEOs tend to overestimate their success rates, which results in excessive trading. This 
overconfidence occurs despite the fact that these populations have abundant information about stock markets.   
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health (Hoven et al., 2019; Rouault et al., 2018). Rouault et al. (2018) found that symptoms of 
psychiatric disorders were consistently associated with alterations on metacognitive function rather 
than cognitive performance. While these findings and reviews pointed out that metacognition plays 
an important role in various fields, the understanding about emotion-cognition-metacognition 
interaction and its mechanisms in the decision-making field is inadequate.  
 
To better understand the mechanisms of confidence and the impact of experimental factors on 
confidence, potential difficulties in investigating confidence in decision-making should be 
emphasized. Confidence is usually associated with task performance and reaction time. Specifically, 
better performance and shorter reaction times have been linked to higher confidence (Fontanesi 
et al., 2019; Maniscalco & Lau, 2012) as they might represent the same concept: task difficulty (van 
den Berg et al., 2016; De Martino et al., 2013; Moran et al., 2015; Pleskac and Busemeyer, 2010; 
Ratcliff and Starns, 2009, 2013; Yu et al., 2015). Therefore, it is crucial to dissociate these 
confounding factors from confidence judgments using proper experimental design, so that 
interpretations about the source of confidence biases in decision-making can be identified.  
 
 
 
 
 

1.3 Making Decision in Affective Contexts 

To investigate how decision is influenced by a certain affective state, one straightforward way is to 
compare the performances between the affective and the neutral contexts. The affective context 
can be artificially created by inducing choice-irrelevant emotion (e.g., emotional responses to 
Covid-19) on healthy participants or by manipulating the choice-relevant characteristics, like 
outcome valence (i.e., gains vs losses). The present thesis selectively investigates choice-irrelevant 
anxiety (i.e., incidental anxiety) and choice-relevant affect, namely outcome valence. Anxiety and 
outcome valence are commonly existed in real-life decisions and are suggested to guide/bias 
decisions (Lerner et al., 2015). However, incidental anxiety and outcome valence may influence 
decision-making differently. Specifically, incidental anxiety is independent of the goal of decision-
making and is likely to alter decisions based on the nature of anxiety-related responses (e.g., 
avoidance, sensitive to negative events). By contrast, outcome valence directly determines the 
motivation of decision as individuals have tendency to approach gains and avoid losses. In order 
to understand how affective states of interest (i.e., incidental anxiety and outcome valence) 
influence decision-making, I will briefly introduce current understanding of the impact of outcome 
valence on valuation in this section, and introduce incidental anxiety and decision-making in the 
next section (Section 1.4 Anxiety and decision making). 
 
 
1.3.1 Outcome valence and decision-making 
Outcome valence (i.e., gains versus losses) carries affective information as it induces opposing 
subjective feelings and guide choices by approaching positive affect and avoiding negative affect. 
The impact of outcome valence on decision-making has been widely investigated and the results 
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showed that choice patterns are different between gain-framed and loss-framed contexts. For 
instance, when choosing between risky and safe options (with the same expected value), the risky 
one is less preferred when the safe option is described as “keeping” a certain amount from the 
endowment (e.g., keep $60 from $100 for sure). In contrast, the risky option is preferred when the 
safe option is described as losing a certain amount from the endowment (i.e., lose $40 from $100 
for sure), for the same sure outcome (Kahneman & Tversky, 2000). This example demonstrates 
that the decision problem is strongly influenced by external contextual factors, such as the 
description of choices, and the choice pattern is changed accordingly, even when the consequences 
of the decisions are the same. This phenomenon is called valence-framing effect, which has been 
extensively used to investigate the main motivation of decisions, like dishonest behavior (i.e., lie 
for avoiding losses or lie for gaining rewards; Abe & Greene, 2014; Schindler & Pfattheicher, 2017) 
and donation behaviors (Das et al., 2008). 

The difference on choice patterns between gain-framed and loss-framed contexts might be the 
results of the asymmetrical scale for gains and losses (Kahneman & Tversky, 1979). This unbalance 
processing is illustrated as loss aversion. Monetary outcome is commonly used as proxy to quantify 
the proportion of weighting of losses and gains. One of classic task used to measure loss aversion 
is the mixed gambles task, in which subjects are required to select between two options, one gain 
and one loss, with the same probability (i.e., 50%) (De Martino et al., 2010; Tom et al., 2007). 
Another common task requiring subjects to select between two options, one mixed gamble (50% 
gain and 50% loss) and one guaranteed amount of zero, has been used to assess both loss aversion 
and risk aversion simultaneously (Charpentier et al., 2016; Engelmann et al., 2015). In either task, 
the gain and loss amounts are varied throughout the experiment and orthogonalized, so that 
choices can be fitted via a random utility model (i.e., logistic regression) that yields a loss aversion 
parameter (Sokol-Hessner et al., 2009; Sokol-Hessner & Rutledge, 2019; Tom et al., 2007). Higher 
loss aversion indicates higher sensitivity to losses compared to equivalent gains.  

At the neural level, gains and losses are processed in the same neural circuits, including prefrontal 
cortex (i.e., Orbital frontal cortex: OFC; and ventral prefrontal cortex: vmPFC) and striatal brain 
area (i.e., caudate, putamen and nucleus accumbens), which are usually associated with motivation 
and decision-making. Nevertheless, these regions process gains and losses with different ways as 
enhanced activation is usually associated with gains and deactivation is usually associated with 
losses (Bartra et al., 2013; Tom et al., 2007). However, the brain area processing losses-related 
information is still controversial (Oldham et al., 2018; Seymour et al., 2015). Some studies 
suggested that losses processing requires additional neural circuits, including anterior insula (AI) 
and amygdala (Engelmann et al., 2015, 2017; Palminteri, et al., 2012; Cartoni et al., 2016; Holmes 
et al., 2010; Talmi et al., 2008). One possible reason for the controversial results is that the 
subjective gains and losses might be changed by other decision-related information, like alternative 
outcomes and previous performance. Specifically, the objective losses might be reframed as gain 
when loss is absent or when the alternative outcome is worse. Following the same logic, omission 
of gains might be reframed as losses (Elliott et al., 2008; Nieuwenhuis et al., 2005; Seymour et al., 
2015).  
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1.3.2 Outcome valence in reinforcement learning  
Previous studies also showed that outcome valence can influence cognitive processes during the 
learning stage, which combines the previous and present information about choice options and 
further update information processing (Figure 1.1A and Section 1.1 Reinforcement learning). 
In the context of reward learning, subjects are incentivized to maximize benefits by choosing those 
options that are associated with higher rewards on average. By contrast, in the context of 
punishment learning subjects learn to avoid negative outcomes by choosing those options that are 
associated with lower losses on average. While many studies have demonstrated that reward and 
punishment can be equally learned when establishing action-outcome associations in 
reinforcement learning tasks, some studies showed that the relatively good option learnt from loss 
contexts is preferred over the relatively bad option learnt from gain contexts (Klein et al., 2017; 
Lebreton et al., 2019; Palminteri et al., 2015). The findings implied that the lower gains in the 
reward learning and the lower losses in the punishment learning are reframed as bad and good, 
respectively, despite the fact that a lower gain is equal to or better than a lower loss. This 
phenomenon has been explained by recently developed reinforcement learning models. 
Specifically, the option value is updated based on both performance history and “context value”, 
which is usually computed as average of options’ values (Bavard et al., 2018; Palminteri et al., 
2015).   
 
Besides distinct motivations for reward and punishment learning, Palminteri and Pessiglione 
(2017) suggested that distinct neural mechanisms are required for gain-seeking and loss-avoidance 
learning processes. Specifically, while dopaminergic (DA) neurons, striatum and medial prefrontal 
cortex (mPFC) are generally involved in learning processes, sub-regions of the striatum (the dorsal 
part), as well as amygdala and anterior insula (AI) might be more intimately involved in punishment 
learning. Given these differences in neural mechanisms underlying reward and punishment 
learning, it is rational to hypothesize that the experimental treatment on learning performance is 
context-dependent. For instance, anxiety might selectively influence punishment learning as the 
amygdala is involved in threat detection and affective processes related to fear processing (Grupe 
& Nitschke, 2013; Trapp et al., 2018). Nevertheless, considering brain regions processing positive 
and negative affect might overlap (Bartra et al., 2013; Tom et al., 2007), these similarities in neural 
mechanisms can also lead to context-independent treatment effects. For example, the striatal-
frontal circuit not only processes positive subjective value (Haber and Knutson, 2009; Engelmann 
et al., 2015), but also plays an important role in anxiety and metacognition (i.e., the variables of 
interest in the present thesis) (Grupe & Nitschke, 2013; Grupe, 2017; De Martino et al., 2013; 
Lebreton et al., 2015; Shapiro and Grafton, 2020). Although reward and punishment learning have 
been investigated at both the behavioral and neural level, the mechanism underlying the interaction 
between choice-irrelevant emotion (e.g., anxiety) and outcome valence and metacognition is still 
unclear.   
 
 
1.3.3 Outcome valence and confidence judgments 
Recent studies consistently found that confidence is altered by choice-relevant affect (Lebreton et 
al., 2018, 2019; Massoni, 2014; Sidi et al., 2018) and choice-irrelevant affect (Hoven et al., 2019; 
Koellinger & Treffers, 2015; Rouault et al., 2018) in both perceptual and value-based decisions. 
From the view of affective valence, people tend to overestimate the probability of positive event 
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(e.g., anticipated gains) and underestimate the probability of negative events (e.g., anticipated losses) 
(Giardini et al., 2008). This behavioral phenomenon is consistent with the current knowledge 
about confidence signals in the brain: confidence and valuation are automatically and generally 
processed in the same neural network (De Martino et al., 2013, 2017; Lebreton et al., 2015; Lopez-
Persem et al., 2020; Shapiro & Grafton, 2020). Yet, to date the confidence-related brain regions 
were identified in the tasks using neutral or positive outcome. It remains unclear whether the same 
cognitive and neural systems are required for confidence processing when decisions are made 
under gain compared to loss contexts. Two pieces of evidence support that distinct systems might 
process confidence in different valence contexts. First, there is evidence for both overlapping but 
also distinct neural circuitry processing positive and negative subjective value (Bartra et al., 2013; 
Knutson et al., 2011; Oldham et al., 2018; Seymour et al., 2015; Tom et al., 2007). Given the 
overlap between confidence and valuation processes in vmPFC in the domain of gains (Lebreton 
et al., 2015; Lopez-Persem et al., 2020; Shapiro & Grafton, 2020), a similar overlap might be 
expected in the domain of losses. Second, previous fMRI results demonstrated that the neural 
mechanisms of confidence processing might be task-dependent (Sadeghi et al., 2017). In order to 
test these speculations, we optimized the learning task and ensured the robustness of valence effect 
on confidence judgment in the learning task first (Chapter 3). Afterward, we conducted a 
followed-up brain imaging study with the optimized learning task to investigate the neural 
mechanisms of confidence encoding in different affective contexts (Chapter 4). 
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1.4 Incidental Anxiety and Decision-Making 

Another common source of affective information is the current emotional state at the time of 
choice, which may be carried over from choice-irrelevant events, such as mood, trait and induced 
choice-irrelevant affect. Although the role of emotions in decision-making has been extensively 
investigated, conclusions made by recent reviews about the role of anxiety in decision-making are 
still speculative (Grupe & Nitschke, 2013; Hartley & Phelps, 2012; Robinson, Vytal, et al., 2013; 
but see Grupe, 2017 for how anxiety involved in valuation). This section will briefly introduce 
anxiety and its relationship with stress and fear. Next, it will summarize the current understanding 
about the impact of anxiety on well-documented decision-making tasks including framing effects, 
loss aversion, risk aversion, and delay discounting. These findings demonstrate how anxiety also 
distorts (or not distorts) decision components (e.g., magnitude, probability and time) that are also 
involved in learning.  
 
 
1.4.1 Anxiety 
Around one third of the population suffers from an anxiety disorder at least once in their lifetime 
(Bandelow & Michaelis, 2015). Anxiety is usually associated with higher sensitivity to threat, 
intolerance of uncertainty, excessive worries and pessimistic thinking about future events (Cisler 
& Koster, 2010; Carleton et al., 2012; Holaway et al., 2006; Savitsky et al., 1998; Zenger et al., 2011; 
Dugas & Naomi, 2005). In addition to mental issues, anxiety is also associated with fear-related 
responses, such as muscle tension, increased sweating and heart rate. Moreover, anxiety is 
commonly accompanied by changes in the cognitive processes, some of which are likely important 
for decision-making. These anxiety-related changes in cognitive functions include attention, 
interpretation and working memory. For instance, anxious individuals tend to switch attention to 
threat stimuli and commonly interpret neutral events as threat (Grupe & Nitschke, 2013; Hartley 
& Phelps, 2012; Robinson, Vytal, et al., 2013). Moreover,  impairments of working memory 
performance have been associated with both trait and induced anxiety across a number of studies, 
as found in a recent meta-analysis (Moran, 2016). Working memory is correlated with deep 
thinking, which is crucial for achieving long-term goals, such as learning and planning (Devetag & 
Warglien, 2003; Gill & Prowse, 2012). In addition, working memory also protects individuals from 
suffering from the impact of anxiety (Otto et al., 2013). The strong association between working 
memory, decisions and anxiety indicates that manipulations of working memory might further 
change choice patterns. 
 
Research investigating anxiety and its treatments faces many challenges, primarily centered on the 
fact that the neural mechanisms of anxiety (i.e., subcortical regions) and defense mechanism of 
anxiety (i.e., physical and physiological responses to threat) recognized in animal studies are not 
enough to explain its interaction with unique cognitive functions that support complex decision-
making seen in humans (Grillon et al., 2019; Grupe & Nitschke, 2013; LeDoux & Pine, 2016; but 
see Phelps & LeDoux, 2005). For example, Grupe and Nitschke (2013, 2017) proposed different 
functional connectivity between lateral cortical (e.g., insula), medial cortical (e.g., prefrontal cortex) 
and subcortical regions (e.g., amygdala) might be separately associated with anxiety-related 
alterations in decision-making in the context of uncertainty.  In spite of the challenges that anxiety 
research faces, there is a growing body of literature developing innovative experimental designs 
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(Gillan et al., 2020; Grillon et al., 2019; Mkrtchian et al., 2017) and investigating the impact of 
anxiety in both clinically anxious and healthy participants. These efforts contribute to a growing 
field called computational psychiatry, which applies computational modelling to quantify 
psychiatric behavioral and neural changes. These quantitative changes are informative to better 
understand how our body (not just the brain) respond to challenging situations and to identify 
unusual response patterns that is likely to develop into a certain symptoms (see Huys et al., 2016, 
2020; Montague et al., 2012 for more theoretical and practical applications). 
 
 
1.4.2 Distinctions between Anxiety, Fear and Stress 
Anxiety, fear and stress are considered distinct affective processes, even though they share several 
features. For instance, anxiety, fear and stress are triggered by threat events, they are associated 
with emotional arousal (i.e., accelerating heart rate, sweat) and evoke the same fear-related 
responses, such as fight, flight or freeze (Jelen et al., 2003; Roelofs, 2017; Roelofs et al., 2010). 
However, while anxiety, fear and stress are not mutually exclusive states and likely co-occur in 
everyday life emotional experiences, they also show distinct aspects that are not shared (Hartley & 
Phelps, 2012; Sylvers et al., 2011). Anxiety and fear can be distinguished through three aspects of 
the threat event that triggers affect, specifically the presence or absence of stimuli and hormone 
responses to threat. Firstly, fear is elicited by immediate threat events, and is therefore a reactive 
affective state, while future negative events are commonly associated with anxiety and stress, which 
are therefore anticipatory affective states. Secondly, fear and stress are induced by predictable threat 
(e.g., a deadline, social environment, spider), while anxiety is the response to unpredictable threat 
(Hartley & Phelps, 2012; LeDoux & Pine, 2016; Sylvers et al., 2011). The difference can be found 
at the neural level as well: the amygdala is suggested to process acute and predictable threat and 
the bed nucleus of the stria terminalis (BNST) is activates in response to unpredictable threat 
(Klumpers et al., 2017; LeDoux & Pine, 2016; Sylvers et al., 2011). Nevertheless, this idea was 
challenged by studies showing that activity in the amygdala is evoked by threat regardless of its 
predictability (Carlson et al., 2011; Hur et al., 2020). In reviewing these similarities and differences 
between anxiety, fear and stress, it is worth highlighting that it remains difficult to clearly 
distinguish between these emotional terms. One plausible reason is that emotion is a 
multidimensional construct and is unlikely to be differentiated by emotional terms (Lerner et al., 
2015). This limitation also raises a question for self-reported emotion: can participants correctly 
identify similar but different emotions? To minimize this issue, one possibility is using valid 
emotion-induction techniques and ensuring the induced emotion is comparable to the symptoms 
of mental disorders defined by Research domain criteria (RDoC) or clinical criteria (e.g., DSM-5).  

 
 1.4.3 Stress and Anxiety Induction  
Although stress and anxiety are not the same, , they are certainly related and findings on stress can 
inform those on anxiety, and vice versa  (Berghorst et al., 2013; Bolton & Robinson, 2017; Clark 
et al., 2012; Gillan et al., 2020).One main reason is that acute stress might facilitate anxiety-like 
responses and therefore plays an crucial role in development of anxiety symptoms (Grillon et al., 
2007). Moreover, anxiety and mental disorder caused by stress (e.g., post-traumatic stress disorder) 
are highly comorbid (Wisco et al., 2014). Accordingly, many literatures investigate the impact of 
acute stress on decision making, which might shed light on the mechanism of anxiety development. 
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In addition, there are two validated paradigms that have been used to induce acute stress: Cold-
water Pressor Task (CPT; Porcelli et al., 2012) and the Trier Social Stress Task (TSST; Buckert et 
al., 2014; Kirschbaum et al., 1993). The former one requires participants to keep either right or left 
hand in the cold water (~3°C) before the task to induce immediate and physical pain. The later 
one requires subjects to prepare/give a talk in front of strangers for 5-15 minutes, which then 
induces social stress. These stress inductions usually take place before or in the middle of the tasks 
that assess the cognitive processes of interest. In these cases, experimenters are not able to track 
the emotional state during the task and the acute stress is less likely to develop into anxiety 
(Robinson, Vytal, et al., 2013).  
 
To stick to the definition of anxiety, two validated anxiety induction techniques are commonly 
used to induce anxiety during the task. These two anxiety induction techniques are: Threat of 
shock (Engelmann et al., 2015; Grillon et al., 2004; Schmitz & Grillon, 2012) and low dose CO2  

inhalation (Bailey et al., 2011). The threat of shock paradigm (ToS) induces anxiety by delivering 
electric shocks at random time points throughout a task. Therefore, in this paradigm, the electric 
shock is unpredictable and uncontrollable during the task. Moreover, the ToS paradigm 
customizes the intensity of electric shock across participants, to ensure that each participant 
experiences emotional states of similar intensity toward the aversive event (i.e., electric shock). In 
contrast, the CO2 paradigm simply requires participants to inhale hypercapnic gas (7.5% CO2) 
during the task. These anxiety-induction paradigms have been widely used to investigate the 
mechanisms underlying the impact of anxiety on decision-making because they consistently trigger 
anxiety-like physiological (e.g., accelerating heart rate, sweat) and psychological responses (e.g., 
sensitive to the threat events) in healthy participants and further alter cognitive performance in 
ways comparable to the effect of pathological anxiety (Grillon et al., 2019; Hartley & Phelps, 2012; 
Robinson, Vytal, et al., 2013).  
 
 
1.4.4 Impact of Anxiety on Value-Based Decision-Making 
Decision-making requires multiple steps of information processing including representation and 
valuation. These steps feed into learning that updates option values (Rangel, 2009). Therefore, 
before investigating how anxiety is involved in learning process, I review the literature about the 
effects of anxiety on representation and valuation with four economic concepts: framing effects, 
loss aversion, risk aversion and delay discounting. Because research on the effects of anxiety on 
economic decision-making spans many fields from Social Psychology to Psychiatry and Medicine, 
only studies that fulfill the following criteria were included: (1) the same tasks were used across 
different anxiety modalities (i.e., trait, pathology and induced anxiety); (2) the measurement and 
tasks were well-defined to specifically study certain topic.  
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1.4.4.1 The effects of anxiety on framing 
Given that anxiety is usually associated with biases toward negative perspectives and such feelings 
influence the representation of option (Gilovich et al., 2002; Slovic et al., 2007), anxious individuals 
would be predicted to show an enhanced framing effect as they are likely to be influenced by 
valence-framed options. This idea has been supported by findings from multiple studies 
quantifying the extent of the framing effect. The framing task we reviewed requires participants to 
select between risky and sure options after receiving an initial endowment at the beginning of each 
trial. The risky option consists of probabilistic gain and loss all of initial amount (e.g., 60% keep 
all; 40% loss all). The sure option is determined based on the expected value of risky option. For 
instance, if initial amount is $100 and the risky option consists of 60% keep all and 40% loss all, 
then the sure option will be “keep $40 from $100 for sure“ in the gain-frame and “lose $60 from 
$100 for sure” in the loss-frame. The increase in framing-effect suggests that anxiety modulates 
the interpretation of contextual information (i.e., gain and loss), and selectively alters risk 
preferences rather than general risk avoidance. However, the result was not successfully replicated 
with the same gamble task by two recent studies, in which anxiety was induced via the threat of 
shock paradigm (Robinson et al., 2015) or measured as trait anxiety (Sip et al., 2016). Specifically, 
Sip et al. (2016) and Robison et al. (2015) found that anxiety generally reduces the selection of 
risky options. Besides the inconsistent effects of anxiety on option representations, anxiety might 
also/further target the evaluation of different components of choice options, including magnitude, 
valence probability and time. Next, the impact of anxiety on these components are separately 
reviewed. 
 
 

White area indicates the anxiety is induced on healthy subjects. Yellow area indicates that trait/clinical 
measures of anxiety were employed.  
=: no detectable impact. ↑: increase; ↓: decrease 
OCD: Obsessive-compulsive disorder; HC: Healthy control; GAD: Generalized anxiety disorder 

 
 
 
 
  

Table 1.1 | Effect of anxiety on Framing effects  
Author(s) and year Threat Induction Sample size Anxiety effect Effect size 

Robinson et al., 2015 ToS 
(Within-subject) 

N = 83  
(M/F = 34/49) = η2 = 0.002 

Xu et al., 2013 Trait anxiety 
(Between-subject) 

N = 20 
(M/F = 9/11) ↑ r = 0.68 

Sip et al., 2016 Trait anxiety 
(Between-subject) 

N = 33 
(OCD/HC = 18/ 16) = N/A 

Gu et al., 2017 Trait anxiety 
(Between-subject) 

N = 63 
(M/F = 29/ 34) ↑ r = 0.32 
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1.4.4.2 The effects of anxiety on loss aversion 
Anxiety-induced changes in framing effects might be driven by an altered sensitivity to equivalent 
gains and losses. That is, anxiety generally increases negative affect triggered in response to 
outcomes and results in either lower sensitivity to gains or higher sensitivity to losses or both. This 
phenomenon can be depicted as an enlarged asymmetrical process of losses compared to gains 
(Kahneman & Tversky, 1979). To confirm this idea, I then review the literature about the effects 
of anxiety on loss aversion, which is commonly measured by fitting choices to random utility 
model (i.e., logistic regression) that yields a loss aversion parameter (Sokol-Hessner et al., 2009; 
Sokol-Hessner & Rutledge, 2019; Tom et al., 2007). Higher loss aversion indicates higher 
sensitivity to losses compared to equivalent gains. Surprisingly, only few studies used the paradigms 
mentioned above to directly examine the hypothesis that anxiety significantly changes loss aversion 
(Charpentier et al., 2016, 2017; Engelmann et al., 2015; Ernst et al., 2014) and, possibly even more 
surprising, all studies found little effect on behavioral loss aversion and conflicted with the 
hypothesis that anxiety would expand the asymmetrical processing of losses compared to gains. 
This conclusion has high external validity since these studies recruited participants from different 
ages (Adults: Charpentier et al., 2016, 2017; Ernst et al., 2014) and assessed not only trait and 
pathological, but also induced anxiety (trait anxiety: Charpentier et al., 2016; Pathological anxiety: 
Charpentier et al., 2017 and Sip et al., 2018; ToS-induced anxiety: Engelmann et al., 2015).  

This surprising result may be attributed to the anxiety-specific neural circuits that process decision 
options. Specifically, Engelmann et al., 2015 found that subjective value processing is shifted from 
ventral medial prefrontal cortex (vmPFC) and ventral striatum (VS) to insula when risky decisions 
are made under induced anxiety. A dedicated neural circuit that processes subjective value under 
conditions of anxiety might not sufficiently influence other ongoing value computations and arrive 
at the same conclusions under certain conditions, for instance when the decision relies on the 
relatively simple comparison of gains vs. losses.  

 
Table 1.2 | Effect of anxiety on Loss aversion 
Author(s) and year Threat Induction Sample size Range 

[Lambda] 
Anxiety effect Effect size 

Engelmann et al., 2015 ToS 
(Within-subject) 

N = 33  $-25 : $38 
[1.29] 

= d =0.02 

Ernst et al., 2014 Trait anxiety 
(Between-subject) 

N = 66 
(HC/GAD = 27/39) 

$-20 : $40 
[1.39] 

= d = 0.24 

Charpentier et al., 2016 Trait anxiety 
(Between-subject) 

N = 48  
(M/F = 13/15) 

$-10 : $18 
[1.56] 

= r = -0.031 

Charpentier et al., 2017 Patient study 
(Between-subject) 

N = 48  
(HC/GAD = 23/25) 

$-10 : $18 
 [2.0] 

= d = 0.04 

Sip et al., 2018 Trait anxiety 
(Between-subject) 

N = 77  
(OCD/HC = 43/34) 

$-20 : $20 
[1.3] 

= r =0.11 

White area indicates the anxiety is induced on healthy subjects. Yellow area indicates that trait/clinical 
measures of anxiety were employed.  
=: no detectable impact. ↑: increase; ↓: decrease 
Lambda: Loss aversion parameter; OCD: Obsessive-compulsive disorder; HC: Healthy control;  
GAD: Generalized anxiety disorder 
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1.4.4.3 The effects of anxiety on risk aversion 
Subjective value estimates are based on a joint weighting of the magnitude, as well as the 
probability of a given outcome. As such, probability is another well-known choice component that 
is sensitive to the emotional state of the decision-maker (Hsee & Rottenstreich, 2004; Mukherjee, 
2010). It may therefore also be impacted by anxiety. In order to specifically look into the effect of 
anxiety on attitude to known probability (so-called risk), the studies I review were selected with 
following criteria: tasks did not provide feedback about the chosen option until the end of the 
experiment, to avoid learning and history effects, and tasks used included one risky (i.e., 
probabilistic) and one sure option. The criteria were applied for two reasons. Firstly, feedback, or 
reward history, might influence decisions in different ways across participants (Schonberg et al., 
2011). For instance, the Balloon Analogue Risk (BART) and Iowa Gambling Tasks (IGT) provide 
feedback at the end of each trial, which might change the strategy used by participants throughout 
the task and change the risk type investigated from a high level of ambiguity at the beginning of 
the task (probabilities are not known) to a lower level of ambiguity at the end of the task 
(probabilities are implicitly learned but cannot be expressed in numbers). Secondly, risk preference 
and probabilistic reasoning might covary with the outcome of previous performance. For instance, 
the empirical evidences showed that missing opportunity to gains and receiving substantial gains 
increases risk taking in the future (Büchel et al., 2011; Thaler & Johnson, 1990). These results 
reflect the essential feature of experience-based decision: subsequent choice is shaped by 
performance history. Meanwhile, these findings also point out potential confounding factors 
leading to difficulties of differentiating the “effect of anxiety on risk” from “effect of anxiety on 
learning or feedback processing”. To “minimize” (not totally remove) this possibility, the potential 
solution is controlling the probability for at least one option (i.e., sure option) and avoiding the 
impact of feedback from previous decisions.  
 
Risk attitudes are determined either by the proportion of sure options chosen or by utility 
functions which estimate a risk-aversion parameter. A higher value for either indices indicates less 
preference on the risky option than the sure option. The relationship between anxiety and risk 
attitude was extensively investigated. Using the same task paradigm (i.e., selecting between mixed-
valence gamble and sure option), the majority of results showed that anxiety enhances risk aversion 
(Charpentier et al., 2017; Clark et al., 2012; Lempert et al., 2012). However, some studies reported 
little-to-no effect on risk attitude (Charpentier et al., 2017; Engelmann et al., 2015; Galván & Peris, 
2014). These results indicated that the impact of anxiety on risk attitude is relatively stronger than 
the impact of anxiety on loss aversion7.  
 
  

                                                
7 However, Mitte, 2006 using questionnaire found correlation between trait anxiety and risk attitude is modulated by 
subjective cost rather than subjective probability of negative events. 
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Table 1.3 | Effect of anxiety on Risk aversion 
Author(s) and year Threat Induction Measures  Sample size Anxiety effect Effect size 

Clark et al., 2012 ToS 
(Between-subject) 

Risk 
avoidance  N = 65 

(M/F = 35/30)  ↑ η2 = 0.14 

Lempert et al., 2012 TSST Risk 
avoidance  N = 113 

(Male only) ↑ d = 0.30 

Cohn et al., 2015 ToS 
(Within-subject) 

Risk 
avoidance  N = 41 

(N/A) ↑ N/A 

Engelmann et al., 2015 
Measurement 1 

ToS 
(Within-subject) 

Risk 
avoidance  N = 33  

(Male only) = N/A 

Engelmann et al., 2015 
Measurement 2 

ToS 
(Within-subject) 

Risk  
aversion  N = 33  

(Male only) = N/A 

Galván & Peris, 2014 Trait anxiety 
(Between-subject) 

Risk 
avoidance  

N =31  
(HC/GAD = 
15/17) 
 

= N/A 

Charpentier et al., 2017 
Measurement 1 

Patient study 
(Between-subject) 

Risk 
avoidance  

N = 48  
(HC/GAD = 
23/25) 

= d = 0.41 

Charpentier et al., 2017 
Measurement 2 

Patient study 
(Between-subject) 

Risk  
aversion  

N = 48  
(HC/GAD = 
23/25) 

↑ d = 0.72 

White area indicates the anxiety is induced on healthy subjects. Yellow area indicates that trait/clinical 
measures of anxiety were employed. Risk avoidance refers to probability of taking sure option and risk 
aversion refers to the estimated parameter given choice pattern.  
=: no detectable impact. ↑: increase; ↓: decrease 
HC: Healthy control; GAD: Generalized anxiety disorder 
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1.4.4.4 The effect of anxiety on Delay discounting 
Delay discounting refers to decisions that play out over time, such as the decision of whether to 
save money for a larger purchase later, or to spend it on a smaller item now. Usually, waiting pays 
off, as a larger value can be obtained at a later time. However, a longer delay between the decision 
and the outcome also increases the level of uncertainty. Delay discounting therefore measures the 
devaluation of future outcomes by asking subjects to make decision between immediate small and 
future larger outcomes. In line with anxiety enhancing the intolerance of uncertainty (i.e., treating 
unpredictable event as negative event; Behar et al., 2009; Buhr & Dugas, 2006; Dugas et al., 1995), 
it is reasonable to hypothesize that anxious individuals prefer immediate outcomes over future 
ones. Moreover, this hypothesis is further strengthened by the fact that anxious individuals have 
generally negative beliefs about the future. As Table 1.4 shows, results concerning the impact of 
anxiety on delay discounting are mixed, with some studies showing decreases in patience 
(downward pointing error) and other no effect or increases. 
 
 
 

Table 1.4 | Delay discounting 
Author(s) and year Threat Induction Sample size Anxiety effect Effect size 

Robinson et al., 2015 ToS 
(Within-subject) 

N = 36  
(M/F = 18/18) =  η2 = 0.02 

Jenks & Lawyer, 2015 TSST 
(Between-subject) 

N =113  
(HAS/LSA = 50/63) = N/A 

Rounds et al., 2007 Trait anxiety 
(Between-subject) 

N = 88 
(HAS/LSA = 50/63) ↓ N/A 

Lempert et al., 2012 Trait anxiety 
(Between-subject) 

N = 113 
(Male only)  ↓ d = 0.17 

Engelmann et al., 2013 
 

Patient study 
(Between-subject) 

N =25  
(HC/PTSD = 16/9) ↓ N/A 

Lempert et al., 2015 Trait anxiety 
(Between-subject) 

N = 45 
(M/F = 17/28) = N/A 

Jenks & Lawyer, 2015 Patient study 
(Between-subject) 

N =113  
(HAS/LSA = 50/63) = N/A 

Steinglass et al., 2017 Patient study 
(Between-subject) 

N =196 
(HC/OCD/AN/SAD = 
75/50/27/44) 

↑ (more patient) r = 0.24 

White area indicates the anxiety is induced on healthy subjects. Yellow area indicates that trait/clinical 
measures of anxiety were employed.  
=: no detectable impact. ↑: increase; ↓: decrease 
OCD: Obsessive-compulsive disorder; HC: Healthy control; GAD: Generalized anxiety disorder 
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1.4.5 Brief Summary 
Taken together, the current state of research suggests that the impact of anxiety on decision-
making is not as strong as speculated by some researchers (Grupe, 2017; Hartley & Phelps, 2012; 
Robinson et al., 2015). A possible explanation for these differential results across studies is that 
these tasks and measurements reveal limited information about how anxiety is involved in the 
process of decision formation and its underlying mechanisms. This shortcoming has been 
strengthen by recent studies demonstrating a gap between risk attitude measured in laboratory 
settings and risk-taking in the field (Charness et al., 2020; Palminteri & Chevallier, 2018), indicating 
that the impact of emotion on choice patterns might be dynamic and context-dependent. By 
contrast, computational modelling captures inter- and intra-individual variability at particular time 
points throughout the experiment (Palminteri & Chevallier, 2018). Yet, the reliability and validity 
of computationally modelling has also been questioned. For instance, there is a main potential 
limitation when researchers implement prospect theory to interpret behavioral phenotypes (e.g., 
loss aversion, risk aversion, time discounting). The standard prospect theory models are static as 
they estimate parameters that do not allow for dynamic changes across time and contexts. In the 
other words, the previous performance is supposed to be independent of current decision, while 
this is not the case for most of real-life choices. This limitation leads to some artificial constraints 
on these parameters that will ignore the fact that performance history shapes decision (Büchel et 
al., 2011; Thaler & Johnson, 1990). To minimize this issue, we decided to implement a well-known 
reinforcement learning task, the two-armed bandit task, which allowed us to dynamically model 
the effect of emotion (in the present thesis, anxiety and outcome valence) on feedback processing 
and value updating as subjects learn to make advantageous decisions in a probabilistic context.  
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1.5 Outline of the Thesis 

The main research question of the present thesis is whether and how learning process is influenced 
by affective contexts. To address this research question, the present thesis selectively investigates 
how incidental anxiety (i.e., choice-irrelevant affect) and outcome valence (i.e., choice-related 
affect) are involved in value- and confidence-updating. Before the empirical studies, the present 
chapter has summarized the current understanding about reinforcement learning, metacognitive 
function and affective contexts of interest in the decision-making field, which are relevant to our 
topics in chapters 2-4. In order to systematically investigate the impact of these two specific 
affective contexts on learning processes, I review the literature investigating effects of anxiety and 
outcome valence on value-based decisions and attempt identify shortcomings in experimental and 
theoretical approaches. Accordingly, I improve the experimental approach used for the 
experiments reported in chapters 2-4 and place results in the context of both model-free and 
model-based approaches to better understand learning processes in different affective contexts. 
The following chapters address our research questions from different standpoints:  
 
Chapter 2 investigates how and whether incidental anxiety influences instrumental learning, while 
addressing and improving upon several issues with prior research identified in a focused literature 
review. We used a rich within-subject design, featuring both a learning and a transfer phase, and 
two affective framing manipulations: environment (anxiety vs safe) and outcome valence (gains vs 
losses). In two variants (N = 2x50) of this experimental paradigm, incidental anxiety was induced 
by delivering unpredictable, aversive and performance-independent electric shock during learning 
task. Moreover, the anxiety induction was assessed by both questionnaire and physiological 
responses (i.e., skin conductance responses; Box 1).  
 
Chapter 3 focuses on the impact of choice-related affect (i.e., outcome valence: gain vs loss) on 
three common measurements: accuracy, confidence and reaction time (RT). While these three 
measurements are supposed to be highly correlated, it remains controversial whether valence-
induced confidence and RT changes are dissociable. In order to address this issue, the goal of 
chapter 3 is to assess the presence of the valence-induced confidence bias in the absence of the 
RT bias. We conducted six variants of a learning task, attempted to disrupt the valence-induced 
motor bias effects by manipulating the mapping between decisions and actions and imposing 
constraints on response times (RTs).  

Chapter 4 tests whether confidence formation in the brain is context-dependent or context-
independent. We combined fMRI (Box 2) and a reinforcement learning task optimized in chapter 
3, which dissociated gain and loss contexts and isolated motor responses from option evaluation. 
This combination enabled us to measure task-related brain activity and further identify the brain 
regions involved in confidence processing.   
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Box 1. Skin conductance response (SCR) 
Unlike self-report questionnaire, SCR is recorded during the task and measures automatic nerve 
activity altered by emotional arousal regardless of awareness of emotion. SCR therefore serves 
as emotional marker to identify whether treatment successfully induces emotional responses. 
Like most of physiological data, the raw SCR is noisy and leads to difficulty in making 
conclusion based on raw data. Therefore, the repetition of the same event is needed to reduced 
noisy signal when data is average. 
 

Box 2. functional magnetic resonance image (fMRI) 
fMRI is the extension of MRI technique, which is common non-invasive brain measurement 
to investigate neural basis of decision-making. MRI is a three-dimension picture of brain 
structure regardless of neural activity. On the other hand, fMRI measures oxygen level(s) 
changed by event-induced neural activity and formed a four-dimension image (the fourth 
dimension is “time”). Neurons in the brain activate to process information. This procedure 
requires a blood flow to bring in red blood cell(s) with oxygen (i.e., oxygenated hemoglobin) 
and take away deoxygenated hemoglobin. Given different magnetic properties of oxygenated 
and deoxygenated hemoglobin, the proportion of oxygenated and deoxygenated hemoglobin 
causes blood-oxygenation level dependent response (i.e., BOLD signal) and is used to infer 
which brain region is involved in information processing. Considering each brain region might 
be responsible for multiple types of information processing, it is important to separate demands 
of cognitive functions via experimental design. If subjects are asked to make decision when 
options are displayed, it is difficult to dissociate motor-evoked or evaluation-evoked brain 
activation. Additionally, the timing of each event (e.g., displaying options) should be recorded 
to ensure which event (displaying options or motor response) elicits BOLD signal.  
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CHAPTER 2 

The Effect of Anxiety on Reinforcement Learning8 

  

                                                
8 This chapter is based on Ting, C-C., Palminteri, S., Lebreton, M., Engelmann, J.B., The elusive effects of incidental 
anxiety on reinforcement-learning, PsyArXiv (2020a). Under Revision. 
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2.1 Introduction 

The occurrence of negative events carries important information for an organism, enabling the 
adjustment of future behavior (Trapp et al., 2018). Yet, unpredictable negative events (e.g., Covid-
19) can also cause prolonged anxiety and adversely impact otherwise well-adjusted behaviors, 
including decisions (Grupe, 2017; Hartley & Phelps, 2012; Robinson, Vytal, et al., 2013; Schmitz 
& Grillon, 2012). For example, anxiety is usually associated with higher risk-aversion (Charpentier 
et al., 2017; Clark et al., 2012; Cohn et al., 2015; Lempert et al., 2012), lower level of patient 
(Engelmann et al., 2013; Lempert et al., 2012; Rounds et al., 2007), as well as increased reliance on 
habituated behaviors (Browning et al., 2015; Raio et al., 2017; Schwabe & Wolf, 2009)9. Although 
habitual mechanism has its evolutionary role to make individual quickly response to the threat 
events, it might impair the flexibility of behavioral adjustment. 

The ability to learn efficiently to seek rewards and to avoid punishments is one of the core features 
of adaptive behavior. Extensive evidence suggests that humans and animals learn by trial and error 
using algorithms akin to reinforcement learning, so as to repeat actions that maximize the 
occurrence of rewards and to suppress actions that lead to punishments (Rescorla & Wagner, 1972; 
Sutton & Barto, 1998). Given this pivotal role of reinforcement-learning in generating our 
behavior on the one hand, and the prevalence of anxiety in our daily lives on the other, a growing 
body of studies has investigated the impact of choice-irrelevant threat, the source of anxiety, and 
anxiety per se on learning in reward seeking and loss avoidance contexts (Abraham & Hermann, 
2015; Berghorst et al., 2013; Browning et al., 2015; Cavanagh et al., 2011, 2019; DeVido et al., 2009; 
Glienke et al., 2015; Lighthall et al., 2013; Mather & Lighthall, 2012; Otto et al., 2013; Petzold et 
al., 2010; Robinson et al., 2013; Schwabe & Wolf, 2009; Treadway et al., 2017; see Figure 2.1 and 
Appendix A.1 for the mini-review).  

To understand how previous literatures addressed this issue, we conducted a targeted literature 
review of key studies (Figure 2.1, N = 13, see Appendix A.1 for inclusion/exclusion criteria) that 
investigated the impact of state (i.e., induced threat)10 and trait anxiety on reinforcement learning. 
Both causal and correlational results from this literature review confirm the lack of consensus on 
the direction of the effects of anxiety on learning performance (Figure 2.1).  

 

                                                
9   See Chapter 1 for more examples about the impact of anxiety on decision-making. 
10  While anxiety mainly refers to the unpredictable aversive events, recent study also showed that no clear boundary 
in the brain to specify for predictable and unpredictable aversive events (Carlson et al., 2011; Hur et al., 2020). 
Moreover, many studies established hypothesis or interpreted results about the impact of anxiety on decision-making 
based on literatures investigating acute stress and anxiety (Berghorst et al., 2013; Bolton & Robinson, 2017; Clark et 
al., 2012; Gillan et al., 2020). 
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To resolve the seemingly contradictory effects of anxiety reported in prior research, we identified 
three main experimental dimensions which regularly differ between studies, and whose 
investigation could illuminate some of the discrepancies in the effects of anxiety on learning 
observed previously. These three dimensions, detailed in the following sections, cover 1) the 
methods of anxiety induction, including the nature of the stressor (i.e., aversive event), and the 
dynamics and intensity of the induced anxiety 2) the measures of learning performance, and 3) the 
manipulation of outcome valence.  

Regarding the first factor, namely anxiety induction, a large variety of methods and protocols have 
been used in the literature. A significant proportion of studies investigating the impact of state 
anxiety on learning have used paradigms such as the Cold Pressor Test (CPT, Porcelli et al., 2012) 
and the Trier Social Stress Test (TSST, Jackson et al., 2006; Petzold et al., 2010), which suffer from 
significant drawbacks: these induction techniques operate before the learning task, making the 
actual emotion state less contingent with the task of interest and introducing uncertainty with 
respect to the dynamics of the emotion intensity and related endocrine reactions (Hermans et al., 
2014; Robinson et al., 2013). Both self-reported anxiety and corticosterone (a glucocorticoid stress 
hormone) levels generally decrease over time after the initial stressor (Hermans et al., 2014; Jackson 
et al., 2006), suggesting that the peak of cortisol release, which is typically the time point at which 
the task is conducted, correlates with a state of relaxation that follows a stressful event, rather than 
a state of anxiety (Takahashi et al., 2005). Moreover, these stressors are not unpredictable, which 
is a critical factor of anxiety (Schmitz & Grillon, 2012). A significant portion of the studies 

Figure 2.1. Overall effect of anxiety on learning and post-learning/transfer task. The stack bars 
summarized number of previous findings about the effect of anxiety on performance in learning task 
(middle-left panel), transfer tasks of approaching gains (middle-right panel) and transfer tasks of avoiding 
losses (right panel). In each pool of task, we separately reported numbers of articles showing decreases 
(-), no changes (0) or increases (+) of performance. The findings were categorized by both types of 
anxiety (green: state-anxiety; yellow: trait-anxiety) and sample size (brighter: N<50; darker: N>50). For 
instance, light green and light yellow represents effect of state-anxiety and effect of trait-anxiety with 
sample size N<50, respectively. 
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reviewed above might therefore not investigate the effects of anxiety, but instead complex post-
stress recovery processes (Hermans et al., 2014). In the current experiments, we addressed this 
issue by using the well-established Threat of Shock (ToS) procedure to reliably induce anxiety 
during the learning task (Engelmann et al., 2015; Grillon, 2008; Schmitz & Grillon, 2012). ToS 
enables researchers to flexibly turn threat on and off (by contrasting periods during which electrical 
shocks are administered with periods of relative safety), which offers important advantages over 
other induction methods, including the ability to conduct experiments within participants and 
measuring in real time the causal effects of anxiety on decision-making. 

Secondly, previous studies differ in what they refer to as learning. Two main experimental paradigms 
have been used to assess learning performance, which differ significantly in the aspect of learning 
they assess (see Palminteri & Pessiglione, 2017 for the comparison). More specifically, a first set 
of tasks (Figure 2.1, middle-left panel) primarily assesses the dynamic evolution of learning 
(learning tasks), while a second set of tasks (Figure 2.1, middle-right and right panel) mostly assesses 
post-learning preferences, much like extinction tests commonly employed in the animal learning 
literature (transfer tasks). Learning tasks directly assess the correct response rate during probabilistic 
instrumental-learning (see e.g., Pessiglione et al., 2006) and typically require participants to make 
repeated choices between fixed pairs of stimuli. Transfer tasks involve similar learning during an 
initial learning stage that provides feedback about the accuracy of participants’ choices. However, 
learning performance is assessed after learning has already taken place in the form of an extinction 
test that involves novel pairings of the same stimuli and no longer includes feedback (Frank et al., 
2004). Although these tasks seem very similar, those two ways of measuring learning performance 
have been shown to produce qualitatively different results, e.g. in the case of context-dependent 
learning (Klein et al., 2017; Palminteri et al., 2015). Accordingly, using different paradigms to 
capture the effects of anxiety on learning might not lead to comparable results across studies. We 
address this here by including both types of tasks in our experiments and separating these in our 
small-scale literature review, enabling us to assess the impact of anxiety on both learning and post-
learning preferences. 

Finally, despite the suggestions that the impact of anxiety could be valence-dependent, few studies 
have explicitly manipulated the valence of outcomes (gains vs losses) to contrast reward seeking 
and loss avoidance under conditions of anxiety (Berghorst et al., 2013; Cavanagh et al., 2011; 
Lighthall et al., 2013; Petzold et al., 2010). Instead, most studies have typically either limited their 
investigations and claims to one valence or re-framed low reward probabilities as an avoidance 
context (Schwabe and Wolf, 2009; Stevens et al., 2014). Neither of these approaches is actually 
suitable to investigate potential valence-specific effects of anxiety on learning (Palminteri & 
Pessiglione, 2017). We address this here by including both rewards and punishments in our 
experiments. This enables us to assess the differential impact of anxiety on reward seeking and 
punishment avoidance. 

In the present study, we designed two experiments investigating the impact of anxiety on 
reinforcement learning to systematically address the shortcomings identified above. First, we 
employed Threat-of-Shock (ToS) to reliably and flexibly induce anxiety throughout the learning 
task (Cohn et al., 2015; Engelmann et al., 2015, 2019; Grillon et al., 2004; Schmitz & Grillon, 2012). 
In two different implementations of the task, we varied the dynamics and intensity of the anxiety 
induction, by applying Threat-of-Shock to relatively shorter blocks consisting of three trials or to 
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relatively longer periods consisting of the entire period of a learning session. In both experiments, 
shock intensity was calibrated for each individual. Second, we used a combination of tasks 
assessing both learning and transfer performance (Palminteri et al., 2015). Finally, we explicitly 
manipulated the valence of outcomes (gains and losses) to assess potential valence-specific effects 
of anxiety on learning (Pessiglione et al., 2006). 

Regarding the analytical strategy, we first analyzed our data using standard linear mixed models 
that assess learning in different contexts on a trial-by-trial basis. Moreover, to more specifically 
assess how anxiety impacts on the underlying computations during learning and to parsimoniously 
make sense of this high-dimensional behavioral data, we used a recently developed computational 
modelling framework built around the concept of context-dependent learning (Palminteri et al., 
2015; Palminteri, Lefebvre, et al., 2017). We aimed to identify the effects of anxiety on learning 
and its robustness across tasks and conditions: in other words, conditional on addressing what we 
identified as important caveats in previous studies (anxiety induction method based on ToS, 
explicit dissociation of learning and transfer performance, explicit gain and loss contexts), the 
anxiety effects should not be idiosyncratic to a specific experimental design, and should be 
comprehensively captured by computational modelling. Given reward and punishment learnings 
are suggested to require opposite motivations and different neural systems (Palminteri & 
Pessiglione, 2017; Pessiglione et al., 2006), the negative event might specifically influence learning 
when anticipated outcome is negative11, we also specifically hypothesized that anxiety would 
impact context-dependent learning and/or valence-specific learning conditioned by context-
dependent-learning. Despite our rigorous, comprehensive and high-powered experimental and 
analytical approaches, we found no clear, specific effect of anxiety on learning. In line with the 
lack of apparent consensus observed in the literature, our results seem to indicate that the effects 
of induced incidental anxiety on learning are at best elusive.  

                                                
11 However, some authors suggest that the induced threat (i.e., acute stress), the source of anxiety facilitates the 
sensitivity to positive feedback and consequently enhance gain learning (Lighthall et al., 2013; Mather & Lighthall, 
2012). 
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2.2 Material and Methods 

2.2.1 Participants 
114 right-handed participants were recruited from the subject-pool of the Center for Research in 
Experimental Economics and Political Decision Making (CREED, www.creedexperiment.nl), and 
100 participants were analyzed in the end (Table 2.1; Total: 56 males, aged 19-32, mean±SD = 
23.27±3.08). We excluded four and ten participants from experiment 1 and experiment 2, 
respectively, either because of technical problems or average learning performance that was 
significantly lower than guessing level as identified via a binomial test assessing above chance 
performance (i.e., requiring a 50% performance at an alpha level of 0.01). All participants were 
prescreened via a questionnaire. Inclusion criteria consisted of (1) no history of psychiatric and 
neurologic disorders, (2) not taking medicine for anxiety or depression, (3) no implanted electric 
devices in the body (that electric shocks might interfere with), and (4) right-handedness. All 
participants gave their written informed consent before participation, after being given instructions 
about the task, the safety of electrical stimulation and their rights as participants. All procedures 
were executed in compliance with relevant institutional guidelines and were approved by the 
Economics and Business Ethics Committee (EBEC) at the University of Amsterdam. 
 
 
2.2.2 Timeline of Procedure 
We invited potential participants from the CREED subject-pool, and asked them to complete a 
battery of questionnaires at least one-day before the main task for an initial endowment of 10EU. 
When participants arrived at the lab, they were asked to thoroughly read the instructions and 
consent form and were allowed to ask questions to ensure understanding. We then orally explained 
the task if necessary. Participants’ non-dominant hand (i.e., left hand) was then fitted with different 
electrodes meant to measure SCRs and deliver electric shocks. The successful setup was then 
followed by a calibration of shock intensity (see Anxiety induction), and a short training session 
(see behavioral task) while recording electrodermal activity. Subsequently the main task started and 
participants completed two (four) sessions in experiment 1 (experiment 2). Halfway through the 
learning experiments (i.e. before the second session for experiment 1, and before the third session 
for experiment 2), an additional calibration session was performed to control for (de)sensitization 
to the electrical stimulation. After the last learning session (the second session for experiment 1, 
the third and fourth session for experiment 2), participants completed the transfer task and an exit 
questionnaire. The total participant fee, including endowment amount and accumulated outcome 
from the learning task, was handed to participants in cash after completion of the exit 
questionnaire. The whole experiment took around 90 min, including instructions, electrodes setup 
time, exit questionnaire and payment (average amount earned in experiment1: mean±SD = 21.54 
±4.21; experiment2: mean±SD = 26.96 ±6.4). 
 
 
2.2.3 Experimental Paradigm 
All experimental paradigms were programmed and conducted with Matlab R2017b® (MathWorks)  
with the Cogent library (http://www.vislab.ucl.ac.uk/cogent.php).  
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2.2.3.1 Learning task 
Participants performed a probabilistic instrumental learning task adapted from previous imaging, 
developmental and clinical studies (Palminteri et al., 2015; Palminteri et al., 2016; Salvador et al., 
2017). They were instructed that the aim of the task was to maximize their payoff, by learning to 
choose the best cue out of cue pairs. They were explicitly told that seeking monetary rewards and 
avoiding monetary losses were equally important. Each learning session contained four novel, 
fixed pairs of cues, implementing a 2 (outcome valence: Gain vs Loss) x 2 (anxiety: Safe vs Threat) 
within-subject design. In other words, each pair of cues indicated a specific condition (Figure 
2.2B; Safe/Gain, Safe/Loss, Threat/Gain, Threat/Loss). In the Gain conditions, possible 
outcomes were +0.5 or 0. Symmetrically, in the Loss conditions, possible outcomes were -0.5 and 
0. The cue-outcome associations were determined by reciprocal but independent binomial 
probabilities, 75% or 25% (Figure 2.2B). Therefore, successful learning entailed choosing the cue 
associated with the higher probability of reward in the gain domain, and choosing the cue 
associated with the lower probability of loss in the loss domain. 
 
Each block in experiment 1 (resp. of each session in experiment 2) started with a 1000ms reminder 
cue indicating the anxiety condition for the upcoming trials (i.e., “SHOCK” or “SAFE” associated 
with a frame of a particular color that was counterbalanced across participants – see Figure 2.2A) 
that was shown before the first trial. The reminder cues were followed by a fixation cross (1000-
6000ms) and three trials. Each trial first featured a pair of cues (2500ms). During this cue display, 
participants indicated their decision by pressing the left or right arrow key to choose the left or 
right cue, respectively. The position of the options was counterbalanced. After 2500ms, an arrow 
appeared under the chosen cue (500ms). If participants did not respond in the allocated 2500ms, 
this phase was omitted and participants would get the relatively worse outcome in the feedback 
phase (i.e., -0.5 in the loss domain; 0 in the gain domain). In contrast, if participants successfully 
made decisions in time, the outcome associated with the chosen option was revealed (2500ms). 
Both trials and mini-blocks were separated by a jittered fixation cross (1000-5000ms).  
 
In experiment 1, anxiety was induced through a ToS protocol used previous studies (Engelmann 
et al., 2015, 2019). More specifically, in order to maintain the emotional state for a prolonged 
period of time, we used a blocked presentation of the ToS conditions, such that three consecutive 
trials of the learning task were presented either under threat, or under safety (Figure 2.2D). 
Therefore, experiment 1 comprised two sessions, each including 96 trials (i.e. 32 blocks) and 
featuring a new, different set of eight cues. The ToS blocks were pseudorandomly interleaved to 
avoid repeating the same emotional treatment (Safe or Shock) more than two consecutive times. 
In experiment 2, we modified the experimental design and varied the ToS condition across 
separate sessions of 80 trials (with 20 repetitions of the four cue pairs; see Figure 2.2D) (Kim & 
Anderson, 2020). This was done in order to reduce the frequent switching of emotional states 
required by the relatively short blocks: the dynamics of emotion being notoriously slow (Williams 
et al., 2004), we wanted to exclude the possibility of spill-over effects of anxiety on Safe blocks. 
Consequently, only the valence of outcomes was manipulated within a session. Each session still 
featured four cue pairs, probabilistically associated with gains or losses. Experiment 2 comprised 
four learning sessions (two implementing the Safe condition and two implementing the threat 
condition, interleaved, with the order counterbalanced across participants). 
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2.2.3.2 Transfer task 
After completing the learning task, participants performed a transfer task (Palminteri et al., 2015). 
The task was built around the eight cues used in the last session(s) of the learning task. Participants 
were asked to choose between pairs of cues and indicate which cue they preferred. Yet, contrary 
to the learning sessions where cue pairs were fixed, all possible pairs were built from pairing each 
cue with the other 7 cues, leading to 28 combinations. Each pair was repeated four times, resulting 
in 112 trials (Figure 2.2C). Decisions were self-paced, and not followed by feedback about the 
decisions. Participants were not informed about the post-learning task until they had completed 
the learning task, so as to avoid explicit memorization strategies. 
 
In experiment 1, the transfer task was conducted after the second learning session, which 
contained cues from both threat and safe conditions (Figure 2.2E, top). In experiment 2, the 
transfer task was conducted after the third and fourth session, to elicit choices between cues from 
both threat and safe conditions (Figure 2.2E, bottom).  
 
 
2.2.3.4 Monetary compensation 
In both experiments, all participants received a payment that included an initial endowment of 10 
Euros for filling in the questionnaire before the experiment, a performance-based bonus based on 
all trials from the learning task (including gain and loss trials) and a final bonus (0.5€ for each 
question, totally four questions) for correctly filling out the exit questionnaire. 
 
 
2.2.3.5 Anxiety induction 
The incidental anxiety was induced by the presence of unpredictable and mildly painful electric 
shocks in the Threat conditions (Cohn et al., 2015; Engelmann et al., 2015, 2019; Grillon et al., 
2004; Schmitz & Grillon, 2012). The shock stimulation was generated by a DS5 Isolated Bipolar 
Constant Current Stimulators (Digitimer Ltd.), and delivered through two electrodes. The 
electrodes were attached to the wrist of the non-dominant (left) hand throughout the experiment 

Figure 2.2. Experimental paradigm. (A) Threat-of-Shock learning task. Schematic representation illustrating the 
learning task under safe and threat conditions for both experiment 1 and experiment 2. (B) Manipulations. In the 
two-by-two within-subject design, anxiety (i.e., absence and presence of threat of shock for safe and threat conditions, 
respectively) and outcome valence (i.e., gain and loss) were associated with specific pair of cues. Green and red 
represent gain and loss, respectively. Filled and unfilled rectangle represent safe and threat, respectively. Note that the 
cues were not framed with color in the experiment as figure (A) illustrates. (C) Transfer task. 24 novel cue pairings 
were formed by pairing each learned with all other cues in the transfer task. These new and original pairs were repeated 
four times, resulting in 112 choices. (D) Experimental design for each session in experiment 1 and experiment 2. Top: 
Experiment 1: Full intermixed design. The task contained cues from all four conditions. Bottom: Experiment 2: Session 
manipulation. Gain and loss from “either” safe or threat were associated with two pairs of cues, respectively. 
Therefore, four pairs of cues were used to represent two of four conditions. (E) Experimental design for both learning 
and transfer task. Top: Experiment 1: The transfer task took place right after second session and contained cues from 
all four conditions. Bottom: Experiment 2: The transfer task took place after the third and fourth sessions. The cues 
used in the transfer task were drawn from two of four conditions, depending on the emotional state of the previous 
session. 
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where they were taped with Velcro. Calibrations for the intensity of electric stimulation took place 
three times in both experiment 1 and 2. In experiment 1, calibration occurred before the first and 
second learning sessions, and before the transfer task. In experiment 2, which consisted of four 
learning sessions, the calibration took place before the first and third learning sessions, and after 
the last transfer task.  
 
The DS5 stimulator generated stable electric shocks with a fixed maximum input of 5V, maximum 
output of 25mA and a stable duration of 50ms across participants and studies. Only the intensity 
of shocks was individually customized for each learning session to match each subject’s pain 
threshold. This was achieved using a staircase procedure asking participants to evaluate the 
painfulness of delivered electric shocks on a visual analog scaling ranging from 0 (not painful at 
all) to 10 (Extremely painful) (Engelmann et al., 2015, 2019; Story et al., 2013). The shock intensity 
was initialized at 10% of the maximum output (i.e., 2.5mA) and was then iteratively increased or 
decreased by 10% based on the following rules. If two consecutive ratings for the same intensity 
were less than 7, the intensity in the third trial would be increased by 10%. On the other hand, the 
intensity would be decreased when the rating was above 9. The procedure terminated as soon as 
the shock intensity was rated between 7 and 9 three times in a row, and we used this value in the 
subsequent learning sessions. During the calibration, the electric stimulations were self-triggered, 
i.e. participants could deliver the electric pulses by pressing the Enter key themselves. In order to 
avoid sensitization or desensitization, the intensity of electric stimulation was calibrated before and 
after each learning session in the experiment 1, and was calibrated before and after every two 
learning sessions in the experiment 2. 
 
During the learning sessions, participants were not informed about the number of shocks and the 
precise time point of shock stimulation to maintain the unpredictability of electrical shocks. In 
Experiment 1, the number of shocks for each mini-block in the Threat Condition was randomly 
drawn from the pre-determined set [1 1 3 3 3 3 5 5] without replacement. The timing of the shock 
was randomized within the period of a threat block with the constraint that two consecutive shocks 
should be spaced more than 0.2 seconds apart. Participants were explicitly notified that the shocks 
were unpredictable, uncontrollable and independent of their performance. Similar procedures 
were applied to Experiment 2 with the exception that three electric shocks were delivered at 
random intervals within in each Threat session.  
 
An important advantage of the ToS anxiety induction procedure is that anxiety states can be 
switched on and off during the task. To make sure that participants were subjected to this anxiety 
manipulation, mini-blocks (experiment 1) and sessions (experiment 2) started with a reminder (i.e. 
“SAFE” or “SHOCK”) and a color frame (i.e. Green or Blue; independent of the valence factor, 
Figure 2.2A). The color frame was displayed until the end of the mini-block (experiment 1) or 
session (experiment 2). The assignment of color frames to Safe and Threat conditions was 
counterbalanced across participants. 
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2.2.3.6 Screening questionnaire  
Data collected with the screening questionnaire was used to (1) pre-screen the subject by inclusion 
and exclusion criteria, and (2) assess a range of state and trait emotions. Exclusion criteria were 
examined first, and used to determine whether the subject qualified for the experiment (see 
Section 2.2.1 Participants). The screening questionnaire also included a basic demographic 
survey, Beck Depression Inventory (BDI: to index depression symptoms; Beck et al., 1988a), Beck 
Anxiety Inventory (BAI: to index clinical anxious symptoms; Beck et al., 1988b), State-Trait 
Anxiety Inventory (STAI: to index state- and trait-anxiety; Spielberger et al., 1983) and Positive 
and Negative affect schedule (PANAS: to index currently positive and negative affect; Watson et 
al., 1988). Finally, in order to avoid attentional biases from novel cues, the cues used in the 
experiment were displayed in the end of questionnaire for 60 seconds, so that participants have 
chance to explore them before the main task. 
 
 
2.2.3.7 Exit Questionnaire 
The exit questionnaire required participants to retrieve and report their emotional state on a 7-
point scale and to explain the strategies they used in the task. For the self-reported emotions, 
participants were asked to separately rate how often they felt seven emotional-states (i.e., Anxiety, 
Fear, Happiness, Sadness, Anger, Surprise and Disgust) during the threat condition (from 0 (never) 
to 7 (every time)). In experiment 2, a few additional questions were added, where participants 
reported (1) the intensity of their emotional-state on the above emotions, and (2) their negative 
affect (from 0 to 7: positive to negative) and arousal level (from 0 to 7: arousal to calm) during 
both threat and safe conditions. 
 

2.2.3.8 Skin Conductance Responses (SCRs)  
SCR Acquisition 
The SCRs were measured by Ag/AgCl electrodes filled with gel, and recorded via an amplifier and 
the software Vsrrp98 (version 7.29). After the instruction, two electrodes were attached on the 
ring and 3rd fingers of the left hand using medical tape. SCR data was collected at 1000Hz from 
the beginning to the end of the learning sessions (with the exception of 37 participants in 
experiment 1 for which a sampling rate of 500Hz was used). SCR data was synchronized with task 
events based on markers that indexed block/session onsets, trial onsets and feedback onsets. 
 
 
SCR Analysis 
Before statistical analyses, each participant’s SCR data were preprocessed using the following steps: 
the data underwent (1) despiking by replacing outlier signals (defined as signals >= 3 times the 
standard deviation), (2) down-sampling to 10Hz and (3) normalization by z-scoring the data. The 
SCRs were analyzed as phasic responses relative to the trial onset (Bradley et al., 2000; Clark et al., 
2012). Specifically, we extracted SCRs for the time window covering 2-4 seconds post trial onset 
and averaged the SCR response. From this we subtracted the trial-specific baseline, which was the 
mean SCR covering the 1-second period preceding trial onset (i.e., mean SCR during Inter-trial 
Interval). To avoid potential confounds caused by the delivery of the electric shock, the trials 
including shocks were not included in the analysis. Averages for each condition were then entered 
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into a two-way repeated measure ANOVA with outcome valence (gains vs. losses) and anxiety 
treatment (safe vs. threat) as within-subject factors. Note, that one (experiment 1) and five 
(experiment 2) participants were excluded from the SCR analysis, because of the low quality of the 
recorded SCR signal. 
 

2.2.4 Behavioral Analysis 
Learning task analysis 
Correct choices from the learning task were extracted and served as a binary outcome variable 
(coded 1/ – respectively 0 – for a choice of the cue associated with the highest – respectively 
lowest – objective expected value). Averaged correct choice rates were computed per condition 
and per subject, and analyzed via a repeated-measures two-way ANOVA with (1) valence and (2) 
anxiety as factors, subject ID as a random effect, and a full interaction structure. To assess the 
effect of the differences in design between our two experiments on the different effects, we also 
added experiment number as between-subjects factor in the original ANOVA. Paired t-test were 
used to evaluate post-hoc comparisons between specific conditions.  
 
As a complementary – and presumably more powerful – analysis, we also analyzed trial-by-trial 
data using a generalized linear mixed-effect (GLME) model. GLME models included independent 
variables accounting for the trial number (computed per condition, i.e. Experiment 1: trial = 0:1:23; 
Experiment 2: trial = 0:1:19), feedback valence (gain= 1; loss = -1), anxiety (threat = 1; safe =-1) 
and their 2- and 3-way interaction terms (valences* anxiety* trial). These variables were used in 
both the fixed-effects and the random-effects structure. The random effects structure accounted 
for the differences in experimental setups (coded 1 or 2 for Experiment 1 and Experiment 2, 
respectively) and inter-individual variations (subject’s ID), which is nested within experiments. In 
Wilkinson-Rogers notation, this GLME writes as follows: 
 
GLME1Learning:	Correct	~	(Intercept)	+	Valence	*	Anxiety	*	Trial	+	(1	+	Valence	*	Anxiety	
*	Trial	|	Experiment/Subject);		
 
Given that the dependent variable was binary (the correctness of the choice) we used a logistic link 
function. 
 
To directly assess the potential effects of the experimental designs on the manipulation effects, we 
also estimated the following GLMEs: 
 
GLME2Learning:	Correct	~	(Intercept)	+	Valence	+	Anxiety	*	Experiment	*	Trial	+	(1	+	
Valence	+	Anxiety	*	Experiment	*	Trial	|	Subject);		

 
 
Transfer task analysis 
Similar to the learning task, the data from the transfer task was analyzed with both a repeated-
measures ANOVA and GLME model. In order to impose similar data structures in Experiment 
1 and in Experiment 2, we limited our analysis of Experiment 1 transfer pairs to trials where both 
cues were presented in the same Anxiety condition (i.e. both Safe or both Threat). Averaged choice 
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rates for each cue were computed, and analyzed using a three-way repeated-measures ANOVA 
with (1) option valence, (2) quality (option expected value: coded 1 if cue was the best of its pair 
during learning, 0 otherwise) and (3) anxiety manipulation as within-subject factors, subject’s ID 
as a random effect, and a full interaction structure. Again, we added experiment number as 
between-subjects factor to the original ANOVA to account for the potential effects of design 
differences between our two experiments. 
 
Because the preference relationship between intermediate values (i.e. Gain 25% -referred to as 
G25- and Loss 25% -referred to as L25) provide information about contextual learning (Palminteri 
et al., 2015), we ran additional analyses that focused on those cues. We submitted the choice rate 
of cues G25 and L25 to a two-way ANOVA with (1) option valence and (2) emotion manipulation. 
Afterward, we separately analyzed them for each comparison using a one-sample t-test.  
 
Like for the learning task data, the transfer task data was further analyzed more comprehensively 
at the trial-by-trial level using a GLME approach. The model included independent variables 
accounting for differences between right and left cues, such as Diff_valence (difference in valence 
during learning) and Diff_quality (difference in the likelihood of avoiding a loss/attaining a gain 
during learning), and whether cues were learned in the context of threat (threat = 1; safe =0) and 
their interactions. These variables were entered into a logistic linear mixed model to predict binary 
choice based on the same structure of fixed- and random-effects, and also accounting for 
experiment (coded 1 or 2 for Experiment 1 and Experiment 2, respectively) and inter-individual 
variations (subject’s ID), which is nested within experiment. In Wilkinson-Rogers notation, this 
GLME writes as follows: 
 

GLME1Transfer:	ChooseRight	~	(Intercept)	+	Diff_Valence	*	Diff_Quality	*	Anxiety	+	
(1	+	Diff_Valence	*	Diff_Quality	*	Anxiety	|	Experiment/Subject);	

 

Additional GLMEs added experiment number as fixed effect to assess its effect on experimental 
manipulation effects: 

GLME2Transfer:	ChooseRight	~	(Intercept)	+	Diff_Valence	+	Diff_Quality	*	Anxiety*	
Experiment	+	(1	+	Diff_Valence	+	Diff_Quality	*	Anxiety*	Experiment	|	Subject);	

All statistical analyses were performed using Matlab R2015a. GLME models were estimated using 
the function fitglme. 

 
2.2.5 Computational Modelling 
Step 1: identifying the best computational architecture 
In a first modelling stage, we aimed to identify the general algorithm governing learning, regardless 
of the anxiety condition. Following a previous approach (Rescorla & Wagner, 1972), we first built 
a nested model-space (Model Space 1), including six increasingly complex RL models (see Figure 
2.6 A-B for the illustrations). The six models are referred to as ABS, REL, RELw, ABSa and RELa, 
and RELa,w, where REL and ABS respectively referred to ABSOLUTE and RELATIVE, ‘a’ to 
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asymmetric, and ‘w’ to weighted counterfactual outcome. The ABSOLUTE and RELATIVE 
models were introduced in (Palminteri et al., 2015). 
 
In the ABSOLUTE model, at each trial t, the chosen option value (c) of the current context s is 
updated with the Rescorla-Wagner rule (Rescorla and Wagner, 1972): 
 

(#)*	(^, `) = (#(^, `) + 	a	 × b#                        Equation (1)     
 

Where a	is the learning rate for the chosen option and b# is the prediction error term calculated 
as follows: 
 

b# = %#(^) − (#(^, `)                                     Equation (2) 
 

In the RELATIVE model, a choice context value (c(^)) is also learned and used as the reference 
point to which an outcome should be compared before updating option values. 
Context value is also learned via a delta rule: 

c#)*	(^) = c#(^) +	ad	be,#                                 Equation (3) 
 

Where ad is the context value learning rate and be is a prediction error-term calculated as follows:  
be,# = (%#(^) + ¬%#(^))/2 − c#(^),                   Equation (4) 

 
¬%#(^) indexes the outcome not received available in context s, and is computed as follows:  
 

¬%#(^) =

⎩
⎨

⎧
0	kl	%#(^) 	= 	−0.5	or	0.5

0	kl	%#(^) = 0	and	c#(^) = 0
0.5	kl	%#(^) = 0	and	c#(^) > 0
−0.5	kl	%#(^) = 0	and	c#(^) < 0

                   Equation (5) 

 
Therefore ¬%# captures the fact that participants infer that the non-selected cue is associated with 
the complementary outcome to the one they actually received. The formulation of ¬%# depends 
on the context value c#(^) because context values have to be disambiguated (i.e. gain or loss 
context) before participants can infer the outcome that is complementary to 0. Note that this 
specification slightly differs from the original model proposed in Palminteri et al., (2015), which 
writes: 

be,# = (%#(^) + (#(^, r))/2 − c#(^),                       Equation (6) 
 

where (#(^, r) is the Q-value of the unchosen option. 
 
The proposed modifications to the RELATIVE model (Equations 4-5) are meant to account for 
the significant context dependency observed in our data, evidenced in the Transfer task data (See 
Results - Model-based analysis indicates that learning is asymmetric and context-dependent). In 
addition, this formulation provided a better fit of the data than the original one in a formal model-
comparison. 
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In the asymmetric models (ABSa, RELa, RELa,w), we additionally introduced different learning rates 
after positive versus negative prediction errors. This follows from several studies showing that 
individuals tend to give more weights to positive, confirmatory feedback than to negative, dis-
confirmatory feedback (Lefebvre et al., 2017, Palminteri et al., 2017). 
In those models, Equation (1) therefore becomes 
 

s
(#)*	(^, `) = (#(^, `) +	a) × b#	klb# > 0	
(#)*	(^, `) = (#(^, `) +	a7 × b#	klb# < 0	

 

Equation (7) 
In the weighted models (RELw, RELa,w), the inference on the forgone outcome ¬%#(^)  was 
modulated by a weight t as follows: 
 

be,# = (%#(^) + t(¬%#(^)))/2 − c#(^),                        Equation (8) 
 

 
In all models, the probability of choosing option A over B was derived from a softmax function 
with temperature parameter β: 
 

!(`ℎvk`w = /) = 	 (1 + exp	(x(y(/) − y(5))))7*            Equation (9) 
 
In the learning task at trial z, we have, for an option k of a context ^: y(k) = 	(#	(^, k) 
In the transfer task, we have, y(k) = 	({|}	(^, k), where ({|}	(^, k) indicate the Q-values of 
option k at the end of the learning session. 
 
Step 2: Modelling the effects of anxiety 

After having identified the general algorithm governing learning, we next investigated if and how 
incidental anxiety – as induced by threat of shocks – affects specific sub-processes of learning. We 
therefore defined a second model space (Model Space 2) by systematically allowing each parameter 
(the temperature parameter, each of the three learning-rates, and the weighting parameter) of the 
winning model (i.e., model RELa,w) to differ between the safe and the threat condition. This 
produced a 5-models model-space, to which was added a base model where all parameters were 
identical between the safe and the threat condition (Figure 2.8A). 
 
Initialization 
Option (Qs) and context (Vs) values were initialized at 0 in each condition. 
 
Parameter optimization 
For each model ~, and regardless of the criterion used for model comparison (see equations 
below), the parameters �Ä were optimized by minimizing the negative logarithm of the posterior 
probability (LPP) over the free parameters: 
 

LPP = 	− logÇ!(�Ä|É,~)Ñ ∝ 	− logÇ!(É|~, �Ä)Ñ − log	(!(�Ä|~))	  Equation (10) 
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Here, !(É|~, �Ä) is the likelihood of the data (i.e. the observed choice) given the considered 
model M and parameter values �Ä , and !(�Ä|~) is the prior probability of the parameters. 
Following Daw et al., (2011), the prior probability distributions were defined as a gamma 
distribution with two parameters of 1.2 and 5 (which is written as gampdf(β,1.2,5) in Matlab) for 
the choice temperature (β), and as beta distributions with two parameters of 1.1 (which is written 
as betapdf(α,1.1,1.1) and  betapdf(w,1.1,1.1) in Matlab) for learning rates (α) and weight (w).  
 
This procedure was conducted using Matlab’s fmincon function with different initialized starting 
points of the parameter space (i.e., 0<β<Infinite, 0<α<1) (Palminteri et al., 2015). Note that both 
the learning and transfer task data were used for the parameter optimization. 
 
 
Model comparison criteria 
We computed three model comparison criteria, which measure the ability of each model to explain 
the experimental data, by trading-off their goodness-of-fit and complexity: the Bayesian 
Information Criteria (BIC), the Akaike’s Information Criteria (AIC) and the Laplace 
approximation to the model evidence (LAME). 
Defining �ÜÄ the model parameters identified in the optimization procedure, df the number of 
model parameters, and n the number of data-points (i.e. trials), AIC, BIC and LAME were 
computed as follows: 

BIC = 	log à!ÇÉâ~, �ÜÄÑä −
ãl
2
log	(å) 

AIC = 	log à!ÇÉâ~, �ÜÄÑä − ãl 

LAME = 	log à!ÇÉâ~, �ÜÄÑä + logà!Ç�ÜÄâ~Ñä +
ãl
2
log(2ç) −

1
2
log|é| 

Where |é| is the determinant of the Hessian. 
These three criteria were compared in their ability to correctly identify model simulations (see 
Model identifiability and parameter recovery section below). Because LAME gave the most 
satisfactory results, only model comparisons using this criterion are reported in the main text. 
 
 
Bayesian model comparison 
To identify the model most likely to have generated a certain data set, AIC, BIC and LAME were 
computed at the individual level for each model in the respective model-space, and fed to random-
effects Bayesian Model Comparison using the mbb-vb-toolbox (http://mbb-
team.github.io/VBA-toolbox/; Daunizeau, Adam, and Rigoux, 2014). This procedure estimates 
the expected frequencies (denoted PP) and the exceedance probability (denoted XP) for each 
model within a set of models, given the data gathered from all participants. XP quantifies the belief 
that the model is more likely than all the other models of the model-space. An XP >95% for one 
model within a set is therefore typically considered as significant evidence in favor of this model 
being the most likely. Expected frequency (PP), on the other hand, quantifies the posterior 
probability, i.e., the probability that the model generated the data for any randomly selected subject. 
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Model identifiability and parameter recovery 
In order to assess the reliability of our modelling approach, we performed model identifiability 
and parameter recovery simulations (see Correa et al., 2018 for a similar approach). Choices from 
synthetic participants were generated for each task and each model by running our computational 
models with model parameters sampled in their prior distribution: softmax temperature β were 
drawn from gamma distribution (i.e., random(‘Gamma’,1.2,5) in Matlab) and learning rates and 
weights were drawn from beta distributions (i.e., random(‘beta,1.1,1.1) in Matlab), as outlined 
above. Option values Qs and context values Vs were initialized from 0 for four conditions. For 
each model, we ran 10 simulations including 50 synthetic subjects (N=500).  
 
Model identifiability was assessed by running the Bayesian Model Comparison on the synthetic 
data. Results are pictured as confusion matrices, where perfect recovery would result in matrices 
with diagonal elements equal to 1, and off-diagonal elements close to 0. Parameter recovery was 
assessed by evaluating the correspondence between the parameters used in the simulation, and the 
parameters recovered by the parameter optimization procedure (Figure 2.6-2.8). We used two 
main assessment criteria: first, we performed a linear regression analysis between the parameters 
used for simulations and the estimated parameters, using data from all simulations (n = 500). In 
this case, perfect recovery would result in intercepts close to 0 and slopes close to 1, and would be 
pictured as a 500 dots scatter plot aligned on the identity line. Then, we performed correlation 
analyses between the parameters used for simulations and the estimated parameters on individual 
simulations (each with n = 50 synthetic data). Correlation coefficients were averaged over the 10 
simulations, and displayed as correlation matrices. In this case, perfect recovery would result in 
matrices with diagonal elements equal to 1, and off-diagonal elements close to 0.  
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2.3 Results 

2.3.1 Manipulation Checks: successful induction of anxiety 
In order to ensure that our anxiety manipulation was successful, we inspected self-reported 
emotion and physiological responses. In both experiments, self-reported anxiety during the threat 
condition was significantly higher than other (negative and high arousal) emotions, including 
sadness (Exp.1: t44 = 6.78, p < .001, d = 1.01; Exp.2: t49 = 6.17, p < .001, d = 0.87) and anger (Exp.1: 
t44 = 3.56, p < .001, d = 0.53; Exp.2: t49 = 4.98, p < .001, d = 0.70), but was similar to fear (Exp.1: 
t44=1.57, p =.1235, d = 0.23; Exp.2: t44 = 0.67, p = .5024, d = 0.09). While self-reported anxiety 
levels were significantly greater than 0 in both experiments (Table A.2.1), anxiety levels were 
significantly higher in experiment 1 compared to experiment 2 (t93= 4.28, p < .001, d = 0.87). This 
indicates that blocking ToS, as done in experiment 1, induced greater levels of anxiety compared 
to the more prolonged ToS presentation in experiment 2.  
 
The self-report results are paralleled by the SCR results, which showed significantly higher phasic 
responses during anxious compared to safe trials (Figure 2.3). An ANOVA showed a main effect 
of anxiety (Exp.1: F1,47 = 130.35, p < .0001, èêë  = 0.69; Exp.2: F1,44 = 4.28, p = .0444, èêë  = 0.08). 
This effect was not modulated by outcome valence (Exp.1: F1,47 = 0.08, p = .7719, èêë  = 0.02; Exp.2: 
F1,44 = 0.00, p = .9901, èêë  = 0.00). While SCR levels were significantly greater during threat 
compared to safe trials in both experiments (Exp.1: t48 = 10.44, p < .0001, d = 1.49; Exp.2: t44 = 
2.06, p = .0444, d = 0.30), arousal levels during threat (vs. safe) conditions were also significantly 
greater on average in experiment 1 compared to experiment 2 (Exp.1> Exp.2: t92 = 6.94, p < .0001, 
d = 0.35). Jointly, results from SCR and self-report indicate that ToS successfully induced anxiety 
in both experiments. 
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Figure 2.3. Electrophysiological results.  Skin conductance responses (SCR) were significantly 
higher in the threat condition compared to the safe condition (Exp.1: t48 =10.44, P < .0001, d = 1.49; 
Exp.2: t44 =2.06, p = .0444, d = 0.30).  Moreover, this effect was more significant in Experiment 1 
than Experiment 2 (Exp.1> Exp.2: t92= 6.9499, p < .0001, d = 0.35).  The dots represented the mean 
of ΔSCR and the error bars represented the standard error of the mean. 
~  .05< p <.10;  * .01< p <0.05; **  .001< p < .01;  *** p< .001 

***

*

***
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2.3.2 Model-Free Analysis: No effects of valence and anxiety on learning performance 
To investigate the overall effects of our experimental manipulations (valence: gain vs. loss; anxiety: 
safe vs. threat) on learning performance, we first analyzed the probability of correct responses 
averaged per condition, using a two-way repeated-measures ANOVA. This analysis revealed no 
significant main effects of - nor significant interactions between - our experimental factors on 
learning performance (Exp.1: Ps’ > 0.12; Exp.2: ps > 0.14; see Figure 2.4A and Table A.2.2-
A.2.3). While the two variants of the ToS procedure had a marginally different impact on average 
learning performance (Exp.1 = 74.12%, Exp.2 = 71.60%; F1,99 = 2.66, p = .1057, èêë  = 0.02), they 
did not induce significantly different effects of anxiety on learning (F1,99 = 0.008, p = .9271, èêë  = 
0.00). As subsequent analyses focus on identifying the effect of anxiety, we therefore combined 
the data from the two experiments (but we additionally continue to report individual experiment 
results for all main analyses). 
 
Combining the two experiments in a single ANOVA, we replicate the absence of significant main 
and interaction effects on learning performance (All: ps > 0.20; Figure 2.4A and Table A.2.3), as 
reported above. Although the lack of valence effects replicates previous findings (Fontanesi et al., 
2019; Lebreton et al., 2019; Palminteri et al., 2015), the absence of significant effects of anxiety 
might seem surprising at first glance, as it contradicts several previous studies suggesting anxiety 
affects learning per se (DeVido et al., 2009; Glienke et al., 2015; Treadway et al., 2017). However, 
our findings agree with our literature review of 13 studies on the effects of threat states and trait 
anxiety on instrumental learning, which also failed to identify a consensual, robust effect of anxiety 
on learning (Figure 2.1 and Table A.1).  
 
Because the absence of effects of anxiety contradicts our a priori hypothesis, we next turned to a 
more flexible statistical analysis framework using a generalized linear mixed-effect (GLME) model. 
This approach allows us to inspect our data trial-by-trial to capture learning effects and may be 
more powerful than ANOVAs in the presence of unbalanced or missing data (Matuschek et al., 
2017; Pinheiro & Bates, 2000). Although the GLME revealed a main effect of trial on performance, 
capturing the dynamics of learning (Figure 2.4B and Table A.2.4), no other significant main 
effects and/or interaction with the experimental manipulations were detected. Confirming the 
ANOVAs results, this indicates that threat of shock might have a limited impact on learning 
processes.  Moreover, we also did not find an effect of experimental designs on learning (βexp = -
0.00±0.03, t25276= -0.14, p = .8834; βexp*anxiety = 0.03±0.04, t25276= 0.82, p = .4082; see Appendix 
A.3).  
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Figure 2.4. Learning performance and results from generalized linear mixed-effect model. (A) 
Left and middle panels: learning curves representing the fraction of correct choices in the safe (left; 
filled dots) and the threat (middle; unfilled dots) conditions. Error bars indicate the standard error of 
the mean (SEM), and shaded areas represent the mean ± SEM of GLME predictions. Right panels: 
average correct rate across four conditions. Each gray line indicates individual’s choice patterns across 
the conditions. (B) Generalized linear mixed-effect model (i.e., GLME1Learning) with choice accuracy as 
dependent variable. The y-axis represents the estimated standardized coefficient (t-value), and the x-
axis represents each factor in the GLME model. Dot colors indicate results from different dataset.  
Tr.: Trial; Val.: outcome valence; Anx.: Anxiety manipulation 
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2.3.3 Model-Free Analysis: non-specific effects of anxiety on transfer task performance 
reflecting learned values 
Participants’ choices in the transfer task provide additional information about the value of the cues 
that they have learned throughout the learning task. We first computed the preference for each 
cue as the probability of choosing the cue over all other cues (Figure 2.5; and see Palminteri et al., 
2015 for a similar approach). Importantly, the three-way repeated-measures ANOVA (Table 
A.2.5 and Section 2.2.4: Methods – Behavioral analysis) identified an interaction between cue 
quality and anxiety (interaction of anxiety and quality; F1,99 = 6.37, p = .0131, èêë  = 0.06). Post-hoc 
tests were performed to characterize the interaction between anxiety and quality. Results indicate 
that the interaction is driven by participants choosing the better symbols (G75 and L25) over the 
worse symbols (G25 and L75) significantly more often in the threat compared to the safe condition 
(Better-Worse in threat > Better-Worse in safe: t99 = 2.41, p = .0165, d = 0.17; Table A.2.8). These 
results indicate that anxiety boosts participants’ preference for higher quality cues.  
 
Additional results from this ANOVA revealed that a cue is more likely to be preferred if it was 
associated with gains compared to losses (main effect of option valence; F1,99 = 212.85, p = 2.07 
× 10-26, èêë  = 0.68), regardless of the anxiety condition (F1,99 = 0.31, p = .5756, èêë  = 0.00). A cue is 
also more likely to be preferred if it was the best cue (G75 and L25) of the pair during the learning 
task (main effects of Option quality; F1,99 = 241.60, p = 2.59×10-28, èêë  = 0.70). However, there 
were no valence-dependent effects of anxiety on preferences in the transfer task (F1,99 = 0.55, p 
= .4586, èêë  = 0.00), as well as no main and interaction effects of anxiety with the factor experiment 
(ps> 0.19). The latter result suggests that the two anxiety induction methods did not differentially 
impact preference in the transfer task. Taken together, anxiety during learning improved 
recognition of cue quality in the transfer task independent of valence.  
 
Those results were confirmed in a more comprehensive GLME approach (see Section 2.2.4 
Material and Methods – Behavioral analysis), which modelled transfer task choices between 
two cues as a function of (1) the difference between the cues’ valence (gains vs. losses), (2) the 
difference between the cues’ quality (better option in learned pair vs. worse option in learned pair), 
and (3) whether cues were learned in the anxiety condition (safe vs shock). The GLME model also 
accounted for differences in experimental designs (experiment 1 vs. experiment 2) and subject ID, 
which was nested within each experiment. The results (Figure 2.5B and Table A.2.6) showed 
that participants’ decisions were influenced by valence (T13592 = 8.90; p = 5.83× 10-19), quality (T13592 

= 6.53; p = 6.73× 10-11) and the interaction between anxiety and quality (T13592 = 2.44; p = .0144). 
Comparable to the ANOVA results above, we did not find a main effect of experiment (βexp = -
0.01±0.08, t13591 = -0.13, p = .8940) nor an interaction between experiment and anxiety (βexp*anxiety 
= -0.03±0.12, t13591= -0.24, p = .8041; see Appendix A.3), indicating that the experimental design 
had little effect on the impact of anxiety on post-learning performance. 
 
Post-hoc analyses showed that cue discrimination (G75+L25 > G25+L75) was significantly 
improved in the threat compared to the safe condition (t99 = 2.41, p = .0165, d = 0.17). Note that 
this effect was not significant in experiment 1 (t49 = 1.27, p = .2058, d = 0.12), but the direction 
was the same as observed in experiment 2 (t49 = 2.42, p = .0171, d = 0.24). The results indicate 
that anxiety might enhance participants’ ability to identify the higher quality symbol some time 
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after learning, even though it does not affect average learning performance at the learning stage 
(Figure 2.4).  
 

 
 
Following previous studies (Palminteri et al., 2015; Palminteri, Lefebvre, et al., 2017), we 
conducted an additional analysis that focused on cues that were associated with intermediate values 
(i.e., G25 and L25) and tested if subject displayed rational preferences to choose cues based on 
expected value (Table A.2.7). The two-way ANOVA with valence and anxiety as factors showed 

Figure 2.5. Choice pattern in transfer task and corresponding results from generalized linear 
mixed effect model. (A) Averaged choice rate for each cue. Each gray line indicates individual’s 
choice pattern. The filled dots represent cues learned under the safe condition, the unfilled dots 
indicate cues learned during the threat condition. Error bars indicate the standard error of the mean 
(SEM), and shaded areas represent the mean ± SEM of the GLME predictions. (B) Generalized linear 
mixed-effect model (i.e., GLME1Transfer) with cue selection as dependent variable. The y-axis represents 
the estimated standardized coefficient (t-value), and the x-axis represents each factor in the GLME 
model. Dot colors indicate results from different dataset.  
G75: 75% of gain; G25: 25% of gain; L25: 25% of loss; G75: 75% of loss. 
Val.: outcome valence; Qual.: Quality of cue (i.e. Higher expected value in its pair during learning); 
Anx.: Anxiety manipulation 
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a significant main effect of valence (F1,99 = 5.96, p = .0163, èêë  = 0.05), but no significant main 
effect of anxiety (F1,99 = 0.55, p = .4586, èêë  = 0.00) nor its interaction (F1,99 = 2.63, p = .1077, èêë  

= 0.02).  
 
 
2.3.4 Model-Based Analysis: learning is asymmetric and context-dependent 
Our analysis of the general effects of anxiety in our factorial design (see Section 2.2 Material and 
Methods for details) points toward non-specific, elusive effects of anxiety in reinforcement 
learning. Two concurrent hypotheses might explain this observation: on the one hand, it is possible 
that anxiety affects specific latent mechanisms of reinforcement-learning, that may be subtle and 
therefore difficult to identify via model-free factorial design analyses; alternatively, it may be that 
anxiety indeed does not affect reinforcement-learning processes in a strong and idiosyncratic way. 
 
To tease apart these competing explanations, we next turned to computational modelling. By 
explicitly modelling the computations giving rise to participants’ behavior, computational 
modelling can efficiently combine data from both learning and transfer task (Palminteri et al., 2015) 
and can identify latent operations that would be specifically impacted by anxiety (Bishop & Gagne, 
2018; Mkrtchian et al., 2017; Treadway et al., 2017). As a first step, we aimed at identifying a core 
architecture that would capture the learning behavior regardless of anxiety (i.e. in both safe and 
threat conditions). Following decades of research on the modelling of similar tasks (Pessiglione et 
al., 2006; Rescorla & Wagner, 1972; Sutton & Barto, 1998), we assumed that participants learned 
the value of available options using an algorithm akin to Q-learning. 
 
Yet, several features of the observed behavioral pattern suggest that simple Q-learning would not 
be sufficient to comprehensively capture our participants’ learning dynamics. First, the fact that 
participants generally express higher preference for the L25 than for the G25 cue in the transfer 
task is a signature of context-dependent learning (Klein et al., 2017; Lebreton et al., 2019; 
Palminteri et al., 2015; Palminteri, Lefebvre, et al., 2017). Briefly, in addition to standard Q-learning 
computations, context-dependent learning explicitly computes a context-value, which 
approximates the average expected value from a specific context. Obtained outcomes are then 
reframed relatively to this context value, allowing e.g. minor losses encountered in a loss context 
to be experienced as relative gains and vice-versa. This explains why small losses (L25) are preferred 
to small gains (G25) post learning in the transfer task. Second, the apparently higher variability of 
performance observed in the gain compared to the loss domain could be a signature of asymmetric 
learning. Briefly, if positive prediction errors are weighted more heavily than negative ones, 
individuals can quickly diverge in response rates (Lefebvre et al., 2017). Considering these two 
potential additional features of reinforcement learning models, we built a model space comprising 
six computational models presenting different combinations of those features (see Section 2.2 
Material and Methods and Figure 2.6 A-B). Using simulations, we verified that those models 
were identifiable, and that their parameters could be satisfactorily estimated (Figure 2.6 C-D).  
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Figure 2.6. Modelling approach (Step 1). (A) depiction of the model architecture basis. (B) Model Space. 
(C) Model identifiability analysis. Data from 100 synthetic participants were simulated (50 with experiment 1 
design, 50 with experiment 2 design) with each of our six models. Bayesian model selection was used to 
identify the most probable model generating the data, using the Laplace approximation to model evidence. 
This procedure was repeated 10 times. Left: average exceedance probability confusion matrix. Right: Best 
model selection confusion matrix. (D) Parameter recovery analysis. The confusion matrices represent 
summary statistics of the correlations between parameters, estimated over 100-subject simulations, and 
averaged over the 10 simulations. Diagonal: correlations between simulated and estimated parameters. Off 
diagonal: cross correlation between estimated parameters. Left: Pearson correlation (R). Right: explained 
variance (R2). 
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We then fitted those models to our data, and ran a full Bayesian model comparison (BMC) 
procedure, aiming at identifying the best and most parsimonious computational architecture. In 
line with the behavioral signatures identified in the beginning of this section, the BMC identified 
the RL model including both learning-rate asymmetry and context-dependency (RELa,w) as the 
best explanation of our data (exceedance probability: 93%; Figure 2.7A). Note that RELa,w also 
won the BMC procedure based on data restricted to experiment 1 and 2 (exceedance probability: 
76% and 88%; Figure 2.7A). Average estimated parameter values were very similar to previous 
studies (Palminteri et al., 2015), and were also very similar between experiment 1 and 2 (Figure 
2.7B). The modelling results notably replicate the learning asymmetry reported in previous studies 
(Lefebvre et al., 2017; Palminteri, Lefebvre, et al., 2017), with positive learning rates being 
significantly larger than negative learning rates (α+ = 0.37±0.02; α- = 0.07±0.01; t99 = 10.26, p = 
2.92´10-17, d = 1.06). Overall, this model provided a very good fit of both learning and transfer 
task data (Figure 2.7 C-D).  
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Figure 2.7. Modelling results for the general learning architecture (Step1). (A) Model comparison results. 
These panels depict the results of a Bayesian model comparison analysis on our participants data, for experiment 
1 (yellow diamonds), experiment 2 (blue diamonds) and both experiments combined (black diamonds). Left: 
exceedance probability of each model. Right: expected frequencies of each model. (B) Model parameters of the 
winning model (RELa,w) for experiments 1 (yellow) and 2 (blue). Filled dots represent individual parameters while 
error bars represent population mean±SEM. (C) Learning curves, representing the fraction of correct choices in 
the safe (left; filled dots) and the threat (middle; unfilled dots) conditions. Error bars indicate the standard error 
of the mean (SEM), and shaded areas represent the mean ± SEM of the RELa,w predictions. (D) Transfer choice 
rate for each cue. Each gray line indicates individual’s choice pattern. The filled dots represent cues learned under 
the safe condition, the unfilled dots indicate cues learned during the threat condition. Error bars indicate the 
standard error of the mean (SEM), and shaded areas represent the mean ± SEM of the RELa,w predictions. 
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2.3.5 Model-Based Analysis: the effects of anxiety on learning is inconclusive  

To investigate the effects of anxiety on learning, we next built a second model space, where all 
models were derived from the RELa,w , but additionally allowed parameters to vary between the 
Safe and Threat conditions. Given that RELa,w possesses five parameters (the choice temperature, 
three learning rates, and the unchosen outcome weighting parameter), the second model space 
featured six models (see Figure 2.6B). Similar to the first modelling step, we ran model 
identifiability and parameter recovery analyses (Figure 2.8B). Results show that some models 
cannot be perfectly identified: models 4 and 6, which respectively feature differential learning rates 
for negative PE (α-) and differential weighting parameters (w) between anxiety and safe conditions 
both tended to be identified as the simplest model.  
 
Despite those limitations, we still compared those models in their ability to account for the 
observed data (see Section 2.2.5 Material and Methods – Computational Modelling). The 
Bayesian Model Comparison with LAME failed to identify a clear best model (Figure 2.8C), 
indicating that allowing important model parameters to vary as a function of anxiety does not 
improve model fit. 
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Figure 2.8. Modelling approach (Step 2). (A) Model Space. S and T represent safe and threat 
condition, respectively.  S = T indicates safe and threat condition share the same parameter. (B) 
Model identifiability analysis. Data from 100 synthetic participants were simulated (50 with 
experiment 1 design, 50 with experiment 2 design) with each of our six models. Bayesian model 
selection was used to identify the most probable model generating the data, using the Laplace 
approximation to model evidence. This procedure was repeated 10 times. Left: average exceedance 
probability confusion matrix. Right: Best model selection confusion matrix. (C) Model comparison 
results. These panels depict the results of a Bayesian model comparison analysis on our participants 
data, for experiment 1 (yellow diamonds), experiment 2 (blue diamonds) and both experiments 
combined (black diamonds). Left: exceedance probability of each model. Right: expected 
frequencies of each model. 
 



CHAPTER 2 

 56  

2.4 Discussion 

2.4.1 Summary of design, results and contributions 
In two experiments, we investigated the impact of incidental anxiety (i.e., unpredictable threat) on 
both learning performance during a probabilistic instrumental task (Palminteri et al., 2015; 
Pessiglione et al., 2006) and on post-learning transfer preferences (Frank et al., 2004; Palminteri et 
al., 2015), using a well-established Threat of Shock (ToS) paradigm (Cohn et al., 2015; Engelmann 
et al., 2015, 2019; Grillon, 2008; Schmitz & Grillon, 2012). Two variants of the anxiety induction 
method were used during learning: threat and safety trials were either alternated in blocks of three 
trials (experiment 1), which induced relatively higher levels of anxiety, or in sessions of 80 trials 
(experiment 2), which induced relatively lower levels of anxiety. Behavioral results from two 
experiments consistently showed that anxiety and outcome valence had little to no effect on 
learning performance per se. At first glance, these results may be somewhat surprising given that 
they seem to contradict several previous studies suggesting that anxiety alters learning performance 
(DeVido et al., 2009; Schwabe & Wolf, 2009; Stevens et al., 2014; Treadway et al., 2017). However, 
a small-scale literature review agrees with our main result as it also failed to identify consensual 
and robust main effects of anxiety on learning across 13 papers (Figure 2.1 and Table A.1). 
 
Importantly, our results nonetheless suggest that transfer preferences were significantly altered by 
the safe/anxiety manipulation. Specifically, post-learning preferences indicate that participants 
were better able to identify the quality of cues when these cues were learned in a threatening 
compared to a safe context. Note again that this effect was observed in the absence of any effects 
of anxiety on average learning performance and therefore is indicative of anxiety exhibiting somewhat 
delayed effects on post-learning preferences and recall (see also Section 2.4.3 Discussion: 
transfer task). Similar improvements in the ability to identify cues during a post-learning transfer 
task have been observed in one other prior study (Cavanagh et al., 2011).  
 
Considering the possibility that anxiety effects differ when individuals seek rewards vs. avoid 
punishments, our experiment did not reveal any valence-dependent effects during both learning 
and post-learning performance. These results agree with our targeted literature review, which also 
failed to identify a robust consensus on this question. Specifically, other studies have reported 
inconsistent valence dependent effects of threat states and trait anxiety on post-learning 
performance (Abraham and Hermann, 2015; Berghorst et al., 2013; Cavanagh et al., 2019, 2011; 
Lighthall et al., 2013; Petzold et al., 2010; Voegler et al., 2019): for learning performance in the 
domain of gains 6/8 studies reported a null effect, 1/8 reported improvements and 1/8 reported 
reduced performance. In the domain of losses, 4/8 studies reported improved performance, while 
1/8 reported reduced performance in the domain of losses and 3/8 reported a null effect (Figure 
2.1). Jointly, the current and previous results indicate that anxiety likely does not have differential 
effects on learning to seek rewards and to learning to avoiding punishments. 
 
A primary goal of the current experiments was to assess multiple experimental factors that could 
skew results from prior experiments in one experimental setup. To this end, our experiments were 
carefully designed to assess the differential effects of anxiety on learning and post-learning 
preferences, as well as on punishment and reward learning, while simultaneously reducing the 
effects of potential confounding factors using multiple methods. Firstly, by adapting a ToS 
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paradigm to induce anxiety, each subject learned action-outcome associations separately under a 
threatening context and under safety. Moreover, the ToS procedure allowed us to customize the 
intensity of the negative event (i.e., electric shock) to each participant’s pain threshold, and to 
successfully create significant threat levels for all participants across two experiments (as assessed 
by SCR responses and self-reports). The ability to turn threat on and off at specific time points 
throughout the experiments allowed us to directly assess the effects of anxious states on learning 
in a within-subject design. This is important to assess the causal effects of anxiety on learning 
(Engelmann et al., 2015, 2019), and addresses a major limitation of traditional emotion and stress 
induction techniques, the common delay between the induction time point and behavioral task. 
Secondly, we induced anxiety for two different periods including relatively short blocks of three 
trials (experiment 1) and relatively long periods lasting for full session of 96 trials (experiment 2). 
This was done for two reasons; (1) it allowed us to assess potential biases induced by the repeated 
switching of emotional states and associated stimuli in experiment 1, and (2) it allowed us to assess 
the effect of different threat level intensities, with experiment 1 creating a relatively more intense 
emotional state compared to experiment 2. Thirdly, we assessed the effects of anxiety on learning 
over gains and losses by crossing the ToS manipulation with an outcome valence manipulation. 
This allowed us to directly assess the effects of anxiety on learning to seek gains and to avoid losses 
separately (Palminteri & Pessiglione, 2017). Finally, we differentiated the effects of anxiety on 
learning and post-learning performance by including both a learning stage and a post-learning task 
in the same study. Despite these methodological advances, we find only limited effects of anxiety 
on learning per se, but significant enhancements of the ability to identify better quality cues in a 
post learning transfer task. 

 
 
2.4.2 Discussion: learning 

We consider three explanations for the limited effects of incidental anxiety on learning, observed 
in the current two experiments. These include the hypotheses that (1) only trait, but not state 
anxiety may have an impact on learning; (2) anxiety reduces the available cognitive resources and 
its effects can only be revealed in more difficult settings; (3) anxiety causes an inflexibility in 
learning, which can only be revealed using more complex task designs that require planning and 
adaptation. 
 
Firstly, a prominent hypothesis suggests that state and trait anxiety might impact different 
underlying learning mechanisms (Robinson, Vytal, et al., 2013; Robinson & Chase, 2017). 
Specifically, Robinson et al argue that state anxiety in response to unpredictable threat is “adaptive” 
as it prepares flexible physiological responses and behaviors to cope with negative events that may 
ensure survival (Robinson et al., 2013). Elevated and prolonged levels of trait anxiety on the other 
hand can become “maladaptive” and interfere with normal day-to-day functioning (Robinson et 
al., 2013). A number of previous studies showed behavioral effects of trait and pathological anxiety 
on learning that generally support this hypothesis (Figure 2.1, yellow bars; Abraham & Hermann, 
2015; Browning et al., 2015; DeVido et al., 2009; Robinson et al., 2015; Stevens et al., 2014; Voegler 
et al., 2019). However, this idea has recently been challenged by research revealing more limited 
effects of both trait and state anxiety on learning performance (Berghorst et al., 2013; Cavanagh 
et al., 2011; Lighthall et al., 2013; Petzold et al., 2010; Schwabe & Wolf, 2009; Voegler et al., 2019), 
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even in more complicated settings (Two-stage reinforcement learning: Gillan et al., 2020; social 
learning: Safra et al., 2018). To resolve this disagreement on the relative importance of state 
compared to trait anxiety, we assessed the effects of trait anxiety in our current data set by 
conducting additional analyses focusing on individual differences in BAI scores on learning and 
post-learning performance (see Appendix A.4). Note that our approach allows us to identify both 
main effects of state and trait anxiety, but also their interaction. Our results did not identify any 
main effects of BAI in the learning and post-learning task, indicating that high and low anxious 
participants learned to seek gains and avoid losses equally well. Moreover, we did not observe an 
interaction effect between state and trait anxiety during learning and post-learning. Our results, 
together with the inconsistent findings of prior research identified by our literature review, suggest 
that both trait and state anxiety have little main and interactive effects on learning and post-learning 
performance. 
 
Secondly, according to attentional control theory (Eysenck et al., 2007), performance might be 
intact if cognitive demands of the task do not exceed cognitive resources. Therefore, if the 
probability of a positive or negative outcome differs substantially between the stimuli during the 
learning phase (i.e., 75% vs 25%), the task might be too easy to reveal the impact of anxiety given 
the experimental setup in current study. Specifically, participants might have sufficient cognitive 
resources to deal with such a relatively simple task, even when learning under conditions of anxiety. 
Although this explanation is partially rejected by previous studies that found no significant 
interactions between difficulty and neither threat manipulations neither trait anxiety, the tasks used 
in previous experiments might also not have sufficiently challenged participants (Abraham & 
Hermann, 2015; Berghorst et al., 2013; Cavanagh et al., 2011, 2019; Lighthall et al., 2013; Petzold 
et al., 2010; Voegler et al., 2019). To address this potential explanation, we inspected our data by 
focusing on a subset of participants that showed evidence for finding this task relatively difficult. 
We identified these participants via cluster analysis (k-means, Appendix A.5) and split our subject 
pool into two groups, one showing relatively lower average performance (57% accuracy) 
throughout the learning task and another with relatively higher average performance (76% 
accuracy). If the predictions from attentional control theory apply to our results, we should observe 
larger effects of anxiety on learning and post-learning performance in the subject group with lower 
average performance that likely found the task more difficult. Our results did not support this 
potential interpretation and were consistent with previous findings (Abraham & Hermann, 2015; 
Berghorst et al., 2013; Cavanagh et al., 2011, 2019; Lighthall et al., 2013; Petzold et al., 2010; 
Voegler et al., 2019; but see Robinson et al., 2013 for the impact of anxiety on prediction error 
processing in the brain). Specifically, while we found a significant main effect of performance 
group on predicting correct choice in the learning task, this effect was not modulated by anxiety 
(see Appendix A.5). The result in the transfer task also showed non-significant two- and three-
way interactions of anxiety with performance group and quality. These results further support the 
notion that anxiety has limited effects on learning performance. Moreover, the effects we observe 
here are likely not modulated by task-dependent availability of cognitive resources (see also 
Engelmann et al., 2015).  
 
In a similar vein, the anxiety condition might specifically increase cognitive task load. We inspected 
this possibility by analyzing reaction times across the two conditions, which is generally considered 
one of the hallmark measures of cognitive load (Pashler, 1994). We did not find slower reaction 
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times under conditions of anxiety (Table A.2.9), indicating that participants did not face greater 
cognitive load in the threat condition. 
 
Finally, the effects of anxiety have previously been associated with inflexibility in learning, which 
might be caused by either difficulty in switching between habit and goal-directed decisions 
(Browning et al., 2015; Otto et al., 2013; Raio et al., 2017; Schwabe & Wolf, 2009) or intolerance 
for uncertainty (Behar et al., 2009; Buhr & Dugas, 2006; Dugas et al., 1995). Therefore, our one-
stage reinforcement learning task with stable contingency of action and outcome might not be able 
to detect these anxiety-related changes in behavior. Taken together, the impact of anxiety on 
learning might be varied and depend on the type of anxiety and the task’s difficulty and their 
interactions. Yet, again, the robustness of the effects of anxiety on learning flexibility have been 
challenged by recent high-powered studies (Gillan et al., 2020)12 and our small-scale review. 
 
 
2.4.3 Discussion: transfer task 
The significant general improvement in the ability to identify better options during the transfer 
task when these were learned under anxiety is consistent with a growing literature showing that a 
threatening environment can significantly impact memory processes under specific conditions 
(Bolton & Robinson, 2017; Vytal et al., 2013). In light of this, the current results might indicate 
that anxiety enhances memory retrieval for the value of cues encoded under anxiety (Mather & 
Lighthall, 2012; Porcelli & Delgado, 2017). 
  
Note that the presence of anxiety effects observed in the transfer task in the absence of any effects 
of anxiety on average learning performance could also indicate that the transfer task is more sensitive 
to capture anxiety effects, whereas average learning effects dilute them. We tested this possibility, 
by analyzing separately the early and late phase of learning (see Appendix A.7). Our results suggest 
that the learning performance in the late learning stage, rather than early or overall performance, 
might be more susceptible to the effect of incidental anxiety – although these effects are still very 
marginal and would need to be replicated. 
 
The absence of detectable valence-specific effects of anxiety on performance in the transfer task 
in the present study might at first glance contradict previous results on the effects of anxiety on 
learning (Berghorst et al., 2013; Cavanagh et al., 2019; Lighthall et al., 2013; Petzold et al., 2010; 
Voegler et al., 2019). However, our targeted literature review, suggests that prior results are rather 
inconsistent with no detectable trends in the domain of gains (null effect: 75%, improvement: 
12.5%, decline: 12.5%) and suggest a slight improvement in average performance in the domain 
of losses (null effect: 37.5%, improvement: 50%, decline: 12.5%). 
 
 
  

                                                
12 Gillan et al., 2020 conducted both correlational and causal experiments. 
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2.4.4 Discussion: Modelling 
Besides model-free analyses, we also used computational modeling as a more formal tool to 
characterize the specific influence(s) of anxiety on the learning process. Our modelling approach, 
validated by simulation-based parameter recovery and model indentifiability procedures, identified 
a winning model that updates expected values using a context-dependent and asymmetric learning 
rule (Palminteri et al., 2015; Wilson & Collins, 2019). Context-dependency implies that option 
values are updated with respect to a reference point, which approximate the average expected 
value of a pair, and which is learned on a trial-by-trial basis with a specific contextual-learning rate 
(Palminteri et al., 2015). Factually, this allows to reframe small losses as rewards in a loss context 
and small rewards as losses in a gain context. Learning asymmetry was featured by different 
learning rates to update values after positive vs negative prediction errors. Similarly to previous 
reports, we found that learning asymmetry captures a confirmation bias, with positive learning rate 
parameters taking values twice as big as negative learning rate parameters (Lefebvre et al., 2017; 
Palminteri, Lefebvre, et al., 2017). 
 
These results have important implications: they suggest that human learning incorporates more 
features (context-dependency, learning asymmetry) than typically thought, even in simple, 
traditional instrumental learning tasks that have been used for years (Frank et al., 2004; Pessiglione 
et al., 2006). Because interpreting parameter fits from models that provide incomplete descriptions 
of behavior is problematic (Nassar & Gold, 2013), this suggests that some simple modelling 
approaches that omit those features could have converged on erroneous conclusions about the 
effects of experimental manipulations or neuro-psychiatric pathologies on learning parameters. 
 
After having identified the model that best and most comprehensively accounts for the general 
learning behavior of our participants, we aimed to evaluate the impact of anxiety on its parameters. 
Yet, we found that models including extra parameters to capture the effect of anxiety cannot be 
robustly identified. This misidentification issue suggests that those parameters have such a subtle 
(i.e., small) effect on the general behavior observed in the learning and transfer tasks, that the 
current task design (with its conditions, number of sessions, and number of trials) is not powerful 
enough to detect them. Given that our experimental design favorably compares to previous ones 
in terms of power (number of subjects, trials, etc.), this indicates that most designs (including ours) 
might not be powerful enough to allow the detection of the potential effects of anxiety, once all 
the complex features of learning that can be detected in human learning behavior (context 
dependency, learning asymmetry) are taken into account.  
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2.4.5 Conclusion 
The current study investigated the effects of anxiety on learning, while addressing several concerns 
about experimental designs and analytical choices that might have led to discrepancies in the 
identification of such effects in previous studies. Despite our relatively powerful approach that 
simultaneously assessed learning and post-learning performance, as well as reward and punishment 
learning in the context of a within-subject anxiety induction, and contrary to some previous studies, 
our experiments failed to reveal clear and specific effects of anxiety on learning per se. While 
surprising at first glance, our null results agree with findings from a small-scale review that shows 
little to no effects of anxiety on learning and post-learning performance on average and they add 
to recent results, which have started to challenge the role of anxiety in experience-based decision-
making (Bishop & Gagne, 2018; Gillan et al., 2020). 
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CHAPTER 3 

Robust Valence-Induced Biases on Motor Response 
and Confidence in Human Reinforcement Learning13 

  

                                                
13 This chapter is based on Ting, C-C., Palminteri, S., Engelmann, J.B., Lebreton, M. (2020b) Robust valence-induced 
biases on motor response and confidence in human reinforcement learning. Cognitive, Affective, & Behavioral 
Neuroscience. 
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3.1 Introduction 

In the reinforcement learning context, reward-seeking and punishment-avoidance present an 
intrinsic and fundamental informational asymmetry. In the former situation, accurate choice (i.e., 
reward maximization) increases the frequency of the reinforcer (the reward). In the latter situation, 
accurate choice (i.e., successful avoidance), optimal behavior decreases the frequency of the 
response. Accordingly, any simple incremental “law-of-effect”-like model, would predict higher 
performance in the reward seeking compared the punishment avoidance situation. Yet, our study 
(Chapter 2; Ting et al., 2020a) and previous studies (Fontanesi et al., 2019; Guitart-Masip et al., 
2012; Palminteri et al., 2015) demonstrated that humans learn to seek reward and to avoid 
punishment equally-well. This is not only robustly demonstrated in experimental data, but also 
nicely explained by context-dependent reinforcement-learning models (Fontanesi et al., 2019; 
Palminteri et al., 2015), which can be seen as formal computational instantiation of Mowrer’s two-
factor theory (Mowrer, 1952). On top of this remarkable symmetry in choice accuracy between 
gain and loss contexts, two sets of recent studies independently reported that outcome valence 
asymmetrically affects confidence and response times (RTs). First, learning from punishment 
increases individuals’ RTs, slowing down the motor execution of the choice (Fontanesi et al., 2019; 
Jahfari et al., 2019; Ting et al., 2020a). This robust phenomenon is consistent with a motor 
Pavlovian bias which posits that desirable contexts favor motor execution and approach behavior, 
while undesirable contexts hinder them (Boureau & Dayan, 2011; Guitart-Masip et al., 2012).  
 
Second, learning from punishment decreases individuals’ confidence in their choices (Lebreton et 
al., 2019). Confidence judgements can be defined and operationalized as the subjective estimations 
of the probability of being correct (Fleming & Daw, 2017; Pouget et al., 2016). As such, a 
confidence judgment is a metacognitive operation, which quantifies the degree to which an 
individual is aware of his or her success or failure (Fleming & Dolan, 2012; Yeung & Summerfield, 
2012). Confidence judgments are thought to be critical in the context of meta-control – the flexible 
adjustment of behavior –, as they are key to monitor and reevaluate previous decisions (Folke et 
al., 2016) to track changes in the environment (Heilbron & Meyniel, 2019; Vinckier et al., 2016), 
or to arbitrate between different strategies (Daw et al., 2005; Donoso et al., 2014). The 
demonstrations that confidence judgments can be biased by the outcome valence in different tasks 
(Lebreton et al., 2018, 2019) suggest that, similarly to instrumental processes, metacognitive 
processes could also be under the influence of Pavlovian processes.  
 
Here, we aimed to investigate the link between the valence-induced motor and confidence biases. 
We focused on two research questions: first, are valence-induced motor and confidence biases 
robust and replicable? Second, can the confidence bias be observed in the absence of the motor 
bias? Regarding the second question, previous research has yielded conflicting results that 
generated two opposing predictions. On the one hand, numerous studies documented behavioral 
and neural dissociations between perceptual, cognitive or motor operations, and confidence or 
metacognitive judgments (Fleming et al., 2012; Miele et al., 2011; Qiu et al., 2018). Likewise, brain 
lesions and stimulation protocols have been shown to disrupt confidence ratings and 
metacognitive abilities without impairing cognitive or motor functions (Fleming et al., 2014, 2015; 
Rounis et al., 2010) - although see also (Bor et al., 2017). These dissociations between decision and 
metacognitive variables suggest that the valence-induced confidence bias could be observed in the 
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absence of a response time bias. 
 
On the other hand, several studies suggest that decision and  metacognitive variables are tightly 
linked– both in perceptual (Geller & Whitman, 1973; Vickers et al., 1985) and value-based tasks 
(De Martino et al., 2013; Folke et al., 2016; Lebreton et al., 2015). This coupling is notably 
embedded in many sequential-sampling models which rely on a single mechanism to produce 
decisions, response times and confidence judgments (van den Berg et al., 2016; De Martino et al., 
2013; Moran et al., 2015; Pleskac and Busemeyer, 2010; Ratcliff and Starns, 2009, 2013; Yu et al., 
2015). Beyond this mechanistic hypothesis, it was also recently suggested that people use their own 
RT as a proxy for stimulus strength and certainty judgments, creating a direct, causal link from RT 
to confidence (Desender, Opstal, et al., 2017; Kiani et al., 2014). These results could imply that 
our previously reported effects of valence on confidence (Lebreton et al., 2019) are no more than 
a spurious consequence of the effect of valence on RTs (Fontanesi et al., 2019; Jahfari et al., 2019). 
In other words, participants could have simply observed that they were slower in the loss context, 
and used this information to generate lower confidence judgments in these contexts. 
 
In order to address our research questions, we developed several versions of a probabilistic, 
instrumental-learning task, where participants have to learn to seek rewards or to avoid losses 
(Fontanesi et al., 2019; Lebreton et al., 2019; Palminteri et al., 2015). We attempted to cancel the 
effects of losses on RTs while recording confidence judgments to assess the presence of the 
valence-induced confidence bias. To this end, we modified the standard mapping between the 
available options and the way participants could select them, thereby disrupting the link between 
decision and motor execution of the choice. In another experiment, we also used a different 
strategy, and imposed time pressure on the choice to constrain decision time. 
 
In total, we used two published datasets (Lebreton et al., 2019) and original data collected from 
four new experiments, where we manipulated in several ways the option-action mapping 
(experiment 3-5) and applied time pressure (experiment 6). We then tested (1) the robustness of 
the valence-induced motor and confidence biases; (2) whether the confidence bias could be 
observed in the absence of the motor bias. Overall, our results show that response times are slower 
in loss than gain contexts in almost all experiments. In other words, the motor bias is highly robust, 
as it survived most of our disruption attempts, despite being severely attenuated. In all datasets, 
confidence was lower in loss than in gain contexts, indicating that the confidence bias is highly 
replicable, and is robust to variations in the motor bias effect sizes. The confidence bias is also 
observed in the condition where the motor bias was absent, suggesting that valence-induced motor 
and confidence biases are – partly – dissociable.  
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3.2 Material and Methods 

3.2.1 Participants 
All studies were approved by the local Ethics Committee: Economics and Business Ethics 
Committee (EBEC), at the University of Amsterdam. All participants gave informed consent prior 
to partaking in the study. The participants were recruited from the laboratory's participant database 
(www.creedexperiment.nl). A total of 108 participants took part in this set of 6 separate 
experiments (Table 3.1). They were compensated with a combination of a show- up fee (5€), and 
additional gains and/or losses depending on their performance during the learning task: 
experiment 1 had an exchange rate of 1 (in-game euros = payout); experiments 2-6 had an 
exchange rate of 0.3 (in game euros = 0.3 payout euros, participants were clearly informed of this 
exchange rate). In addition, in experiments 2-6, three trials (one per session) were randomly 
selected for a potential 5 euros bonus each, attributed based on the confidence incentivization 
scheme (see below).  
 
 
3.2.2 Power analysis and sample size determination. Power analysis were performed with 
GPower.3.1.9.2, and followed the reasoning in (Lebreton et al., 2019). The sample size for all 
experiments was determined prior to the start of the experiments based on the effects of incentives 
on confidence judgments in (Lebreton et al., 2018). Cohen’s d was estimated from a GLM d = .941 
t23 = 4.61, p = 1.23 × 10-4. For a similar within-subject design, a sample of N = 17 subjects was 
required to reach a power of 95% with a two-tailed one-sample t-test. 
 
 
3.2.3 Learning task - General 
In this study, we iteratively designed six experiments, aiming at investigating the impact of context 
valence and information on choice accuracy, confidence and response times, in a reinforcement- 
learning task. All experiments were adapted from the same basic experimental paradigm (Figure 
3.1A and see also Appendix B.1 for details): participants repeatedly faced pairs of abstract symbols 
probabilistically associated with monetary outcomes (gains or losses), and they had to learn to 
choose the most advantageous symbol of each pair (also referred to as context), by trial and error. 
Two main factors were orthogonally manipulated (Palminteri et al., 2015): valence (i.e. some 
contexts only provide gains, and others losses) and information (some contexts provide 
information about the outcome associated with both chosen and unchosen options –complete 
information- while others only provided information about the chosen option –partial 
information). In addition, at each trial, participants reported their confidence in their choice on a 
graded scale as the subjective probability of having made a correct choice (Figure 3.1A). In all 
experiments but one (Exp. 2-6) those confidence judgments were elicited in an incentive-
compatible way (Ducharme and Donnell, 1973; Lebreton et al., 2018, 2019; Schlag et al., 2015).  
 
Results from experiment 1 and 2 were previously reported in (Lebreton et al., 2019): briefly, we 
found that participants exhibit the same level of choice accuracy in gain and loss contexts, but are 
less confident in loss contexts. In addition, they appeared to be slower to execute their choices in 
loss contexts. Here, in order to evaluate the interdependence between the effects of valence on 
RT and confidence, we successively designed three additional tasks (Figure 3.1A; see also 
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Appendix B.1 for details). In those tasks, we modified the response setting to blur the effects of 
valence on RT, with the goal to assess the effects of valence on confidence in the absence of an 
effect on RT. In a sixth task we imposed a strict time pressure on decisions (Figure 3.1A; Figure 
B.1). All participants also performed a Transfer task (Lebreton et al., 2019; Palminteri et al., 2015). 
Data from this additional task is not relevant for our main question of interest and is therefore not 
analyzed in the present manuscript. 
 
3.2.4 Learning task - Details 
All tasks were implemented using MatlabR2015a® (MathWorks) and the COGENT toolbox 
(http://www.vislab.ucl.ac.uk/cogent.php). In all experiments, the main learning task was adapted 
from a probabilistic instrumental learning task used in a previous study (Palminteri et al., 2015). 
Invited participants were first provided with written instructions, which were reformulated orally 
if necessary. They were explained that the aim of the task was to maximize their payoff and that 
gain seeking and loss avoidance were equally important. In each of the three learning sessions, 
participants repeatedly faced four pairs of cues - taken from Agathodaimon alphabet. The four 
cue pairs corresponded to four conditions, and were presented 24 times in a pseudo-randomized 
and unpredictable manner to the subject (intermixed design). Of the four conditions, two 
corresponded to reward conditions, and two to loss conditions (Figure 3.1 B-C). Within each pair, 
and depending on the condition, the two cues of a pair were associated with two possible outcomes 
(1€/0€ for the gain and -1€/0€ for the loss conditions in Exp. 1; 1€/0.1€ for the gain and -1€/-
0.1€ for the loss conditions in Exp. 2-6) with reciprocal (but independent) probabilities (75%/25% 
and 25%/75%) - see Lebreton et al., 2019 for a detailed rationale.  

Experiments 1, 2 and 6 were very similar (Figure 3.1A, top): at each trial, participants first viewed 
a central fixation cross (500-1500ms). Then, the two cues of a pair were presented on each side of 
this central cross. Note that the side in which a given cue of a pair was presented (left or right of 
a central fixation cross) was pseudo-randomized, such as a given cue was presented an equal 
number of times on the left and the right of the screen. Participants were required to select between 
the two cues by pressing the left or right arrow on the computer keyboard, within a 3000ms (Exp. 
1-2) or 1000ms (Exp. 6) time window. After the choice window, a red pointer appeared below the 
selected cue for 500ms. Subsequently, participants were asked to indicate how confident they were 
in their choice. In Experiment 1, confidence ratings were simply given on a rating scale without 
any additional incentivization. To perform this rating, they could move a cursor –which appeared 
at a random position- to the left or to the right using the left and right arrows, and validate their 
final answer with the spacebar. This rating step was self-paced. Finally, an outcome screen 
displayed the outcome associated with the selected cue, accompanied with the outcome of the 
unselected cue if the pair was associated with a complete-feedback condition.  
 
In experiment 3, we dissociated the option display and motor response: symbols were first 
presented on a vertical axis (2s), during this period, participants could choose their preferred 
symbol, but were uncertain about which button to press to select their preferred symbol. This 
uncertainty was resolved in the next task phase, in which two horizontal cues indicated which of 
the left vs right response button could be used to select the top vs bottom symbol (Figure B.1C). 
In addition, we imposed a time limit on the response selection (<1s), to incentivize participants to 
make their decision during the symbol presentation, and allow only an execution of a choice that 
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was already made during the response mapping screen. In Experiment 4, we added a mask (empty 
screen 0.5-1s) between the symbol presentation and the response mapping (Figure B.1D). This 
further strengthened the encouragement to make a decision during the symbol presentation to 
reduce task load, because participants would then only have to retain the information about the 
selected location (top vs bottom) during the mask period. In Experiment 5, we introduced a jitter 
(variable time duration; 2-3s) at the symbol presentation screen (Figure B.1E) to further 
discourage temporal expectations and motor preparedness during the decision period. Finally, 
Experiment 6 was adapted from Experiment 2, but additionally imposed a strict time pressure on 
the choice, in an attempt to incentive participants to counteract the slowing down due to the 
presence of losses (Figure B.1F). In all experiments, response time is defined as the time between 
the onset of the screen conveying the response mapping (Symbol for Exp. 1-2 & 6; Choice for 
Exp. 3-5; see Figure 3.1A; Figure B.1), and the key press by the participant. 
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Figure 3.1 Experimental paradigms. (A) Behavioral tasks for Experiments 1-6. Successive screens 
displayed in one trial are shown from left to right with durations in milliseconds (ms). All tasks are based 
on the same principle, originally designed for experiments 1-2 (top line): after a fixation cross, participants 
are presented with a couple of abstract symbols displayed on a computer screen and have to choose between 
them. They are thereafter asked to report their confidence in their choice on a numerical scale. Note that 
experiment 1 featured a 0-10 scale, and experiments 2-6 featured a 50-100% scale. Outcome associated 
with the chosen symbol is revealed, sometimes paired with the outcome associated with the unchosen 
symbol -depending on the condition. For experiments 3-5 (bottom line), options are displayed on a vertical 
axis. Besides, the response mapping (how the left vs right arrow map to the upper vs lower symbol) is only 
presented after the symbol display, and the response has to be given within one second of the response 
mapping screen onset. A short empty screen is used as a mask, between the symbol display and the response 
mapping for experiments 4-5. Experiment 6 is similar to experiment 2 (top line), except that a shorter 
duration is allowed from the symbol presentation to the choice Tasks specificities are indicated below each 
screen. See also Appendix B.1 for a complete overview of all 6 experiments. (B) Experiment 1 payoff 
matrix. (C) Experiments 2-6 payoff matrix. 
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3.2.5 Matching probability and incentivization 
In Experiment 2-6, participant’s reports of confidence were incentivized via a matching probability 
procedure that is based on the Becker-DeGroot-Marshak (BDM) auction (Becker, Degroot, et al., 
1964) Specifically, participants were asked to report as their confidence judgment their estimated 
probability (p) of having selected the symbol with the higher average value, (i.e. the symbol offering 
a 75% chance of gain (G75) in the gain conditions, and the symbol offering a 25% chance of loss 
(L25) in the loss conditions) on a scale between 50% and 100%. A random mechanism, which 
draws a number (r) in the interval [0.5 1], is then implemented to select whether the subject will 
be paid an additional bonus of 5 euros as follows: If p ≥ r, the selection of the correct symbol will 
lead to a bonus payment; if p < r, a lottery will determine whether an additional bonus is won. 
This lottery offers a payout of 5 euros with probability r and 0 with probability 1-r. This procedure 
has been shown to incentivize participants to truthfully report their true confidence regardless of 
risk preferences (Hollard et al., 2016; Karni, 2009). Participants were trained on this lottery 
mechanism and informed that up to 15 euros could be won and added to their final payment via 
the MP mechanism applied on one randomly chosen trial at the end of each learning session (3×5 
euros). Therefore, the MP mechanism screens were not displayed during the learning sessions.  
 
 
3.2.6 Analysis 

3.2.6.1 Variables 
In all experiments, response time is defined as the time between the onset of the screen conveying 
the response mapping (Symbol for Exp. 1-2 & 6; Choice for Exp. 3-5; Figure 3.1A), and the key 
press by the participant. Confidence ratings in Exp. 1 were transformed form their original scale 
(0-10) to a probability scale, (50-100 %), using a simple linear mapping: confidence = (50 + 5 × 
rating)/100; 
 
 
3.2.6.2 Statistics 
All statistical analyses were performed using MatlabR2015a® (MathWorks). All reported p-values 
correspond to two- sided tests. T-tests refer to a one sample t-test when comparing experimental 
data to a reference value (e.g. chance: 0.5), and paired t-tests when comparing experimental data 
from different conditions.  
 
Two-way repeated measures ANOVAs testing for the role of valence, information and their 
interaction were performed at the individual experiment level. One-way ANOVAs were used on 
main effects (e.g. individual averaged accuracy in gains minus losses) to test for the effect of 
experiments. Generalized linear mixed-effect (glme) models include a full subject-level random-
effects structure (intercepts and slopes for all predictor variables). The models were estimated 
using Matlab’s fitglme function, which maximize the maximum pseudo-likelihood of observed 
data under the model (Matlab’s default option). Choice accuracy was modelled using a binomial 
response function distribution (logistic regression), whereas confidence judgments and response 
times were modelled using a Normal response function distribution (linear regression). For 
instance, the linear mixed-effect models for choice accuracy can be written in Wilkinson-Rogers 
notation as:  
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Choice_accuracy	~	1	+	Val.	+	Inf.	+	Val.	*	Inf.	+	Fix.	+	Stim.	+	Mask.	+	Sess.	+	(1	+	Val.	+	
Inf.	+	Val.	*	Inf.	+	Fix.	+	Stim.	+	Mask.	+	Sess.	|Subject),	
 
With Val: valence; Inf: information; Fix.: fixation duration (only available in Experiments 4-5); 
Stim.; stimulus display duration (only available in Experiment 5); Mask: Mask duration (only 
available in Experiments 4-5); Sess: session number.  
 
Note that Val. and Inf. are coded as 0/1, but that the interaction term Val*Inf was computed with 
Val. and Inf. coded as -1/1 and then rescaled to 0/1. The robust regressions were performed with 
Matlab’s robustfit function, using default settings. The algorithm uses iteratively reweighted least 
squares with the bisquare weighting function to decrease the impact of extreme data-points 
(outliers) on estimated regression coefficients. 
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3.3 Results 

First, we evaluated the effects of our manipulation of the display and response settings across the 
experiments on average levels of choice accuracy and confidence ratings using multiple 
independent one-way ANOVAs. We found significant effects of the experiments on the average 
levels of accuracy (F(5,102) = 5.72, p = 1.00×10-4, η2= 0.21), mostly driven by a drop of accuracy 
in experiment 6 (see Table 3.1 and Appendix B.4: Figure B.4.1A), but no effects on average 
levels of confidence ratings (F(5,102) = 1.50, p = 0.1953, η2= 0.07; Table 3.1). We also computed, 
at the session level (participants underwent 3 separate learning sessions per experiment), the 
correlations between confidence ratings and RT. When averaged at the individual level and tested 
at the population level (one sample t-test), this measure of the linear relationship between RT and 
confidence was very significant in all experiments (Exp. 1-6: all ps < .01; Table 3.1). The consistent 
negative and significant correlations across six experiments indicate that confidence is robustly 
associated with RT regardless of option-action mapping or time pressure manipulations, 
suggesting a strong link between instrumental and metacognitive processes. Yet, the correlation 
between confidence and RT was modulated by our experimental manipulations (effect of 
experiment: F(5, 102) = 9.91,  p < .001, η2 = 0.32) – post-hoc tests revealed that it was significantly 
altered by all our experimental manipulations in Exp. 3-6 (Figure B.4.1B). 
 
Table 3.1. Demographics and behavior. 

 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 

G
en

de
r 

M/F 8/10 8/10 10/8 10/8 6/12 9/9 

A
ge

 

mean ± STD 24.6 ± 8.50 24.6 ± 4.30 22.72 ± 3.24 23.84 ± 4.12 20.61 ± 1.77 22.35±3.49 

Pe
rf

or
m

an
ce

 
(a

cc
ur

ac
y;

 %
) 

mean ± SEM 76.50 ± 2.38 77.04 ± 1.69 80.00 ± 2.82 75.33 ± 2.34 73.40 ± 2.83 63.60 ± 2.88 

C
on

fid
en

ce
 

(%
) 

mean ± SEM 79.19 ± 1.49 81.11 ± 1.58 78.78 ± 2.61 78.35 ± 2.24 78.09 ± 1.75 72.99 ± 2.14 

C
or

re
la

tio
n  

(c
on

f, 
R

T
)  

 

mean ± SEM 
t(17) 

(p-val) 

-0.30 ±0.05 
-5.31 

(<.001)*** 

-0.41 ± 0.03 
-13.32 

(<.001)*** 

-0.18 ± 0.03 
-5.55 

(<.001)*** 

-0.16 ± 0.03 
-5.42 

(<.001)*** 

-0.10 ± 0.02 
-4.87 

(<.001)*** 

-0.12 ± 0.04 
-3.03 

(0.008)**  

The correlation between confidence and performance was performed at the session level using Pearson’s 
R, then averaged at the individual level. Reported statistics correspond to a random-effects analysis (one 
sample t-test) performed at the population level. 
STD: standard deviation. SEM: standard error of the mean. T: Student t-value. 
* p <0.05; ** p <0.01; *** p <0.001  
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Next, we analyzed the effects of our experimental manipulation (valence and information) on the 
observed behavioral variables (choice accuracy, confidence, RT), using repeated measures 
ANOVAs in each individual study (Figure 3.2; Table 3.2). The parallel analyses of choice 
accuracy and confidence ratings replicated the results reported in (Fontanesi et al., 2019; Lebreton 
et al., 2019; Palminteri et al., 2015). Indeed, participants were more accurate in complete 
information contexts in five of six experiments (Table 3.2; main effect of information on accuracy, 
Exp. 1-5: ps < .05; Exp. 6: p = .1570). The effects of information on accuracy were actually not 
significantly different across our different experiments (Appendix B.4: Figure B.4.2A; effect of 
experiment: F(102,5) = 0.52, p = .7289, η2 = 0.03). On the other hand, participants learned equally 
well in gain and loss contexts, as they exhibited similar levels of accuracy in gains and loss contexts 
in all experiments (Table 3.2; main effect of valence on accuracy, Exp. 1-6: all ps > .3; Figure 
B.4.2A; effect of experiment: F(5, 102) = 0.35, p = .884, η2 = 0.02). 
 
Despite similar performances in gain and loss contexts, and despite our attempt to cancel the 
valence-induced motor bias with our manipulations of the option-action mapping and time 
pressure, participants were slower in loss contexts in experiments 1-4 & 6 (Table 3.2; main effect 
of valence on RT: all ps < .01). These results not only replicate the results reported in (Fontanesi 
et al., 2019), but also assert the robustness of the valence-induced motor bias to the manipulation 
of response setups in human instrumental learning. Still, our experimental manipulations 
significantly reduced the motor bias in Exp. 3-5 (Figure B.4.2C; effect of experiment: F(5, 102) 
= 7.98, p < .001, η2 = 0.28). 
 

Table 3.2. Repeated measures ANOVA results reported separately for choice-relevant behavioral measures.  

   Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 

Pe
rfo

rm
an

ce
 val. F(1,17), [η2] 

(p-val.) 
1.04, [0.01] 

(0.323) 
0.00, [0.00] 

(0.971) 
0.40, [0.00] 

(0.538) 
0.01, [0.00] 

(0.912) 
0.33, [0.00] 

(0.571) 
0.37, [0.04] 

(0.553) 

inf. F(1,17), [η2] 
(p-val.) 

4.28, [0.04] 
(0.054)~ 

18.64, [0.15] 
(0.001)*** 

5.56, [0.04] 
(0.031)* 

3.26, [0.06] 
(0.089)~ 

10.17, [0.07] 
(0.005)** 

2.19, [0.02] 
(0.157) 

val.×inf. F(1,17), [η2] 
(p-val.) 

1.06, [0.01] 
(0.319) 

0.77, [0.01] 
(0.393) 

0.06, [0.00] 
(0.816) 

4.36, [0.04] 
(0.052)~ 

1.04, [0.01] 
(0.326) 

3.57, [0.02] 
(0.075)~ 

C
on

fid
en

ce
 val. F(1,17), [η2] 

(p-val.) 
33.11, [0.27] 
(<.001)*** 

15.43, [0.19] 
(0.001)** 

12.18, [0.03] 
(0.003)** 

19.14, [0.07] 
(<.001)*** 

16.71, [0.15] 
(<.001)*** 

26.71, [0.12] 
(<0.001)*** 

inf. F(1,17), [η2] 
(p-val.) 

2.00, [0.00] 
(0.175) 

4.92, [0.02] 
(0.040)* 

2.28, [0.02] 
(0.149) 

3.21, [0.01] 
(0.091)~ 

11.07, [0.01] 
(0.004)** 

0.11, [0.00] 
(0.743) 

val.×inf. F(1,17), [η2] 
(p-val.) 

7.58, [0.02] 
(0.014)* 

4.25, [0.01] 
(0.055)~ 

1.61, [0.01] 
(0.222) 

4.46, [0.01] 
(0.050)~ 

7.87, [0.02] 
(0.012)* 

5.16, [0.01] 
(0.036)* 

R
T

 

val. F(1,17), [η2] 
(p-val.) 

13.25, [0.03] 
(0.002)** 

13.15, [0.08] 
(0.002)** 

12.47, [0.01] 
(0.003)** 

11.23, [0.01] 
(0.004)** 

1.97, [0.00] 
(0.178) 

15.56, [0.02] 
(0.001)** 

inf. F(1,17), [η2] 
(p-val.) 

0.12, [0.00] 
(0.733) 

7.64, [0.01] 
(0.013)* 

1.82, [0.00] 
(0.195) 

0.31, [0.00] 
(0.586) 

0.09, [0.00] 
(0.766) 

3.60, [0.00] 
(0.074)~ 

val.×inf. F(1,17), [η2] 
(p-val.) 

4.94, [0.01] 
(0.040)* 

0.36, [0.00] 
(0.558) 

1.32, [0.00] 
(0.266) 

2.32, [0.00] 
(0.146) 

0.70, [0.00] 
(0.414) 

2.02, [0.00] 
(0.173) 

val.: valence; inf.: information;  
~ p <0.1; * p <0.05; ** p <0.01; *** p <0.001 
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Importantly, despite similar performance in gain and loss contexts, participants were less confident 
in loss contexts (Table 3.2; main effect of valence on confidence, Exp. 1-6: all ps < .01), with very 
similar effect sizes across all experiments (Figure B.4.2B; F(5, 102) = 1.26, p = .289, η2 = 0.06). 
These effects were mitigated when more information was available (Table 3.2; interaction valence 
× information on confidence: all ps < .05). These results not only replicate those reported in 
Lebreton et al., 2019, but also assert the robustness of the valence-induced confidence bias.  

Figure 3.2. Behavioral results. Effects of the main manipulations (left: valence; middle: information; 
right: interaction) on relevant measures of choice-relevant behavior (top: performance; middle: 
confidence; bottom: response times). Analyses are independently performed in the six different 
experiments using repeated-measures ANOVAs. Empty dots with colored edges represent individual 
data points across different experiments; filled diamonds and error-bars represent sample mean ± SEM. 
The horizontal bar indicates a one-way ANOVA testing the effect of experiment on each manipulation 
(see Appendix B.4 for details).  
~ p <0.1; * p <0.05; ** p <0.01; *** p <0.001 
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Overall, the analyses of the data collected in six different versions of our experiment (N = 108) 
clearly underline the remarkable robustness of the effects of outcome valence on both confidence 
and RT. Only one experimental condition succeeded in cancelling the valence-induced motor bias 
(Experiment 5). Note that in this experiment, we still observed the confidence bias as evidenced 
by a significant main effect of valence on confidence (Table 3.2; F(1,17) = 16.71, p < .001, η2= 
0.15), but not on RT (F(1,17) = 1.97, p = .178, η2= 0.001). This suggests that the effects of outcome 
valence on confidence and RT are – partly – dissociable. In other words, we can observe a lower 
confidence in loss contexts, even when RTs are indistinguishable from gain contexts. 
 
In order to give a comprehensive overview of the relationship between accuracy, confidence and 
RT, and to quantify the effects of the different available predictors on these behavioral measures, 
we also ran generalized linear mixed-effect regressions. Independent variables included not only 
valence, information and their interaction, but also the different available timings (e.g. duration of 
the stimulus or mask display) and a linear trend accounting for the session effects (see methods 
for details). These sensitive trial-by-trial analyses replicated the main ANOVA results reported 
above regarding the effects of valence and information on performance, confidence and RT 
(Figure 3.3; Appendix B.3). They also confirmed that, in experiment 5, no effect of valence can 
be detected on RT and performance (p = .349 and p = .620) while a robust effect is observed on 
confidence (p = .002).  
 
We also ran an additional mixed model, which estimated the effect of our experimental factors on 
confidence, while controlling for RTs – i.e. including RTs in the dependent variables (Table B.3.4). 
Importantly, and replicating previous findings (Lebreton et al., 2019), the main effect of valence 
on confidence remained significant in all experiments (p < .001), providing additional evidence 
that the valence-induced confidence bias is partially dissociable from the valence-induced motor 
bias. 
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Because the valence-induced motor bias – i.e. the slowing down of RTs in loss compared to gain 
contexts – was extremely robust to our experimental manipulations aiming at cancelling it, the 
ANOVA and regressions above provide only limited evidence on whether valence-induced 
decreasing on confidence can be observed in the absence of the valence-induced slowing of RT. 
In the following paragraphs, we therefore used a different analytical strategy leveraging inter-
individual differences to test this hypothesis. We assessed the link between individual slowing 
down (RT in gain – loss) and individual decreases in confidence (confidence in gain-loss) in our 
full sample and in each individual study using robust linear regressions (see methods for details). 
In those regressions, the coefficients for the intercept and slope quantify two different but equally 
important signals: First, the y-intercept represents a theoretical individual who exhibits no effect 

Figure 3.3. Generalized linear mixed-effects models. Estimated standardized regression coefficients (t-
values) from generalized linear mixed-effects (GLME) models, fitted in the different experiments. Top: logistic 
GLME with performance as the dependent variable. Middle: linear GLME with confidence as the dependent 
variable. Bottom: linear GLME with RT as the dependent variable; Shaded area represent area where coefficients 
are not significantly different from 0 (abs(t-value)< 1.95; p >.05).  
~ p<.10; * p <.05; ** p <.01; *** p <.001  
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of valence on RT (RT in gain – loss = 0, Figure 3.4A): an intercept significantly different from 0 
therefore indicates that a significant effect of valence on confidence can be observed in the absence 
of an effect on RT. Second, the slope quantifies how the effect of valence on confidence linearly 
depends on the valence-induced slowing of RT. Both at the population level (i.e., combining data 
from all six experiments) and in each individual study, the intercepts of those regressions were 
estimated to be significantly positive (all ps < .05; Figure 3.4 A-B; Appendix B.5). This indicates 
that valence-induced changes on confidence are detectable when valence induced-changes on RT 
are absent. Note that at the population level, the slope of the regression was also significantly 
negative (β = -0.02 ± 0.01, t(106) = -3.75, p < 0.001), indicating that, compared with the gain 
context, the more participants were slowed down by the loss context, the less confident they were 
in their response. Therefore, the valence-induced motor and confidence biases are only partially 
dissociable. 
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Figure 3.4. Assessing the link between the effects of valence on confidence and response times. 
(A) Inter-individual correlations between the effects of valence on confidence (Y-axis) and response 
times (X-axis) across experiments. Dots represent data points from individual participants. Thick lines 
represent the mean ± 95%CI of the effects of valence on confidence (vertical lines) and response times 
(horizontal lines). Experiments are indicated by the dot edge and line color. The black shaded area 
represents the 95%CI of the inter-individual linear regression. Note that potential outliers did not bias 
the regression, given that simple and robust regressions gave very similar results. (B) Results from inter-
individual regressions of the valence-induced RT slowing on the valence-induced confidence difference 
across different experiments. Top: estimated intercepts of the regressions. Bottom: estimated slopes of 
the regressions. Diamonds and error-bars represent the estimated regression coefficients (β) and their 
standard error.  
* p<.05; ** p <.01; *** p <.001  
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3.4 Discussion 

The present work investigated the relationship between valence-induced biases affecting two 
different behavioral outputs: response time and confidence. We confirm here, in 6 variations of a 
simple probabilistic reinforcement-learning task, that learning to avoid punishment increased 
participants’ response time (RT) and decreased their confidence in their choices, without affecting 
their actual performance (Fontanesi et al., 2019 ; Lebreton et al., 2019). The valence-induced bias 
on RT is currently interpreted as a manifestation of  a motor – or instrumental -  Pavlovian bias 
(Boureau & Dayan, 2011; Guitart-Masip et al., 2012). In the associative learning literature, similar 
Pavlovian effects - whereby the presentation of reward-associated stimuli can motivate behaviors 
that have produced rewards in the past – have been described (Mahlberg et al., 2019). One of the 
most studied effect is the Pavolvian-Instrumental Transfer (PIT), which is defined as an increased 
vigor in instrumentally trained responses when these are made in the context of Pavlovian, or 
reward-associated, cues (Cartoni et al., 2016; Holmes et al., 2010). While we did not employ 
standard PIT procedures in the current studies, which would involve separate Pavlovian and 
transfer phases (Colwill & Rescorla, 1988; Rescorla & Solomon, 1967; Watson et al., 2014), our 
findings nonetheless parallel those from Pavlovian-Instrumental Transfer studies, by showing 
faster reaction times in the context of reward, but not punishment cues. 

The valence-induced decrease in confidence has been described as a value-to-confidence 
contamination, potentially generated by a mechanisms of affect-as-information (Lebreton et al., 
2018; Schwarz and Clore, 1983). Note that some authors have warned about possible mis-
identifications between a true confidence bias and a change in metacognitive sensitivity (Fleming 
& Lau, 2014). Yet, because we previously established in a perceptual task that the outcome valence 
manipulation specifically impacts the confidence bias and not metacognitive sensitivity (Lebreton 
et al., 2018), we assume that that the same experimental manipulation produces similar effects in 
a reinforcement-learning task. 
 
One of the motivations behind the present chapter was to rule out a potential alternative 
explanation of the observed decrease in confidence: participants could derive confidence estimates 
by monitoring changes in their own response times. Indeed, because it has been suggested that 
humans can infer confidence levels from observing their RT (Desender, Opstal, et al., 2017; Kiani 
et al., 2014), the valence-induced bias on confidence could be spuriously driven by a valence-
induced motor bias operating at the level of motor initiation (Boureau & Dayan, 2011; Guitart-
Masip et al., 2012). As such, valence-induced confidence biases would then merely reflect a 
secondary effect of valence mediated by response time slowing, and not a primary meta-cognitive 
bias. Crucially, this possibility is not ruled out by previous studies, where effects of affective states 
on confidence judgments in perceptual or cognitive tasks typically lacked control over RT 
(Giardini et al., 2008; Koellinger and Treffers, 2015; Massoni, 2014, but see Lebreton et al., 2018). 
We address this issue in the current set of experiments by dissociating decisions from motor 
mapping, thereby partially removing the association between RT and confidence.  
 
We analyzed six datasets composed of two published datasets (Exp. 1-2) and four new experiments 
(Exp. 3-6). Over those six experimental datasets, the first noticeable result is that we systematically 
replicated previous instrumental learning results using the same paradigm with very consistent 
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effect sizes (Palminteri et al., 2015, 2016): participants learn equally well to seek reward and avoid 
punishment, and learning performance benefits from complete information (i.e. feedback about 
the counterfactual outcome). The reliability of the results extended beyond choice behavior as 
confidence and RT were, respectively, lower and slower in punishment contexts compared to 
reward contexts, as previously reported (Fontanesi et al. 2019; Lebreton et al., 2019), thus 
confirming the robustness of the valence bias. 
 
The second important result is that the slowing down of RTs in loss contexts is extremely resilient, 
as it was still observed when the mapping between motor response and option selection was 
dissociated by our experimental design (Exp. 3-4) and when significant time pressure was applied 
on the decision (Exp. 6) – albeit with significantly lower effect sizes. This result speaks to the 
strength and the pervasiveness of the valence-induced bias operating at the motor level (Boureau 
& Dayan, 2011; Guitart-Masip et al., 2012). 
 
Third, and importantly, we still observed a significant valence effect on confidence when the 
valence effects on RT were dramatically reduced (Exp. 3, 4 and 6) or absent (Exp. 5), indicating 
that the lower confidence observed in the loss-avoidance context is – at least partly– dissociable 
from the concomitant slowing down of motor responses. This was confirmed by additional 
evidence from inter-individual difference analyses, showing that in all six experiments, a theoretical 
subject exhibiting no valence-induced bias in RT would still exhibit a valence-induced bias in 
confidence. Note that the absence of a significant motor bias observed in Exp. 5 could be caused 
by the successful changes in the experimental setup, that were implemented with this specific goal 
in mind. Yet, it could also be a false negative: the experimental setup could still be inefficient to 
cancel the motor bias, but the sampled participants just happened – by chance – to not exhibit the 
motor bias. Regardless of the reason for this null-effect, the important point is that in this sample 
– where we failed to detect a significant effect of valence on reaction times – there was still an 
effect of valence on confidence. Altogether, these results suggests that it is unlikely that the 
valence-induced bias on confidence reported in human reinforcement-learning (Lebreton et al., 
2019) is a mere consequence of a response time slowing caused by an aversive motor Pavlovian 
bias. Our results are also consistent with recent findings (Dotan et al., 2018b) challenging the 
notion that humans infer confidence levels purely from observing their own response times, and 
suggesting that decision reaction times are a consequence rather than a cause of the feeling of 
confidence (Desender, Opstal, et al., 2017; Kiani et al., 2014). It is worth noting that in most studies, 
decision-time (i.e. when participants reach a decision) and response times (when participants 
indicate their choice) are not experimentally dissociated and often conflated in the same measure. 
Here we delayed the mapping between decisions (in the option space) and action selection (motor 
space), which resulted in an effective control over response times. Future studies will investigate 
whether participants can keep track of an internal measure of decision time, which could influence 
confidence. Likewise, we cannot pretend that our experimental manipulations removed all valence 
(Pavlovian) effects on motor responses. We only managed to modulate one component of our 
participants’ response vigor: the response times (RT). 
 
In our data, we also observed that confidence ratings and RT are robustly associated regardless of 
time pressure manipulation. The negative correlation between confidence and RT was consistently 
found in over six experiments. This coupling is consistent with predictions from most sequential-
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sampling models (van den Berg et al., 2016; De Martino et al., 2013; Navajas et al., 2016; Pleskac 
and Busemeyer, 2007; Ratcliff and Starns, 2009, 2013; Yu et al., 2015), which posit that confidence 
and RT jointly emerge from a single mechanism of evidence accumulation. Importantly, we still 
observed robust correlations between confidence and motor RTs when we dissociated action 
selection from the option evaluation. Therefore, the motor execution of a decision might be more 
important than previously thought in sequential-sampling models of confidence, which mostly 
focus on decision times.  
 
The replicability and robustness of the valence-induced confidence bias implies that the 
manipulations of valence could prove useful to dissociate fundamental components of decision-
making and metacognitive judgment, such as objective uncertainty and subjective confidence 
(Bang & Fleming, 2018). The dissociation between objective uncertainty and subjective confidence 
is anticipated by post-decisional and second-order models of confidence (Fleming & Daw, 2017; 
Pleskac & Busemeyer, 2007), which postulate that confidence is formed after the decision and 
thereby might be influenced by other internal or external variables (Moran et al., 2015; Navajas et 
al., 2016; Yu et al., 2015). It is worth noting that our results do not rule out the possibility that RT 
is used to guide metacognitive judgment of confidence before and after the decision. Actually, the 
fact that participants who exhibit the strongest valence-induced motor bias are also the ones that 
exhibit the strongest confidence bias (significant negative slope(s) in Figure 3.4 A-B and 
Appendix B.5) indicates that their reaction times and confidence are linked. Observing one’s RTs 
could therefore be one of the factors that influences confidence after the decision was made, as 
posited in second-order models. 
 
In a previous study (Fontanesi et al., 2019), we analyzed the effects of valence on RT, on a different 
dataset collected with a similar experimental design – although omitting confidence judgments. 
There, using an approach combining reinforcement-learning and decision-diffusion modelling, we 
reported that valence influences two critical parameters of the response time model: the non-
decision-time - which typically represents perceptual and motor processes – and the decision 
threshold – which indexes response cautiousness. We speculate that this distinction is relevant to 
interpret the results of the present report. We propose that the portion of the valence-induced 
response time slowing that we were able to cancel through response-mapping manipulation could 
be linked to the non-decision-time modulation; on the other hand, the residual irreducible valence-
induced response time slowing could be linked to the increased response cautiousness. Yet, given 
the disruption of the response mapping present in most experiments in the current study, the 
combined reinforcement-learning and decision-diffusion modelling approach cannot be applied 
to the present data to test this hypothesis. Further experiments are therefore needed to refine the 
computational description of valence-induced biases in reinforcement-learning, and their 
consequences on performance, confidence and response times. 
 
Finally, the question arises to what extent incentive-related, confidence, and Pavlovian and 
instrumental processes, which all influence behavior in the current study, are supported by 
dissociable, or overlapping brain systems. Incentives are typically processed by the brain reward 
system, of which the ventral striatum (VS) and ventromedial prefrontal cortex (vmPFC) are key 
structures (Bartra et al., 2013; Haber & Knutson, 2009; Pessoa & Engelmann, 2010). The anterior 
insula is also often involved in incentive processing, and seems to preferentially code negative 
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incentive value (Bartra et al., 2013; Engelmann et al., 2015, 2017; Palminteri, Justo, Jauffret, 
Pavlicek, Dauta, Delmaire, Czernecki, Karachi, Capelle, & Durr, 2012). This set of neural 
structures is also involved in the computation of positive (vmPFC, VS) and negative (anterior 
insula) reward prediction errors (RPE)s. RPEs are an essential part of reinforcement learning 
models of Pavlovian and instrumental learning, and reflect the difference in expected and observed 
rewards (or punishments), which is used to update future decision value estimates. Unsurprisingly, 
brain regions associated with Pavlovian Instrumental Transfer also involve these regions 
associated with processing predominantly appetitive stimuli, i.e. the ventral striatum and ventral 
region of the prefrontal cortex, but also regions associated with predominantly aversive stimuli, i.e. 
the amygdala (Cartoni et al., 2016; Holmes et al., 2010; Deborah Talmi et al., 2008). Interestingly, 
recent neuroimaging studies have also shown that neural signals in the vmPFC correlate with 
confidence judgments in a variety of tasks (De Martino et al., 2013; Lebreton et al., 2015; Shapiro 
& Grafton, 2020). Taken together, there is significant overlap in the neural systems that support 
incentive processing (VS, vmPFC) and appetitive Pavlovian and instrumental learning (VS), on the 
one hand, and confidence (vmPFC) on the other. Note further, that ventral striatum is situated in 
the basal ganglia and has direct projections with vmPFC (Haber & Knutson, 2009), and can 
therefore function as an interface between motor and affective/motivational systems. Regions 
encoding incentives and learning in the aversive domain do not seem to share the same direct 
interconnectivity with vmPFC and motor regions (Cerliani et al., 2012). The concurrent 
representation of key cognitive processes in sub-regions of the reward system, together with its 
connectivity profile, make it a good candidate to explain the valence-induced motor and 
confidence biases observed in the current study. Note, however, that these are merely 
neuroanatomical hypotheses based on integrating results from related literatures on reward, 
reinforcement learning and PIT. It is therefore essential that future neuroimaging research 
identifies the underlying neurobiological basis of the valence-induced motor and confidence biases 
we demonstrate here. 
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4.1 Introduction 

Previous studies (Lebreton et al., 2018, 2019) and our experiments (Chapter3; Ting et al., 2020b) 
have consistently demonstrated the effect of outcome valence (i.e., gain and loss) on confidence 
judgment in reinforcement learning and other tasks. Specifically, confidence about a choice being 
correct (i.e., choosing the option with higher expected value) is higher when learning to gain 
rewards compared to learning to avoid losses, even though learning performance is equal across 
conditions. While this finding is robust across studies and contexts, the neural correlates of this 
valence-based confidence bias have not been addressed to date. To answer this question, the 
present chapter aims to investigate whether the same cognitive and neurological mechanisms 
underlying confidence formation and confidence bias are required for reward and punishment 
learning.  
 
Reinforcement learning is a dynamic process of value updating integrating many sources of 
information, such as uncertainty in the environment, motivation and performance history. These 
sources of information are usually associated with confidence judgments, which is defined as 
belief- or subjective probability- of choosing the better option given the available evidence 
(Meyniel, et al., 2015; Pouget et al., 2016; Sanders, et al., 2016). Three candidate neural networks 
are involved in confidence formation in learning. The first neural network consists of Insula, dorsal 
anterior cingulate cortex (dACC) and inferior frontal gyrus (IFG). This network was linked to 
environmental uncertainty and task difficulty, but also negatively correlated with confidence 
(Fleming et al., 2012, 2018; Hebart et al., 2016; Hilgenstock et al., 2014; Shenhav et al., 2014). The 
second candidate is the neural network processing incentives and subjective values, such as ventral 
striatum (VS) and medial prefrontal cortex (mPFC). Recent studies have strongly supported the 
role of these regions on encoding neural confidence signals (Bang & Fleming, 2018; De Martino 
et al., 2013, 2017; Fleming et al., 2018; Hebart et al., 2016; Lebreton et al., 2015). The third potential 
regions of interest are perigenual anterior cingulate cortex (pgACC) and medial temporal lobe 
(MTL), which have been associated with self-performance evaluation and memory-retrieval, 
respectively (Chua et al., 2014; Wittmann et al., 2016). These regions have been shown to positively 
encode confidence ratings (Bang & Fleming, 2018; Chua et al., 2009; Kim & Cabeza, 2009). 
However, these confidence-related neural networks were established on natural or positive 
environments and consequently, there is a lack of clarity about the neural mechanisms underlying 
confidence formation in aversive environments. According to the current understanding of neural 
confidence signals, two specific research questions were formed: (1) which regions encode general 
confidence signals (i.e. irrespective of context), and (2) whether the confidence encoding is 
context-dependent? 
 
Previous studies have shown two main features of confidence processing in the brain. Firstly, 
confidence is automatically processed and integrated to value system, such as ventral medial 
prefrontal cortex (vmPFC)  (De Martino et al., 2013, 2017; Lebreton et al., 2015; Lopez-Persem 
et al., 2020; Shapiro & Grafton, 2020). Specifically, the correlation between vmPFC activity and 
confidence can be found even when stating confidence is not explicitly required (Lebreton et al., 
2015; Lopez-Persem et al., 2020; Shapiro & Grafton, 2020). This finding suggests that confidence 
judgments are formed and encoded in the brain before explicitly making a choice and reporting 
confidence. Secondly, the confidence judgment represents the subjective feeling and is generally 
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processed in the valuation system. The feature is in line with the common currency theory 
(Montague and Berns, 2002; Levy & Glimcher, 2012) which suggests that value of different classes 
of goods (e.g., attraction of faces, probability of future event, confidence about making better 
choice) are encoded and integrated under a common scale in the same network. Although this 
feature suggests that confidence ratings are processed in the common neural network regardless 
of experimental manipulations, the overlap in neural systems implies that confidence might 
interact with ongoing value signals, such as option value and context value.  
 
Recent studies have shown that the option value and context value are updated simultaneously in 
the reinforcement learning (Palminteri et al., 2015). Moreover, context value serves as a reference 
point to adapt feeling to the received outcome (Palminteri et al., 2015). The context value also 
carries affective information (e.g., positive and negative), which is likely to interact with cognitive 
and metacognitive functions. This idea is supported by the brain imaging studies showing affective 
information modulates the activity in the regions associated with metacognition (Fleming et al., 
2012, 2014; Lebreton et al., 2015) and emotion-cognition integrations (Pessoa, 2008). For example, 
PFC and VS are intimately involved in computing subjective value (Bartra et al., 2013; Levy & 
Glimcher, 2012; Perlstein et al., 2002) and Insula is involved in processing undesired events 
(Engelmann et al., 2015; Tom et al., 2007). The examples place these regions in a strategic position 
to integrate affective information and valuation processes with metacognition. In addition, Clore 
& Huntsinger, (2007) also suggests affective information might influence metacognition as 
negative affect facilitates deliberative thinking and might delay confidence formation and improve 
metacognitive functions. 
 
The neural circuitry underlying confidence formation should be investigated with some caution 
because confidence is usually associated with a variety of ongoing value signals. To solve this issue 
and to investigate how monetary-driven affective context is involved in confidence formation, one 
plausible method is to distinguish effects of outcome valence through experimental design and 
then investigate neural confidence signals under different valence-driven affective contexts (i.e., 
pure gain and pure loss contexts).  Therefore, we adopted the optimized learning task from 
Chapter 3 (Ting et al., 2020b),which dissociated effect of outcome valence and measurements (i.e., 
learning performance, reaction time and confidence) for use in the MRI scanner. In order to find 
the neural mechanisms of confidence formation under different affective contexts, we applied 
both computational modeling and neural imaging results to test if the context value was processed. 
Afterward, we tested where and how confidence was processed in the brain. We recruited 40 
participants and successfully replicated behavioral results that we demonstrated in Chapter 3 and 
recent studies (Fontanesi et al., 2019; Lebreton et al., 2019; Ting et al., 2020b). The neural imaging 
results showed brain value system was generally involved in confidence processing before 
participants explicitly stated confidence. The further ROI analysis indicated that confidence ratings 
from loss contexts were not consistently encoded compared to the confidence ratings in gain 
contexts.   
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4.2 Material and Methods  

4.2.1 Participants 
40 participants (female = 23; Age = 22.69±4.44) were recruited through official website and poster 
adverts distributed on campus. The ethic approval was obtained from the Psychology department 
at the University of Amsterdam (reference number: 2018-EXT-9205). Before the experiment, we 
used a prescreening procedure and only participants that passed this were invited to come to the 
MRI scanner and were sent an invitation email and detailed information about the experiment and 
MRI. Participants were asked to arrive laboratory 30-min before the experiment. Once participants 
arrived, they gave informed consent and read instruction again. Afterward, they experienced a 16-
trial practice with the same learning task (but using different symbols) as well as lottery incentivize 
procedure (see below).  
 
 
4.2.2 Probabilistic instrumental tasks 
We adopted our previous instrumental reinforcement learning task (Lebreton et al., 2019; 
Palminteri et al., 2015; Ting et al., 2020b) for fMRI and by adding incentivized confidence ratings 
in each trial. During the learning task, participants were asked to maximize payoff by choosing the 
symbol with the higher expected value in a pair at each trial (Figure 4.1A). Totally four fixed pairs 
of abstract symbols were used to represent four conditions in the two (feedback valence: gain or 
loss) by two (information: partial or complete) within-subjects design (Figure 4.1B). Specifically, 
eight symbols were divided into four fixed combinations and are constantly arranged to 
gain/partial (Gp), loss/partial (Lp), gain/complete (Gc) and loss/complete (Lc) conditions. Each 
pair of symbols not only indicated a specific condition but also possible outcomes. For example, 
for gain contexts (i.e., Gp and Gc), the possible outcomes are +€1 or +€0.1. In contrary, -€1 or -
€0.1 are possible outcomes in the loss contexts (i.e., Lp and Lc). The probabilistic outcome of an 
option was determined by reciprocal probabilities, 75% or 25% (Figure 4.1C). The symbol that 
enjoys higher expected value (∑probability × 	outcome) was defined as correct option in each pair. 
Note that only the chosen outcome was added to the final payoff in both the incomplete and 
complete feedback conditions. 
 
All the participants completed three runs of 80 trials as each condition (i.e., each pair of symbols) 
repeated 20 times (Figure 4.1A). In each trial, the symbols were presented first (1500-3500ms; 
mean = 2050ms). To avoid the potentially confounding influence of motor responses during 
symbol evaluation, the symbols disappeared for a while (500-3000ms; mean = 800ms) after symbol 
presentation. Afterwards, two white bars appeared on either right or left of the symbol to indicate 
which button should be pressed to select corresponding symbol (i.e., right button: white bar was 
on the right side of symbol), even though the symbols were invisible. Once decision was made, 
two red bars were displayed besides the chosen symbol (500ms). Before seeing the outcome, 
participants were asked to state their confidence about choosing the symbol that is better on 
average. Confidence ratings were done on a scale ranging from 50% to 100% with incremental 
steps of 5%, and without time constraints. At the end of each trial, participants were shown the 
outcome from the chosen option only in the partial information conditions (i.e., Gp and Lp) for 
2000ms. Otherwise, both chosen and unchosen outcome were displayed in the complete 
information conditions (i.e., Gc and Lc).  
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In order to motivate participants to accurately report confidence, confidence judgments were 
incentivized by a Matching Probabilities (MP) mechanism, a well-validated method from 
behavioral economics adapted from the Becker-DeGroot-Marschak auction (Becker, DeGroot, et 
al., 1964; Ducharme & Donnell, 1973b). Specifically, we randomly selected three trials from three 
runs (i.e., one trial/ run) and then compared the confidence rating p at that trial with a random 
number r (chosen from the range between 50% and 100%). If p ³ r, then participants won the 
bonus of 5€ when the chosen symbol indeed had the higher expected value (i.e., the correct one), 
otherwise, participants won nothing. If p < r, participants won the bonus of 5€ with probability of 
r, otherwise, won nothing with probability of 1-r. The euros earned from game was exchanged to 
the actual money with a certain exchange rate (1 EU in game = 0.3 payout EU). Again, all 
participants were clearly informed about the rule of payout and experienced practice trials in both 
the learning task and confidence incentivization before the real experiment in the MRI scanner.  

After the learning task, participants were instructed to perform an additional task outside of the 
scanner. In the post-learning transfer task, each symbol from the last run was paired with all other 
7 symbols, thus forming 28 new pairs. Participants were asked to choose one symbol that can 
benefit them more. Unlike the learning task in the main experiment, no feedback and monetary 
incentives were offered in this task. However, participants were asked to imagine that they were 
able to earn money from the chosen symbols. The final payout was computed as follows: show-
up fee (20€), accumulated outcome from the learning task and bonus from confidence 
incentivization procedure. The mean and standard deviation of payout were 32.18±3.46€. All the 
tasks were implemented using MatlabR2015a® (MathWorks) and the COGENT toolbox.  
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Figure 4.1. Experimental design. (A) Upper: Three runs in the scanner and example of gain partial 
trial. Four conditions were presented 20 times in a pseudorandom manner and consequently formed 
total 80 trials for each run. Two trials were separated by a cross-fixation with a random inter-trial interval 
selected from the range between 1s and 7.5s. After each run, subjects were asked to take a break for 
maximum 1 minute in the scanner and stay still. Lower: the example trial in the gain/partial condition. 
The red dashed rectangle represents the period of interest in the fMRI analyses. (B) Illustration of two-
by-two factorial design with outcome valance and information manipulations. Each condition was 
consistently associated with a pair of symbols in each run. One symbol was the correct option as it had 
a relatively higher expected value. The set of symbols were not the same for each run, so that subjects 
have no prior experiences about symbols at the beginning of each run and have to re-learn associations 
throughout the run. All the symbols were taken from Agathodaimon alphabet. (C) The payoff matrix 
showed probability of getting larger gains and smaller gain in the gain conditions, and probability of 
getting larger loss and smaller loss in the loss conditions.  
G: larger gain; g: smaller gain; L: larger loss; l: smaller loss 
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4.2.3 fMRI data acquisition 

The fMRI data was acquired using 3.0-Tesla Philip Achieva scanner with 32 channels head array 
coil. We recorded both structural images and functional brain images. T1 weighted structural scans 
were recorded with following parameters: FOV (Field of View): 240´180´220 mm3, Voxel size 
=1´1´1 mm3, TR = 8.2ms and TE = 3.7ms. Each T2*-weighted functional scan consisted of 36 
axial echo-planar images (EPI) acquired in ascending sequence with voxel size of 3´3´3 mm3, slice 
gap = 0.3 mm, TR= 2000ms, TE = 28ms and the flip angle of 76°. Each subject completed 3 runs 
in a scanning session. Given the task was self-paced and fMRI scanner was manually terminated 
(i.e., ~10 second after the last feedback phase), the total numbers of functional scans for each 
subject in each run were not the same. Most participants completed the task around 15 minutes. 
The field maps (i.e., magnetic field’s inhomogeneity) was collected as well between second and 
third run.  
 
 
4.2.4 Behavioral analyses 

In this study, the dependent variables of interest were learning performance, reaction times, 
confidence ratings and their relationships. The learning performance referred to the probability of 
choosing the relatively better symbol (i.e., the one with higher expected value) in each pair of 
symbols. These measures were averaged over three runs for each condition. Aggregated data were 
calculated for each condition and participants and were then fed into two-way repeated-measures 
ANOVAs to test for the role of valence and information manipulation, as well as their interaction. 
The direction of changes was analyzed by follow-up t-tests. In particular, one-sample t-tests were 
used when comparing data to a reference value (e.g., guessing level: 50%), and paired t-tests were 
used to compared responses across different conditions (e.g., gain vs. loss) or different measures 
(e.g., averaged learning performance vs. averaged confidence).  
 
The relationship between confidence and reaction time was analyzed by running a correlation 
analysis (Pearson’s R). Using these correlation coefficients from all participants, we then tested if 
the coefficients were significantly larger than zero using one-sample t-test. All statistical analyses 
were performed using MatlabR2015a® (MathWorks) and its build-in functions (i.e., one-sample t-
test: ttest; paired t-test: ttest2; repeated ANOVA: anovan; Pearson’s correlation: corr).  
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4.2.5 Computational modelling 

Participants’ choices from both learning task and transfer task are fitted with reinforcement 
learning models (RL models). Similar to the approach we used in the Chapter2 (Ting et al., 2020a), 
we built up a nested model-space containing six increasingly complex RL models: RW, ABS, REL, 
RELα, RELw, RELα,w (Table 4.1A). RW model referred to Rescorla-Wagner model, ABS and REL 
referred to ABSOLUTE and RELATIVE. The RELATIVE model was extended and assumed 
that other sources of information were integrated during learning. The first extension of REL was 
RELw, which included weight parameter for counterfactual outcome in partial information 
condition. The second extension of REL was RELα, which updated confirming and deconfriming 
information separately (Palminteri, Lefebvre, et al., 2017). The third extension of REL was the 
combination of RELw and RELα (Table 4.1A). 
 
Models within model space updated chosen option value ((^, `) through delta-rule function at 
trials t under situation s. The unchosen option ((^, r) was updated with the same approach in 
REL models. Moreover, REL models updated chosen and unchosen option separately with ,ï 
and  ,ñas follow:  

(#)*(^, `) = (#(^, `) +	,ï 	× δï 
(#)*(^, r) = (#(^, r) +	,ñ 	× δñ 

 

Previous studies have shown that confirmation bias might involve in learning process (Palminteri, 
Lefebvre, et al., 2017). To capture this bias, RELα and RELα,w contained two learning rates: ,) 
and ,7. In particular, ,)served as confirmation updating, which updated positive prediction error 
for chosen option (i.e., confirming chosen option would lead to better outcome) and updated 
negative prediction error for unchosen options (i.e., confirming unchosen option would lead to 
worse outcome). By contrast, ,7  was used to update deconfirming outcome (i.e., negative 
prediction error for chosen options and positive prediction error for unchosen options).  
 

òℎv^wå	vôzkvå ö	
(#)*(^, `) = (#(^, `) + ,) × δï,#, kl	δï,# > 0
(#)*(^, `) = (#(^, `) + ,7 × δï,#, kl	δï,# < 0

 

 

õå`ℎv^wå	vôzkvå ö	
(#)*(^, r) = (#(^, r) + ,) × δñ,#, kl	δñ,# < 0
(#)*(^, r) = (#(^, r) + ,7 	× δñ,#, kl	δñ,# > 0

 

 
Prediction error for chosen option δï was calculated as difference between chosen outcome %ï 
and estimated chosen option value	Q(s, c). On the other hand, prediction error for unchosen 
option δñ is calculated as difference of unchosen outcome RU and estimated unchosen option 
value.  
 
The prediction error was corrected by considering context value V in any REL models. That is, 
factual outcome is subtracted by context value and then used to compute prediction error, such 
as:  

δï = %ï − c(^) −	(#(^, `) 
δñ = %ñ − c(^) −	(#(^, r) 
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The context value V was also updated through delta-rule with its own prediction error be:  
 

V#)*(s) = 		 V#(s) + αe	´	δe  
 
, where αù was the context value learning rate and be was a prediction error calculated as follow:  
 
be = (Rû,# 	+ ¬%#(^))/2 − c#(^), if partial information condition 
be = (Rû,# +	Rü,#)/2 − c#(^), if complete information condition 
 
When outcome for forgone option was not available in context s (i.e., partial information 
condition), we assumed participants might make inference ¬%#(^)  for forgone option given 
chosen outcome and sign of context value: 
 

¬%#(^) =

⎩
⎨

⎧
1	kl	|%#(^)| 	= 	0.1		†åã	c#(^) > 0
−1	kl	|%#(^)| 	= 	0.1		†åã	c#(^) < 0
0.1	kl	|%#(^)| 	= 	1	†åã	c#(^) > 0

−0.1	kl	|%#(^)| 	= 	1	v	†åã	c#(^) < 0

 

 
Therefore ¬%# captured the fact that participants inferred that the non-selected cue was associated 
with the complementary outcome to the one they actually received. The formulation of ¬%# 
depended on the context value c#(^) because context values have to be disambiguated (i.e. gain 
or loss context) before participants can infer the complementary outcome. However, it was likely 
that ¬%# was not fully used in the learning updating. To account for this possibility, ¬%# was 
multiplied by weight parameter w when it was used to update context value: 
 

be = (%#(^) + w(¬%#(^)))/2 − c#(^) 
 
Finally, the probability of choosing better option A in learning task was computed based on the 
softmax function: 
 

P¢{£§|•|¶(^, /) = (1 + exp ß6 à(#(^, /) − Ç(#(^, 5)Ñä®
7*

 

 
The same softmax function and the same inversed temperature parameter β were applied for 
transfer task to compute the probability of choosing better option A (i.e., the one with higher 
expected value): 
 

P#§£|©™{§	(^, /) = (1 + exp ß6 à({|}(^, /) − Ç({|}(^, 5)Ñä®
7*

 

 
, where ({|} referred to the option value in the end of learning trial.  
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The inversed temperature parameter β represented the randomness of decision given option values. 
That is, the larger β indicated the choice was made given expected value. In contrast, the lower β 
indicated the choice was deviated from expected value. Both option values Qs and context values 
Vs in each condition are set at 0 in the beginning, and then are updated given choice, feedback 
and condition. 
 
 
4.2.6 Model optimization and comparison 
The parameters θ in each model M were optimized via procedure of minimizing negative logarithm 
of the posterior probability (nLPP):  
 

å´!! = 	− logÇ!(�Ä|É,~)Ñ ∝ 	− logÇ!(É|~, �Ä)Ñ − logÇ!(�Ä|~)Ñ 
 
!(É|~, �Ä) refers to the likelihood of choice É(i.e., choosing option with higher expected value) 
given current model M and its parameters �Ä. On the other hand, !(�Ä|~) is the likelihood of 
getting �Ä within prior probability of the parameters. The prior distribution of learning rates and 
weight were defined as beta distributions with two parameters: a = b= 1.1. The prior distribution 
of inverse temperature parameter β was defined as gamma distribution with two parameters: a 
=1.2 and b =5 (Daw et al., 2011). The modelling modeling was conducted using Matlab 2015a. 
The estimated rating (Q) was initialized as the actual rating in the first trial in each block. All the 
parameters were initialized from random starting points selecting from the certain ranges (i.e., 0< 
α<1; 0< w<1; 0< β <Infinite) and were then optimized using Matlab’s fmincon.  
 
The lower LPP indicates the model can explain data better, however, nLPP doesn’t take model’s 
complexity into consideration. To address this issue, we calculated AIC, BIC and Laplace 
approximation to the model evidence (LAME), which penalized model’s complexity (i.e., number 
of parameters). Three model comparison criteria for each model were computed as followed:  
 

                                         BIC = 	−å´!! − }™

ë
log	(å) 

 
,                                        AIC =	 −å´!!P − ãl 
 
and                                   LAME =	 − å´!! + }™

ë
log(2ç) −

*

ë
log|é| 

 
, where n was number of trials, df was determined as number of parameters and |é| was the 
determination of the Hessian. Again, these criteria were computed at individual level.  
 
The winning model in the model comparison doesn’t imply the model can generate a certain data 
set at group-level random-effect analysis. To assess the model’s reliability, we then fed LAME 
(from each subject in each model) to mbb-vb-toolbox (http://mbb-team.github.io/VBA-
toolbox/; Daunizeau et al., 2014). This toolbox performs Bayesian model selection procedure and 
estimates two indicators: the expected frequencies (EF) and the exceedance probability (XP) for 
each model. Specifically, the expected frequency EF of a model quantifies the probability that the 
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model generated the data for any randomly selected subject. Note that the EF should be higher 
than chance level given number of models in the model space. Exceedance probability (XP), on 
the other hand, quantified the belief that the model is more likely than all the other models of the 
model-space. 
 
Different parameters might be able to create the same behavioral patterns and reduced model’s 
identifiability (Palminteri, Wyart, et al., 2017). To ensure models within model space have good 
ability to replicate behavioral patterns, we simulated 500 synthetic data for each model and assessed 
both ability of parameter recovery and ability of model recovery. Specifically, we tested (1) if the 
parameters used to simulate data significantly correlate with estimated parameter, and (2) if 
simulated data can be only explained by the model that generated them. We applied correlation 
analysis to assess the relationship between simulated parameters and estimated parameters. Larger 
correlation coefficient (R) and explain variance (R2) indicated better parameter recovery. The 
model identifiability was assessed by Bayesian Model comparison using the mbb-vb-toolbox.  
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4.2.7 fMRI 

4.2.7.1 fMRI preprocessing 

The functional images were preprocessed using SPM12 (Wellcome Department of Imaging 
Neuroscience, London) with the following steps: realignment and unwarp, slice timing correction, 
co-registration, segmenting anatomical images, normalization and smoothing. To correct for 
potential head movement during functional images collection, all functional volumes (from three 
runs) were realigned to the first volume in the first run and were unwarped with collected field 
maps. Next, slice timing correction was performed. To improve the quality of following 
normalization, the mean functional (the output from step1) and anatomical images were 
coregistered. Afterwards, the anatomical image from each subject was segmented into six images 
(i.e., grey matter, white matter, cerebrospinal fluid, fat tissue and air) using nonlinear deformation 
fields and SPM12’s Tissue Probability Maps (TPMs). To ensure images from different individuals 
are comparable, all images were normalized to the Montreal Neurological Institute T1 template 
(i.e., MNI152) using forward deformation fields from the segmentation output. Finally, the EPI 
images were normalized and smoothed with a full width half maximum Gaussian kernel of 6-mm 
(2 times of voxel size of functional images) full-width at half maximum (FWHM) isotropic 
Gaussian kernel.  
  
 
4.2.7.1 fMRI analysis: whole-brain analyses 
One of the main purposes of the present chapter was to investigate the general and condition-
based neural mechanisms of confidence and outcome evaluation. To address this goal, we specified 
a general linear model (GLM) to analyze imaging data at both whole-brain and region of interest 
(ROI) level. As we were mainly interested in mechanisms of valuation in each condition, we 
divided symbol onset and outcome onset into four conditions (i.e., GP, LP, GC, LC) and created 
a total of eight corresponding regressors (four for symbol phase, four for outcome phase). Two 
more event onsets, choice phase and rating phase, were included without division. These event-
related regressors were modeled using stick (delta) functions. Five types of parametric modulators 
were included in the GLM: (1) confidence ratings for each condition-specific symbol onset, (2) 
reaction time for choice onset, (3) reaction time and distance between initial and final rating point 
for rating onset and, (4) receiving outcome (code as 1 and 0 for relatively good and relatively bad 
outcome, respectively) for each condition-specific outcome phase. Parametric modulators were z-
scored to ensure results from different condition and regressors were comparable. To remove 
motion artifact and to improve the quality of fMRI results, the GLM also contained six realignment 
parameters, which were created during preprocessing. Consequently, a total of 27 regressors were 
included for each run.  
 
In order to identify the brain regions that generally encode confidence ratings regardless of 
experimental manipulations, we performed a contrast grouping effects of confidence rating from 
all conditions. We were also interested in the effect of experimental manipulations (i.e., outcome 
valence and information) and their interaction on confidence encoding, which we tested by 
contrasting the parametric modulator for confidence across conditions using the following 
interaction contrasts based on our factorial design: (GP+GC)>(LP+LC), (GC+LC)>(GP+LP) 
and (GC-GP)>(LP-LC). The same contrasts were applied to the parametric modulator reflecting 
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good/bad outcomes per condition. The GLM and contrasts were performed at the individual-
level (first-level). Subsequently, results from all participants were taken to the group-level random 
effect analysis (second-level) using simple t-test with both exploratory whole-brain cluster-defining 
height threshold at uncorrected p<.001 and family-wise error (FWE)-corrected threshold of p<.05.  
 
 
4.2.7.3 fMRI analysis: ROI analyses 

The confidence-encoding and outcome-encoding brain regions we identified from the whole brain 
analysis were used in follow-up ROI analyses. Specifically, we created masks (not spheres) based 
on the clusters we identified from the contrast of parametric modulation of confidence rating and 
the contrast of parametric modulation of outcome using marsbar (Brett et al., 2002). These masks 
served as regions of interest (ROI) and data from these regions was extracted using either spm 
build-in function: spm_get_data.m or rfxplot (Gläscher, 2009) for further condition-based 
analyses. Two participants were excluded, one has significant dropout in the functional images and 
one has invariable responses on confidence rating leading to difficulty on performing followed-up 
t-contrast, and total 38 participants were analyzed for the fMRI results.  
 
The ROI was performed to investigate condition-dependent confidence and outcome encoding. 
Using the original GLM, the regression coefficients were extracted and averaged from each mask 
for each condition. Note that the underlying test that was used to create ROIs, a main effect of 
parametric modulation independent of experimental conditions, is orthogonal to the follow-up 
tests performed on data extracted from ROIs (condition-specific effects), therefore these analyses 
are not circular (Kriegeskorte et al., 2009). The condition-based data were analyzed by simple t-
tests to assess if the parametric modulator for confidence reflects differential correlations with the 
BOLD signal across the experimental conditions. We also performed two-way repeated-measures 
ANOVA to test the main effect of experimental manipulations and their interaction. 
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4.3 Results 

4.3.1 Learning performance and confidence 
In total, 40 participants completed the learning task in the MRI scanner. Here we successfully 
replicate the results from last chapter. First of all, the average probability of choosing the better 
symbol was above guessing level (t39 = 17.78; p < .001; Table C.1.1), which indicated participants 
were able to learn the better symbols from learning task. Secondly, replicating the results from 
Fontanesi et al., 2019; Palminteri et al., 2015, a two-way repeated-measures ANOVA showed that 
learning performance was affected by the information (F1,39 = 22.05, p <.001), but not by the 
outcome valence (F1,39 = 0.00, p = .9666). No interaction between information and outcome 
valence was found (F1,39 = 0.01, p = .9056). With the same ANOVA analysis, we replicated findings 
from last chapter (Ting et al., 2020b) and (Lebreton et al., 2019) and found the significant main 
effect of outcome valence on both confidence (F1,39=36.56, p<.001) and reaction time (F1,39 = 4.77, 
p = .0350). However, the main effect of information manipulation (F1,39= 6.76, p =.0131) and their 
interaction (F1,39= 9.62, p =.0036) were found in confidence ratings only (Fig 4.2A; Table C.1.2). 
The post hoc results showed that the differences in confidence between gain and loss was larger in 
the partial information condition (t39 = 6.93, p = 2.68´10-8) compared to complete information 
condition (t39 = 4.55, p = 5.08´10-5) (Figure 4.2B).    
                                
Thirdly, we replicated the negative correlation between confidence and reaction time found by 
Chapter 3 (Ting et al., 2020b) at both group-level and condition-level (Table C.1.3). Nevertheless, 
a robust regression showed that the valence-induced confidence changes and the valence-induced 
RT changes were not correlated as the slope was not significant (β = -0.01± 0.01, p = .339). 
Moreover, the significant and positive intercept (β = 5.02 ± 0.84; p <.001) from the robust 
regression implied that the confidence bias might be observed when RT bias was absent (Table 
C.1.4).  These results are in line with our observation from chapter 3 that the valence-induced 
changes on confidence and on RTs can be partially dissociable. 
 
 
4.3.2 The condition-based confidence bias 
As outcome valence significantly affected confidence ratings but not learning performance, it is 
likely that confidence deviated from actual performance and resulted in a confidence bias (i.e., a 
discrepancy between confidence and actual performance). We directly computed such confidence 
bias by contrasting individuals’ average confidence ratings with their actual average probabilities 
of choosing the better symbol. A positive value represents overconfidence and a negative value 
represents underconfidence. We found that the difference between confidence and performance 
on average was non-significant (t1,39 = 0.1883, p = .8516). To further understand whether 
confidence bias was modulated by valence and information manipulation, we performed two-way 
repeated ANOVA on confidence bias. Replicating previous finding (Lebreton et al., 2019), we 
found significant main effect of outcome valence (F1,39 = 12.28, p < .001) and information (F1,39 = 
14.42, p <.001) on confidence bias, but not interaction (F1,39 = 0.58, p =.4506). The post hoc analysis 
showed that the confidence was decreased when more information was available and resulted in 
mitigated overconfidence in gain conditions (Gain complete> Gain partial: t49 = -2.70, p =.0100) 
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and enhanced underconfidence in loss conditions (Loss complete> Loss partial:t49 = -2.90, p 
=.006).  
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Figure 4.2.  The effect of valence and information on learning performance, confidence and 
confidence bias. Using (A) Performance. Average choice accuracy at both individua-level and group-
level across conditions. Choice accuracy was determined as choosing symbol associated with higher 
expected value in each condition. (B) Confidence. Average confidence level at individua-level (dots) 
and group-level (error bars) across conditions. (C) Confidence bias. Average confidence bias at 
individua-level (dots) and group-level (error bars) across conditions. Confidence bias was measured as 
the differences between averaged confidence and averaged probability of correctness. The start signs 
represented the results from simple t-test, which tested whether confidence bias was significantly 
different from zero. Empty dots with colored edges represent individual data points. The colored error 
bars displayed on the side of scatter plots represent the mean±SEM. The p-value above and below the 
figure showed the results of two-way repeated-measured ANOVA.  
~p < .1; *p < .05; **p < .01; ***p < .001  
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4.3.3 Context value and confirmation bias in reinforcement learning model  
The valence-induced changes on confidence suggested that context value and outcome valence 
were integrated to option value during learning. Moreover, we found that participants tend to 
make inferences for unchosen outcomes when partial information (i.e., chosen outcome) was given 
in Chapter 2. Replicating findings from Chapter 2 (Ting et al., 2020a), the model comparison across 
five model selection criteria showed that the wining model was RELα,w (Table 4.1B). In addition 
to relative model comparison criteria, we also applied parameter and model recovery tests to verify 
the models in model space were reliable (Palminteri, Wyart, et al., 2017) (Figure C.1.1). The results 
indicated that both confirmation learning rates (α+) and weight for forgone outcome (w) in partial 
information condition were involved in the learning process. Moreover, the positive learning rate 
was significantly higher than negative learning rate (t39= 7.66, p < 2.72´10-9; Table C.1.5A), which 
replicated the learning asymmetry we found in Chapter 2 and in previous studies (Lefebvre et al., 
2017; Palminteri, Lefebvre, et al., 2017). The results indicated that the model we developed is 
robust when the task was conducted with and without emotion manipulation.  
 
The parameters in the winning model reflect the learning strategy (or bias). For example, inverse 
temperature parameter was usually associated with exploitation-exploration tradeoff and 
confirmation learning rate was associated with confirmation bias. In order to understand if 
confidence bias (i.e., the discrepancy between actual learning performance and average confidence 
rating) was linked to learning strategy (or bias), we conducted an exploratory analysis to investigate 
the relationship between confidence bias and learning parameters (Table C.1.5B). The correlation 
analyses showed that the average confidence bias negatively correlated with the inverse 
temperature parameter (r = -0.58, p = .0001), which implied that overconfidence was associated 
with more exploitation (i.e., relied on expected values to make choice) and underconfidence was 
associated with more exploration (i.e., less reliance on expected values). The result was consistent 
with a recent study showing the correlation between confidence and exploitation/exploration 
tradeoff (Boldt et al., 2017).  
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Table 4.1. Model space and results of model comparison. 
 

A. Models in the model space and corresponding parameters 
Model Learning  Context Decision 
RW αc  β 
ABS αc αu  β 
REL αc, αu αv β 
REL α α+, α- αv β 
RELw αc, αu αv, w β 
RELα,w α+, α- αv, w β 

Models in the model space and corresponding parameters. The learning-related parameters included 
learning rates updating option value; the context-related parameters included learning rates updating 
context value and weighting on making inference for unchosen outcome; decision-related parameter was 
inverse temperature parameter, which represented the randomness of decision given estimated option 
values. 
 
B. Model Comparison 
 DF LAME AIC/2 BIC/2 EF XP 
RW 2 196.8±30.1 231.7±14.1 235.2±14.1 0.00 0 
ABS 3 189.6±33.0 187.6±30.3 192.8±30.3 0.02 0 
REL 4 169.4±33.6 166.7±33.4 173.9±33.4 0.00 0 
REL α 4 161.3±33.0 156.7±32.7 163.7±32.7 0.37 0.21 
RELw 5 166.6±34.8 162.4±35.2 171.1±35.2 0.08 0 
RELα,w 5 158.6±33.3 154.3±33.0 163.0±33.0 0.50 0.78 

 
  

The results of model comparison. All model comparison criteria were calculated based on LPP. The winning 
model (RELα,w) was highlighted with bold font. EF and XP were calculated using mbb-vb-toolbox (Daunizeau 
et al., 2014). 
 
AIC: Akaike information criteria; BIC: Bayesian information criteria; LAME: Laplace approximation to the 
model evidence; EF: Efficient frequency; XP: Exceedance probability.   
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4.3.4 Outcome-related signal was modulated by valence manipulation 
The winning model in the current study suggests that the learning process consisted of two 
important elements during outcome presentation. Firstly, option value was updated by comparing 
actual outcome and expected outcome. Secondly, the context value was learnt and used to calibrate 
outcome. To ensure these elements were processed at the neural level, we analyzed brain activity 
from fMRI data and focused on the outcome phase (Appendix C.2: Table C.2.1). We found that 
outcome-related signal (i.e., parametric modulator of good and bad outcomes in each condition) 
was generally and positively encoded in the neural network including bilateral ventral striatum (VS), 
putamen, caudate and hippocampus (k =46, uncorrected threshold of p<.001; Table C.2.2). Using 
a conservative threshold, only right ventral striatum (rVS) survived (k =46, FWE-corrected p<.05).  
 
To further test whether the outcome-related signal in rVS was condition-dependent, we created a 
ROI mask for rVS and separately extracted regressor coefficients from the modulator of relatively 
good and bad outcomes for each condition. We found that these coefficients were significantly 
higher than 0, indicating relatively good outcome increased activity in rVS across four conditions 
(ps < .01; Figure 4.3). We then fed these coefficients into a two-way repeated-measures ANOVA 
to test if our manipulation significantly modulated the way of outcome processing. We only found 
a partially significant main effect of valence (F1,37= 3.8104, p = .059), which implied that the good 
outcomes in the gain context may induced higher activity in rVS.  
 
We found another neural network including right Insula, dorsal medial prefrontal cortex (dmPFC) 
and bilateral Inferior frontal gyrus (IFG), which negatively encoded relatively good vs. bad 
outcomes (k= 46, uncorrected threshold of p<.001; no survival under p<.05, FWE-corrected; 
Table C.2.2). Again, we tested if these signals were condition-dependent via followed-up ROI 
analyses given the identified clusters. We found that modulator of relatively good and bad 
outcomes negatively correlated with brain activity in Insula and dmPFC across four conditions, 
indicating that these regions preferentially track relatively bad outcomes. The two-way repeated 
ANOVA results showed that a main effect of outcome valence in Insula (F1,37 = 5.57; p = .0237) 
and bilateral IFG (F1,37 = 5.57; p = 2.87´10-4). The main effect of valence on outcome-related signal 
in Insula was driven by lower coefficients in loss contexts (t37= 2.36; p = .0237). In contrast, the 
valence effect on outcome-related signal in bilateral IFG was driven by lower coefficients in gain 
contexts (t37= -4.01; p = 2.87´10-4). With the same ROI analysis, we didn’t find main effect nor 
interaction in dmPFC. Together, these results suggested that outcome evaluation was modulated 
by context as relatively bad outcome in loss contexts decreased Insula activity more than in gain 
context (Palminteri et al., 2015).  
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4.3.5 The neural mechanisms of confidence formation at symbol presentation 
The previous analyses indicated that the neural network devoted to outcome evaluation was 
modulated by the outcome valence manipulation. Previous studies suggest that confidence rating 
was automatically integrated to the value-based decision, we therefore performed a whole-brain 
analysis using the parametric modulator of general confidence (i.e., [Gp+Lp+Gc+Lc]) during 
symbol presentation to investigate how confidence is neurally integrated during the decision 
moment. We found a condition-general neural network in brain value system that positively 
encoded confidence in vmPFC and negatively encoded confidence in caudate and Bilateral Insula 
(k=41, uncorrected threshold of p<.001; Table C.2.2). With the same threshold, no other 
contrasts (i.e., interaction and Gain>Loss) yielded effects. These results indicate that confidence 
was generally encoded in the same brain network regardless of affective contexts.  
 
 
4.3.6 Context-based confidence encoding    
To test how each condition contributed to the identified condition-general neural network, we 
extracted regressor coefficients for the parametric modulator of confidence from each condition. 
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Figure 4.3. The neural evidence of valence effect on outcome evaluation. (A) Outcome (good/bad) 
was positively correlated with activation in many regions (p<.001, uncorrected; Table C.2.2), but only VS 
(peak at xyz = [9 14 -10]) was survived under cluster-defining height threshold of FWE-corrected p<.05. 
The negative correlation between confidence ratings and activation in Insula (peak at xyz =[39 20 -10]), 
dmPFC (peak at xyz = [6 35 47]) and bilateral IFG (peak at xyz = [48 17 29] and at xyz = [-45 5 29]). The 
significant clusters under uncorrected threshold of p<.001 were illustrated on xjview’s single T1 template 
with colors between red (positive correlation) to blue (negative correlation). (B) Bars represented the 
regression coefficients (y-axis) extracted from the clusters of VS, insula dmPFC and bilateral IFG for each 
condition. Different colors were used to represents dataset from different conditions (x-axis). The error bar 
on each bar represented mean ±SEM. We also tested if regression coefficient was significantly different 
from zero using simple t-test. The white star signs were used to illustrate the results of t-test.  
Gp: gain/partial; Lp: loss/partial; Gc: gain/complete; Lc: loss/complete 
~p < .1; *p < .05; **p < .01; ***p < .001 
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This condition-based ROI analysis showed that reported confidence ratings were not equally 
processed in gain and loss contexts, even though the direction of encoding was the same. 
Specifically, the positive correlation between confidence and activity in vmPFC was not significant 
in loss/complete condition (p= .0684) the negative correlation between confidence and activity in 
caudate and bilateral insula were not significant in loss/partial condition (p= .2683; Figure 4.4B).  
 
To ensure confidence was selectively encoded or not encoded for either loss/partial or 
loss/complete conditions, we conducted two more contrasts: [(Gp+Lp+Gc)>Lc] and 
[(Gp+Gc+Lc)>Lp]. We replicated the results above showing significant correlation in vmPFC 
and right Insula (cluster-identifying uncorrected threshold of p<.001), which mainly driven by 
insignificant correlation in loss/complete and loss/partial condition, respectively. We didn’t find 
other brain regions under two additional contrasts, confirming that no more brain regions were 
involved in confidence processing in loss contexts during symbol presentation. 
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Figure 4.4. The neural confidence signals. (A) Confidence rating positively correlated with activation in 
vmPFC (peak at xyz = [0 41 2]), and negatively correlated with activation in bilateral insula (peak at xyz = [33 23 
-4] and at xyz = [-30 23 -4]) and caudate (peak at xyz = [-9 11 2]). The significant clusters under uncorrected 
threshold of p<.001 were illustrated on xjview’s single T1 template with colors between red (positive correlation) 
to blue (negative correlation). (B) Bars represented the regression coefficients (y-axis) extracted from the clusters 
of vmPFC, bilateral insula and caudate for each condition. Different colors were used to represents dataset from 
different conditions (x-axis). The error bar on each bar represented mean ±SEM. We also tested if regression 
coefficient was significantly different from zero using simple t-test. The white star signs were used to illustrate 
the results of t-tests. 
Gp: gain/partial; Lp: loss/partial; Gc: gain/complete; Lc: loss/complete 
~p < .1; *p < .05; **p < .01; ***p < .001 
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4.4 Discussion 

The valence-induced changes on confidence in reinforcement learning have been well-
demonstrated, however, the corresponding cognitive and neurological mechanisms underlying 
confidence formation and confidence bias under different affective contexts remain unclear. The 
present study is the first research investigating the neural mechanisms of confidence formation 
when outcome valence was clearly dissociated and when motor responses were orthogonalized 
with the option evaluation. We found that neural confidence signals were generally processed in a 
network consisting of ventral medial prefrontal cortex (vmPFC), bilateral insula and caudate. While 
the condition-based ROI analyses showed that the different conditions shared the same sign of 
correlation coefficients in each region of interest (Figure 4.4), the insignificant correlation in loss 
conditions implying that confidence ratings made in the negative environment were not fully 
formed or encoded in value-based neural network during symbol presentation (i.e., option 
evaluation).  
 
Our results confirm and replicated that the affective context, which we manipulated via outcome 
valence, robustly influenced confidence at the behavioral level (Fontanesi et al., 2019; Lebreton et 
al., 2015, 2018, 2019; Palminteri et al., 2015; Ting et al., 2020b). Specifically, using a relatively large 
sample size (N=40) for fMRI studies (and compared to the experiments in the Chapter 3; Ting et 
al., 2020b), we observed significant differences in confidence ratings but equal learning 
performance between gain and loss contexts. Another robust finding was that valence-induced 
changes on confidence and reaction times (RTs) were dissociable, even when RTs were isolated 
from decision time via experimental design (see Methods). Outcome valence also altered the way 
of neural process of outcome. Replicating previous findings (Palminteri, Justo, Jauffret, Pavlicek, 
Dauta, Delmaire, Czernecki, Karachi, Capelle, Durr, et al., 2012; Palminteri & Pessiglione, 2017), 
the relatively good compared to bad outcomes, regardless of their valence, were encoded in well-
documented value-based neural networks, including ventral striatum (VS), Insula, Inferior frontal 
gyrus (IFG) and dorsal medial prefrontal cortex (dmPFC). The ROI-analyses further demonstrated 
a significant effect of outcome valence on level of encoding, which suggested that the affective 
contexts enhanced signals of relative good and bad outcomes. Contrary to Palminteri et al., 2015, 
we failed to find a main effect of information nor an interaction. One possible reason are task 
differences, such that the worse outcome in the gain condition, and the better outcome in the loss 
condition still carried a value of 10 cents instead of 0 cents. Therefore, participants were less likely 
to be confused by 0 and could evaluate the context’s “valence” even when they received the 
outcome with the lower numeric value. This possible reason was evident by the modeling result 
as the winning model suggested participants tended to make inference for the foregone outcome 
in partial information conditions. 
 
The reported confidence was generally processed in a network consisting of vmPFC, bilateral 
insula and caudate. Specifically, during the presentation of the choice options, i.e. before an explicit 
requirement for communicating the choice and before stating one’s confidence, confidence was 
generally processed in the same networks regardless of outcome valence and information 
manipulations. Confidence was positively encoded in vmPFC (Figure 4.4; Table C.2.2), which 
replicated previous findings (Bang & Fleming, 2018; Lebreton et al., 2015; Wittmann et al., 2016). 
Moreover, we also found that memory-related brain region: medial temporal lobe (MTL) encoded 
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confidence. The result not only replicated findings from Chua et al. (2014) and Wittmann et al. 
(2016) but also suggested that history of choices and outcome were involved in the learning task. 
On the other hand, we found that confidence was negatively encoded in another neural network 
including bilateral insula, caudate and dmPFC (Figure 4.4; Table C.2.2), which have been 
associated with risk evaluation and negative events (Palminteri, Justo, Jauffret, Pavlicek, Dauta, 
Delmaire, Czernecki, Karachi, Capelle, Durr, et al., 2012; Palminteri & Pessiglione, 2017). Our 
results are consistent with a recent study showing negative correlation between confidence and 
activity in these regions in perceptual decision making (Hebart et al., 2016). Altogether, the results 
indicate that reported confidence was formed and encoded before the actual choice was 
communicated and before confidence was explicitly rated (Lebreton et al., 2015). This 
interpretation is not only in line with our conclusion in the last chapter and recent studies arguing 
confidence is not mere consequence of performance or reaction time, but also studies arguing that 
confidence plays an important role on speed-accuracy tradeoff as longer time might be required 
when individual is not confident (Desender, Van Opstal, et al., 2017; Dotan et al., 2018a). 
 
The follow-up ROI-analyses demonstrated how confidence ratings were processed in each specific 
condition. We found confidence ratings in gain contexts were consistently (positively/negatively) 
encoded regardless of information manipulation. By contrast, the correlation between confidence 
ratings and neural activity was modulated by information in loss contexts. On the one hand, 
confidence ratings from loss/complete condition only showed a trend of confidence encoding in 
vmPFC, the regions that positively processed confidence on average. On the other hand, 
confidence ratings from the loss/partial condition were not significantly encoded in the Insula and 
caudate, the regions that negatively processed confidence on average. The results implied that 
reported confidence was formed and encoded in gain contexts but not in loss contexts during 
symbol presentation. This idea was supported by the results showing no other brain regions 
specifically encode confidence ratings made in any loss contexts (see Context-based confidence encoding).  
 
Although the results suggested the confidence were generally formed and encoded during symbol 
presentation (i.e., option evaluation), we cannot rule out the possibility that confidence is 
continuously accumulating evidences after option evaluation (post-decisional period; Fleming & 
Daw, 2017; Pleskac & Busemeyer, 2007) because of two reasons. Firstly, subregions of prefrontal 
cortex play different roles on confidence formation at different decision time points. For example, 
vmPFC was associated with uncertainty about estimated option during the option presentation 
period (i.e., when the confidence rating is not required) and rlPFC was associated with 
metacognitive report, especially when choice is made and when reporting confidence (De Martino 
et al., 2013; Fleming et al., 2012; Lebreton et al., 2015). Therefore, the rlPFC is likely to integrate 
information and form the reported confidence ratings. As we focused on confidence processing 
during symbol presentation rather than confidence rating period, we only observed vmPFC 
encoded confidence. Secondly, mPFC integrated not only value-related information but also 
motor signals from basal ganglia (Haber and Knutson, 2009) or/and from motor systems (Cerliani 
et al., 2012). The correlation between confidence bias and exploration/exploitation tradeoff also 
implied that cognitive control might interact with confidence judgments. To further understand 
how confidence judgment was influenced by other sources of information, the further analyses are 
required to investigate how confidence was dynamically formed right after option evaluation using 
functional connectivity analyses. We believe the results will shed a light on explaining valence-
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induced confidence changes and confidence bias, which is one of ultimate goals in the present 
fmri study.  
 
There are two limitations in present study. Firstly, we were not able to explain why confidence 
deviated from actual performance, despites that investigating neural basis of over- and under-
confidence is one of the main goals of present study. Nevertheless, our behavioral and fMRI 
results provided a possible mechanism to explain confidence bias. The behavioral results revealed 
that averaged confidence rating was significantly higher than averaged accuracy rate in gain/partial 
condition. The over-confidence bias was mitigated when more information was available 
(gain/complete condition) or when participants were learning to avoid loss (loss/partial condition). 
Little to no overconfidence in loss contexts was in line with affect-as-information theory, which 
suggested that negative events would facilitate deliberative thinking and reduce bias (Clore & 
Huntsinger, 2007). This result implied that negative contexts and more information might require 
longer time or different neural system to “correct” confidence. However, the underconfidence we 
observed in loss/complete condition implied that more negative information is likely to 
overcorrect the confidence. This phenomenon might be explained by our fMRI result showing an 
absence of significant correlations between vmPFC signal and confidence in the loss/complete 
information condition only.  
 
The second limitation is that we were not able to track confidence accuracy trial-by-trial in the 
fMRI analyses. Given the notion of two-bandit instrumental learning task, the continuous variable 
of confidence rating was not comparable to binary choice. Consequently, we have limited access 
to identify the regions correcting confidence, like anterior prefrontal cortex (aPFC). The aPFC 
activity has been associated with metacognitive ability: higher activation in aPFC was linked to 
lower confidence bias (Molenberghs et al., 2016). Therefore, investigating how and what 
information is integrated and formed the final reported confidence, especially in the loss contexts, 
will provide valuable information to directly/indirectly explain condition-based confidence bias. 
To address this issue, the further functional connectivity analyses are required to uncover the 
dynamic process of confidence formation.  
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The impact of contexts on decision-making is observable in field and laboratory experiments. The 
mechanisms of context-induced changes on choice patterns have been widely investigated at both 
behavioral and neural levels. For instance, reference points in prospect theory explain why the 
same set of options is evaluated differently. However, it remains less clear how affect and prior 
performance are involved in decision formation over time. Reinforcement learning provides a 
framework to address this issue by quantifying this updating process. The present thesis combines 
a modified reinforcement learning task with methods from affective neuroscience, computational 
modelling and brain imaging to systematically investigate mechanisms underlying the effects of 
two affective framing manipulations (i.e., choice-irrelevant affect: incidental anxiety; choice-
relevant affect: outcome valence) on belief (i.e., option value and confidence judgments) updating. 
Our results demonstrate that incidental anxiety and outcome valence have limited impact on 
learning per se. Importantly, the impact of outcome valence on reaction time and confidence 
judgments is robust. These findings not only imply that confidence, option value and context are 
updated simultaneously, but the robust valence-induced changes of confidence indicate 
metacognitive function might be more sensitive to affective framing manipulations. Besides the 
empirical evidence concerning the role of anxiety and outcome valence in reinforcement learning, 
we also established useful methodological and analytical approaches for future studies investigating 
emotion-cognition-metacognition interactions in the field of judgment and decision-making. 
The main findings for each chapter are separately summarized as follows:  
 
Chapter 2 investigates how and whether incidental anxiety influences instrumental learning, while 
addressing and improving upon several issues with prior research identified in a focused literature 
review. We used a rich within-subject design, featuring both a learning and a transfer phase, and 
two affective framing manipulations: environment (anxiety vs safe) and outcome valence (gains vs 
losses). In two variants (N = 2x50) of this experimental paradigm, incidental anxiety was induced 
by delivering unpredictable, aversive and performance-independent electric shock during learning 
task. Moreover, the anxiety induction was assessed by both questionnaire and physiological 
responses (i.e., skin conductance responses). A comprehensive modelling effort revealed that, 
irrespective of the effects of anxiety, individuals give more weight to positive than negative 
outcomes and tend to experience the omission of loss as a gain (and vice versa). However, in line 
with results from our targeted literature survey, isolating the specific computational effects of 
anxiety on learning per se proved to be challenging. Overall, our results suggest that learning 
mechanisms are more complex than traditionally presumed and raise important concerns about 
the robustness of the effects of anxiety previously identified in simple reinforcement-learning 
studies. 
 
Chapter 3 focuses on the impact of choice-related affect (i.e., outcome valence: gain vs loss) on 
three common measurements: accuracy, confidence and reaction time (RT). While these three 
measurements are supposed to be highly correlated, it remains controversial whether valence-
induced confidence and RT changes are dissociable. In order to address this issue, the goal of 
chapter 3 is to assess the presence of the valence-induced confidence bias in the absence of the 
RT bias. We conducted six variants of a learning task, attempted to disrupt the valence-induced 
motor bias effects by manipulating the mapping between decisions and actions and imposing 
constraints on response times (RTs). We observed both motor and confidence biases despite our 
disruption attempts, establishing that the effects of valence on motor and metacognitive responses 
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are very robust and replicable. Nonetheless, within- and between-individual inferences reveal that 
the confidence bias resists the disruption of the RT bias. Therefore, although concomitant in most 
cases, valence-induced motor and confidence biases seem to be partly dissociable. These results 
highlight new important mechanistic constraints that should be incorporated in learning models 
to jointly explain choice, reaction times and confidence. 

Chapter 4 tests whether confidence formation in the brain is context-dependent or context-
independent. We combined fMRI and a reinforcement learning task optimized in chapter 3, which 
dissociated gain and loss contexts and isolated motor responses from option evaluation. This 
combination enabled us to measure task-related brain activity and further identify the brain regions 
involved in confidence processing.  In this fMRI study (N=40), we successfully replicated the 
impact of valence on confidence and dissociated valence-induced confidence increases and 
valence-induced RT slowing. Importantly, we found the brain value system was generally involved 
in encoding confidence during symbol presentation and no other brain regions specifically 
encoded confidence ratings made in gain or loss contexts. Nonetheless, the correlation between 
reported confidence and activation in these regions was consistently found in gain contexts only 
but not in loss contexts. These results indicate that (1) confidence was formed and encoded in 
general neural network before explicit decision-making, and (2) the reported confidence in loss 
contexts might not be fully processed during option evaluation. 
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APPENDIX A: Supplementary Material for Chapter 2 

A.1 Small-scale Literature Review 
 
A.1.1 Research Questions 
The current meta-analysis has two goals; both goals mainly focus on the impact of anxiety on 
learning. First question is, how anxiety influences learning, including its process, performance and 
post-learning performance? Second question is, whether anxiety effect on learning is valence-
dependent? 
 
 
A1.2 Inclusion/Exclusion Criteria 
We systematically review literatures investigating effect of trait anxiety and induced stress/anxiety 
in healthy adult on reinforcement learning. In the current mini-review, learning is determined as a 
simple probabilistic action-outcome association, which is then comparable for our research 
questions and experimental design. That is, individual should actively make choice given two or 
more options and then receive outcome.  
 
Accordingly, we excluded studies with simple go-nogo learning task, two-stage 
reinforcement learning (which is used to differentiate model-free and model-based learning, such 
as (Gillan et al., 2020; Otto et al., 2013) or simple stimuli-response conditioning (i.e. Fear 
conditioning). In order to control the confounding effect of risk attitude, the task with gambling 
component (e.g., BART: Balloon Analogue Risk Task, IGT: IOWA gambling task) are excluded. 
With these criteria, we then included studies that were published in peer review journals between 
2000 and 2019. 
 
The performance is measured as percentage of choosing better symbol or number of blocks to 
reach training criteria. One study has two measurement: percentage of choosing better symbol and 
percentage of correctly naming action-outcome association (i.e., Schwabe & Wolf, 2009), so we 
separately displayed the effect for each measurement as measurement1 and measurement2, 
respectively.  
 
To answer our first question, the stress/anxiety effect on learning is determined as the differences 
in choice between safe and stressful/anxious conditions. To further address the second question, 
we also summarized the interaction of anxiety and valence or difficulty in performance.  
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A.2 Demographics and behavior results 
 
Table A.2.1. Demographics and Questionnaire 

 Combined Experiment 1 Experiment 2 

Gender (M/F) 51/49 26/24 25/25 

Age  23.27±3.08 24.14±3.09 22.40±2.85 

BAI  10.17±8.61 9.90±8.43 10.44±8.86 

SCR (Threat vs. Safe) 0.054±0.06 0.09 ±0.06 0.01±0.04 

Se
lf -

re
po

rt
ed

 e
m

ot
io

na
l s

ta
te

 
to

w
ar

d 
th

re
at

 c
on

di
tio

n 

Anxiety 3.53±1.87 4.33±2.01 2.82±1.40 

Fear 3.29±2.04 3.95±2.32 2.70±1.55 

Sadness 1.96±1.29 2.33±1.50 1.64±0.96 

Happiness 2.61±1.65 2.62±1.83 2.60±1.49 

Angry 2.31±1.77 3.02±2.06 1.68±1.15 

Negative feeling (Safe) -- -- 3.48±1.63 

Negative feeling (Threat) -- -- 4.68±1.42 

Calm feeling (Safe) -- -- 6.50±2.15 

Calm feeling (Threat) -- -- 4.86±1.78 
Reported values correspond to mean±STD.  
STD: standard deviation 
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Table A.2.2. Learning performance and preferences. 
 
A. Learning task (correct rate (%)) 
 Combined 

(Mean±SEM). 
Experiment 1 
(Mean±SEM). 

Experiment 2 
(Mean±SEM). 

Safe Gain 70.94±2.15 74.46±3.00 67.43±3.03 
Safe Loss 72.75±1.12 71.61±1.53 73.89±1.64 
Threat Gain 74.85±1.74 77.42±2.53 72.27±2.35 
Threat Loss 72.89±1.12 72.99±1.73 72.80±1.45 

Accuracy rates in each condition during the learning task. 
SEM: standard error of the mean 
 
B. Transfer task (Preference (%)) 
Anxiety Valence Combined 

(Mean±SEM). 
Experiment 1 
(Mean±SEM). 

Experiment 2 
(Mean±SEM). 

Sa
fe

 

Gain 75% 76.93±2.79 83.83±4.09 70.04±3.56 
Gain 25% 47.70±2.83 41.33±4.73 54.07±2.88 
Loss 25% 50.68±1.75 50.50±3.04 50.86±1.74 
Loss 75% 24.68±1.93 24.33±3.48 25.04±1.72 

Th
re

at
 Gain 75% 83.39±2.04 87.67±3.37 79.11±2.18 

Gain 25% 42.58±2.56 39.67±4.35 45.50±2.69 
Loss 25% 52.99±1.70 54.33±2.81 51.64±1.93 
Loss 75% 21.04±1.65 18.33±2.86 23.75±1.58 

Percentages of selections for each symbol in the transfer task. Note that the transfer task data included only 
those trials in which choices were based on symbols from the same emotional condition during learning. 
SEM: standard error of the mean 
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Table A.2.3. Effect of valence and anxiety on learning performance. 

ANOVA  Combined Experiment 1 Experiment 2 

Anxiety 
F1,99 = 1.63 
p = .2042 
èêë  = 0.01 

F1,49 = 0.91 
p = .3454 
èêë  = 0.01 

F1,49 = 0.72 
p = .4006 
èêë  = 0.01 

Valence 
F1,99 = 0.00 
p = .9657 
èêë  = 0.00 

F1,49 = 2.42 
p =.1259 
èêë  = 0.04 

F1,49 = 2.18 
p = .1459 
èêë  = 0.04 

Anxiety × Valence 
F1,99 = 1.45 
p = .2319 
èêë  = 0.01 

F1,49 = 0.12 
p = .7339 
èêë  = 0.00 

F1,49 = 1.96 
p = .1679 
èêë  = 0.03 

Results from a 2x2 repeated measure ANOVA assessing the effects of anxiety and valence on correct 
response rate averaged across each condition of the learning task. 
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Table A.2.4. Effect of valence and anxiety on learning dynamics. 

GLME: Fixed-Effect Combined Experiment 1 Experiment 2 

Intercept 
0.33±0.04 

T25441=9.26;  
p= 1.06× 10-14 

0.35±0.06 
T9441=5.31;  

p = 1.07× 10-7 

0.33±0.04 
T15992=7.73;  

p = 1.06× 10-14 

Trial 
0.08±0.00 

T25441=12.23;  
p = 9.13× 10-23 

0.10±0.00 
T9441=11.86;  

p = 3.16× 10-32 

0.08±0.00 
T15992=9.83;  

p = 9.13× 10-23 

Valence 
0.00±0.04 

T25441=0.30; 
 p = .7632 

0.02±0.06 
T9441=0.41;  
p = .6772 

0.00±0.04 
T15992=0.02;  
p = .9806 

Anxiety 
0.01±0.06 

T25441=0.53;  
p = .5956 

0.02±0.06 
T9441=0.33;  
p = .7409 

0.01±0.06 
T15992=0.27;  
p = .7851 

Trial × Valence 
0.00±0.00 

T25441=1.66;  
p = .0961 

0.03±0.00 
T9441=4.27;  

p = 1.89× 10-5 

0.00±0.00 
T15992=0.12;  
p = .8991 

Trial × Anxiety 
0.00±0.00 

T25441=0.89;  
p = .3732 

0.00±0.00 
T9441=0.84;  
p = .3975 

0.00±0.00 
T15992=0.68;  
p = .4962 

Valence ×Anxiety 
0.10±0.05 

T25441=0.60;  
p = .5426 

-0.03±0.07 
T9441=-0.50;  

p = .6142 

0.10±0.05 
T15992=1.84;  
p = .0646 

Trial×Valence×Anxiety 
0.00±0.00 

T25441=0.29;  
p = .7646 

0.00±0.00 
T9441=0.72;  
p = .4713 

0.00±0.00 
T15992=-0.16;  

p = .8705 

GLME model result confirm the results from the ANOVA. Trial-by-trial choices (correct = 1, incorrect = 
0) were entered into a logistic model with the fixed factors trial, valence and anxiety.  
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Table A.2.5. Effect of valence and anxiety on transfer performance. 

ANOVA Combined Experiment 1 Experiment 2 

Anxiety 
F1,99 = 0.00 
p = 1.000 
èêë

 = 0.00 

F1,49 = 0.00 
p = 1.000 
èêë

 = 0.00 

F1,49 = 0.00 
p = 1.000 
èêë

 = 0.00 

Quality 
F1,99 = 241.60 
p = 2.59×10-28 

èêë
 = 0.70 

F1,49 = 126.68 
p = 3.43×10-15 

èêë
 = 0.72 

F1,49 = 163.98 
p = 2.97×10-17 

èêë
 = 0.76 

Valence 
F1,99 = 212.85 
p = 2.07×10-26 

èêë
 = 0.68 

F1,49 = 95.28 
p = 4.45×10-13 

èêë
 = 0.66 

F1,49 = 121.40 
p = 7.29×10-15 

èêë
 = 0.71 

Anxiety × Quality 
F1,99 = 6.37 
p = .0132 
èêë

 = 0.06 

F1,49 = 1.76 
p = .1896 
èêë

 = 0.03 

F1,49 = 6.30 
p = .0154 
èêë

 = 0.11 

Anxiety × Valence 
F1,99 = 0.31 
p = .5756 
èêë

 = 0.00 

F1,49 = 0.32 
p = .5742 
èêë

 = 0.00 

F1,49 = 0.03 
p = .8610 
èêë

 = 0.00 

Quality × Valence 
F1,99 = 2.16 
p = .1439 
èêë

 = 0.02 

F1,49 = 3.92 
p = .0531 
èêë

 = 0.07 

F1,49 = 0.29 
p = .5867 
èêë

 = 0.00 

Quality×Valence×Anxiety 
F1,99 = 0.55 
p = .4587 
èêë

 = 0.00 

F1,49 = 0.11 
p = .7331 
èêë

 = 0.00 

F1,49 = 3.62 
p = .0628 
èêë

 = 0.06 
Following Palminteri et al., (2015), cue preference rate was computed from the transfer task, and analyzed 
with a 3x2 repeated measure ANOVA. Note that the transfer task data included only those trials in which 
choices were based on symbols from the same emotional condition during learning. 
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Table A.2.6. Choices from transfer task were analyzed via GLME. 

GLME: Fixed-Effect Combined Experiment 1 Experiment 2 

'(Intercept)' 
-0.01 ±0.03 
T13592=-0.47; 

p = .6372 

0.03±0.08 
T2392=0.43; 
p = .6672 

-0.02±0.03 
T11192=-0.79; 

p = .4273 

Diff_Valence 
1.52±0.17 

T13592=8.90; 
p = 5.83× 10-19 

1.53 ±0.24 
T2392=6.15; 

p = 8.96 × 10-10 

1.55 ±0.22 
T11192=6.78; 

p = 1.22 × 10-11 

Diff_Quality 
1.70 ±0.26 

T13592=6.53; 
p = 6.73× 10-11 

2.28 ±0.33 
T2392= 6.90; 

p = 6.33× 10-12 

1.34 ±0.20 
T11192=6.69; 

p = 2.33 × 10-11 

Anxiety 
-0.05 ±0.04 
T13592=-1.07; 

p = .2840 

-0.02±0.12 
T2392=-0.21; 
p = .8269 

-0.07±0.04 
T11192=-1.52; 

p = .1269 

Diff_Valence× Diff_Quality 
0.03±0.07 

T13592=0.44; 
p = .6594 

0.18±0.16 
T2392=1.13; 
p = .2583 

-0.03±0.06 
T11192=-0.52; 

p = .5983 

Diff_Valence× Anxiety 
0.04±0.16 

T13592=0.29; 
p = .7659 

0.05±0.25 
T2392=0.20; 
p = .8384 

0.03±0.22 
T11192=0.15; 
p = .8729 

Diff_Quality × Anxiety 
0.55±0.22 

T13592=2.44; 
p = .0144 

0.53 ±0.43 
T2392=1.23; 
p = .2185 

0.57±0.25 
T11192=2.23; 
p = .0256 

Diff_Valence×Diff_Quality×Anxiety 
-0.03 ±0.09 
T13592=-0.43; 

p = .6642 

0.03±0.23 
T2392=0.14; 
p = .8867 

-0.04 ±0.10 
T11192=-0.48; 

p = .6282 
GLME (Generalized linear mixed model estimates) model result confirm the results from the ANOVA. 
Trial-by-trial choices (right = 1, left = 0) from the transfer task were entered into a logistic model with the 
fixed factors valence difference, quality difference and anxiety. Specifically, the model included independent 
variables accounting for differences between right and left cues, Diff_valence was defined as the difference 
in valence during learning and Diff _quality as the difference in the likelihood of avoiding a loss/attaining 
a gain during learning. The factor anxiety reflects whether cues were learned in the context of threat (threat 
= 1; safe =0). These variables were used to predict if the right cue was chosen. Diff: Difference between 
Right and Left stimuli.  
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Table A.2.7. Choice rate (focus on intermediate values) from transfer task. 

ANOVA Combined Experiment 1 Experiment 2 

Anxiety 
F1,99 = 0.55  
p = .4586 
èêë  = 0.00 

F1,99 = 0.12  
p = .7331 
èêë  = 0.00 

F1,99 = 3.63  
p = .0628 
èêë  = 0.06 

Valence 
F1,99 = 5.96  
p = .0163 
èêë  = 0.05 

F1,99 = 6.66  
p = .0129 
èêë  = 0.11 

F1,99 = 0.27  
p = .6039 
èêë  = 0.00 

Anxiety * Valence 
F1,99 = 2.63  
p = .1077 
èêë  = 0.02 

F1,99 = 0.52  
p = .4726 
èêë  = 0.01 

F1,99 = 3.27  
p = .0766 
èêë  = 0.06 

Following Palminteri et al., (2015), preferences of intermediate values from the transfer task were selectively 
analyzed with a 2x2 repeated measure ANOVA. 
 
 
 
 
 
 
Table A.2.8. Paired t-test results for interaction of quality and valence. 

Contract Combined Experiment 1 Experiment 2 
Better >Worse (safe pairs) 
(SG75 +SL25)- (SG25 +SL75) 

t99 = 9.30 
p <.001 
d = 0.65 

t49 = 6.94 
p < .001 
d = 0.69 

t49 = 6.58 
p < .001 
d = 0.65 

Better >Worse (threat pairs) 
(AG75 +AL25)- (AG25 +AL75) 

t99 = 14.53 
p <.001 
d = 1.02 

t49 = 9.70 
p < .001 
d = 0.97 

t49 = 12.79 
p < .001 
d = 1.27 

 [Better >Worse (threat pairs)] >    
 [Better >Worse (safe pairs)] 

t99 = 2.41 
p = .0165 
d = 0.17 

t49 = 1.27 
p = .2058 
d = 0.12 

t49 = 2.42 
p = .0171 
d = 0.24 

Post-hoc tests characterizing the interaction between quality and valence in the transfer task. The results 
show that identification of better stimuli is more pronounced when these were learned in a threatening 
compared to a safe context. These results were found for experiment 1 and the combined data, with 
experiment 2 showing an effect in the same direction.  
SG75: safe 75 % of gain; SG25: safe 25 % of gain; AG75: threat 75 % of gain; AG25: threat 25 % of gain; 
SL75: safe 75 % of loss; SL25: safe 25 % of loss; AL75: threat 75 % of loss; AL25: threat 25 % of loss.  
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Table A.2.9. Effect of incidental anxiety on reaction time. 
Anxiety might generally impact performance by increasing cognitive demands, which is usually associated 
with longer reaction times. That is, cognitive demands are higher in the threat compared to the no-threat 
condition. We analyzed reaction time using ANOVA and post-hoc paired t-test. 
 
A. ANOVA on Reaction time 

ANOVA Combined Experiment 1 Experiment 2 

Anxiety 
F1,99 = 2.66 
p = .1056 
èêë  = 0.02 

F1,49 = 3.49 
p = .0676 
èêë  = 0.04 

F1,49 = 0.56 
p = .4569 
èêë  = 0.01 

Valence 
F1,99 = 305.11 
p = 5.30×10-32 

èêë  = 0.75 

F1,49 = 109.25 
p = 4.5×10-14 

èêë  = 0.58 

F1,49 = 264.77 
p = 2.1×10-21 

èêë  = 0.84 

Anxiety × Valence 
F1,99 = 1.23 
p = .2697 
èêë  = 0.01 

F1,49 = 0.17 
p = .6818 
èêë  = 0.00 

F1,49 = 3.27 
p = .0764 
èêë  = 0.06 

Reaction time was averaged in each condition of the learning task, and analyzed with a 2x2 repeated measure 
ANOVA. The results showed a significant main effect of outcome valence. A non-significant main effect 
of anxiety and its interaction with outcome valence indicates anxiety has a limited effect on cognitive load 
 
B. Paired t-test on Reaction time 

Contrast Combined Experiment 1 Experiment 2 

Threat > Safe 
t99 = -1.63 
p = .1056 
d = 0.16 

t49 = -1.86 
p = .0676 
d = 0.25 

t49 =-0.74 
p = .4569 
d = 0.11 

A post-hoc analysis with paired t-test showed a trend of faster reaction times in the threat compared to the 
safe condition, indicating that participants did not respond more slowly under threat. The absence of slower 
reaction times under conditions of anxiety, one of the hallmark measures of cognitive load  (Pashler, 1994), 
indicates that participants did not face greater cognitive load in the threat condition. 
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Table A.2.10. Parameter comparison. 
THREAT > SAFE Combined Experiment 1 Experiment 2 

β t99 = 0.62 

 p = .5309 

d = 0.06 

t49 = 0.90 

p = .3683 

d = 0.12 

t49 = 0.09 

  p = .9249 

d = 0.01 

α+ t99 = -0.18 

p = .8537 

d = 0.01 

t49 = -0.03 

p = .9749 

d = 0.00 

t49 = -0.24 

p = .8072 

d = 0.03 

α- 

 

t99 = 0.77 

p = .4412 

d = 0.07 

t49 = 0.31 

p = .7534 

d = 0.04 

t49 = 1.30 

p = .1991 

d = 0.18 

αv t99 = -1.5 

p = .1362 

d = 0.15 

t49 = -1.63 

p = .1078 

d = 0.23 

t49 = -0.55 

p = .5833 

d = 0.07 

w t99 = 0.42 

p = .6698 

d = 0.04 

t49 =1.09 

p = .2787 

d = 0.15 

t49 = -0.44 

p =.6590 

d = 0.06 
In the modelling approach (step2), each parameter from the wining model (i.e., RELa,w) was split into safe 
and threat and formed a new model (i.e., model2-6). To test which learning parameter was significantly 
altered by anxiety, we conducted paired t-test for each learning parameter to statistically compare threat 
and safe parameters. No significant effect of anxiety was found in neither combined nor separated dataset.   
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A.3 Robustness Tests: Effects of experiment  
 
We assessed whether the two threat of shock paradigms we used caused systematic changes in 
learning performance, both for the learning and transfer tasks. To ensure different threat of shock 
paradigms did not bias our data, we conducted an additional GLME regressions by including 
Experiment as fixed effect in original factorial analyses (GLME2Learning and GLME2Transfer). In terms 
of learning performance, a non-significant main effect of experiment was obtained, and the factor 
experiment did not interact with anxiety (Figure A.3). Similarly, the factor experiment did not 
show a significant effect on the performance in the transfer task, nor was there a significant 
interaction of experiment with anxiety (Figure A.3). These results indicate that the two different 
threat of shock paradigms used in experiments 1 and 2 have similar effects on learning and post-
learning performance regardless of the dynamics and intensity of the anxiety induction that lead 
to different anxiety levels. 
 
 

GLME2Learning:	Correct	~	(Intercept)	+	Valence	+	Anxiety	*	Experiment	*	Trial	+	
(1	+	Valence	+	Anxiety	*	Experiment	*	Trial	|	Subject);		

GLME2Transfer:	ChooseRight	~	(Intercept)	+	Diff_Valence	+	Diff_Quality	*	Anxiety*	
Experiment	+	(1	+	Diff_Valence	+	Diff_Quality	*	Anxiety*	Experiment	|	Subject);	
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A. GLME results for Learning task 

 
B. GLME results for Transfer task 

 
Figure A.3. The effect of experiment on learning (A) and preferences (B). GLME model with correct 
choice (i.e., GLME2Learning) and choosing right option (i.e., GLME2Transfer) as dependent variables. The y-
axis represents the estimated standardized coefficient (t-value), and the x-axis represents each factor in the 
GLME model.  
Exp.: experimental number; Val.: outcome valence; Qual.: Quality of cue (i.e. Higher expected value in its 
pair during learning); Anx.: Anxiety manipulation. 
~ .05< p <.1; *   .01< p <.05; ** .001< p < .01; *** p < .001  
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A.4 Robustness tests: Effects of trait anxiety  
 
Trait anxiety can modulate the impact of induced anxiety, as indicated in previous studies 
(Cavanagh et al., 2011). Specifically, highly anxious participants might react more strongly to a 
threatening environment than participants with low levels of anxiety. To assess these potentially 
interactive effects between trait and state anxiety, we assessed whether BAI moderates the effects 
of state anxiety or valence on learning and post-learning performance.  
 
We ran the additional GLME regressions that included trait anxiety (i.e. BAI score) as a fixed 
factor for decisions in the learning and transfer tasks. In both models, BAI did not yield a 
significant main effect, nor were two- and three-way interactions with the factor anxiety significant. 
These results indicate that trait anxiety has limited effects on both learning and post-learning 
performances (Figure A.4) and does not modulate the impact of state anxiety on learning and 
preferences. 
 
Interaction between Trait and State Anxiety 
 

GLME3Learning:	Correct	~	(Intercept)	+	BAI	 *	Anxiety	 *	Trial	+	Valence	+	 	 (1	+		
Anxiety	*	Trial	+	Valence	|	Experiment/Subject);		

GLME3Transfer:	 ChooseRight	 ~	 (Intercept)	 +	 Anxiety	 *	 BAI	 +	 Diff_Valence	 *	
Diff_Quality	+	(1	+	Diff_Valence	*	Diff_Quality	+	Anxiety	|	Experiment/Subject);	
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A. GLME results for Learning task 

 
B. GLME results for Transfer task 

 
 
 
Figure A.4. The effect of trait anxiety on learning (A) and preferences (B). Generalized linear mixed-effect 
model with correct choice (i.e., GLME3Learning) and choosing right option (i.e., GLME3Transfer) as dependent 
variable. The y-axis represents the estimated standardized coefficient, and x-axis represents each factor in 
the GLME model. Each dot was plotted with estimated standardized coefficient and its standard error.  
BAI: Beck Anxiety inventory score; Val.: outcome valence; Qual.: Quality of cue (i.e. Higher expected 
value in its pair during learning); Anx.: Anxiety manipulation. 
 ~ .05< p <.1; * .01< p <.05; ** .001< p < .01; *** p < .001 
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A.5 Robustness Tests: Assessment of the Cognitive Resources Hypothesis  
 
We tested an alternative interpretation for our results that states that the non-significant effects of 
anxiety on learning may be due to a relatively easy task that does not tax our participants’ cognitive 
resources (Eysenck et al., 2007). Although we did not directly manipulate cognitive demands in 
the current experiment, we can inspect individual differences in average task performance as a 
proxy for how demanding the learning task was on average for individual participants. 
 
To test this interpretation, we first used cluster analysis (k-means, 2 clusters) to identify good and 
bad performers based on participants’ average learning performance throughout the task 
independent of condition. The cluster centroids for good and bad performers were found by 
minimizing the sum of data-to-centroid distances (Lloyd, 1982). This way, the mean performance 
is differentiable between clusters (Good performers: 75.51±0.7%; Bad performers: 60.34±1.0%). 
We then ran additional GLME regressions that included a dummy for average performance to 
predict correct choice in the learning task and preference in the transfer task. For the learning data, 
the results show that the performance group dummy can predict correct choice and the effect is 
positively modulated by trial, which confirms the clustering and furthermore implies that better 
average performance is also associated with faster learning. Unlike predictions from attentional 
control theory, the performance group effect is not modulated by anxiety (two-way and three-
way interactions of anxiety and cluster and trial are insignificant) (Figure A.5). 
 
Results for post-learning data show non-significant main and interaction effects of performance 
group on predicting choice. Importantly, the non-significant two- and three-way interactions of 
performance group and quality (and anxiety) imply that better and worse 
learners have similar abilities to recognizing the better symbol, and anxiety influences these groups 
equally (Figure A.5). 
 
Interaction between Trait and State Anxiety 
 

GLME4Learning:	Correct	~	(Intercept)	+	cluster	*	Anxiety	*	Trial	+	Valence	+	(1	+	
Anxiety	*	Trial	+	Valence	|	Experiment/Subject);		

GLME4Transfer:	 ChooseRight	 ~	 (Intercept)	 +	 Anxiety	 *	 cluster	 +	 Diff_Valence	 *	
Diff_Quality	+	(1	+	Diff_Valence	*	Diff_Quality	+	Anxiety	|	Experiment/Subject);  
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A. GLME results for Learning task 

 

B. GLME results for Transfer task 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A.5. The effect of trait anxiety on learning (A) and preferences (B). Generalized linear mixed-effect 
model with correct choice (i.e., GLME4Learning) and choosing right option (i.e., GLME4Transfer) as dependent 
variable. The y-axis represents the estimated standardized coefficient, and x-axis represents each factor in 
the GLME model. Each dot was plotted with estimated standardized coefficient and its standard error. 
Cluster: Good or bad learner; Val.: outcome valence; Qual.: Quality of cue (i.e. Higher expected value in 
its pair during learning); Anx.: Anxiety manipulation. 
~ .05< p <.1; * .01< p <.05; ** .001< p < .01; *** p < .001 
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A.6 Robustness Tests: Selectively test high SCR-responders  
 
Our participants might respond differently to our anxiety induction, which may limit the 
behavioral effects of threat of shock in some participants. To address this, we further selectively 
analyzed participants that showed elevated SCR responses during the threat condition (threat > 
safe). We first performed a median split on our participants and analyzed the learning data from 
only those subject that fell in the top 50th percentile of the SCR response in each experiment. Using 
our original analysis approach outlined in this chapter (averaged performance entered into 
ANOVA, trial-by-trial data entered into GLME), we then investigate the effects of anxiety in the 
top half of SCR responders. Even in this select subsample that would be expected to show the 
greatest effect of anxiety (Berghorst et al., 2013), the effect of anxiety on learning and post-learning 
performance and its interactions remain non-significant as shown in the tables and figures below. 
 
Table A.6.1. ANOVA results for high SCR responders in the learning task. 
 Combined Experiment 1 Experiment 2 

Anxiety 
F1,45 = 0.00 
p = .9365 
èêë

 = 0.00 

F1,23 = 1.23 
p = .2776 
èêë

 = 0.05 

F1,21 = 0.55 
p = .4679 
èêë

 = 0.02 

Valence 
F1, 45 = 0.03 

p =.8536 
èêë

 = 0.00 

F1,23 = 0.36 
p = .5538 
èêë

 = 0.01 

F1,21 = 0.28 
p = .6044 
èêë

 = 0.01 

Anxiety × Valence 
F1, 45 = 0.01 
p = .9160 
èêë

 = 0.00 

F1,23 = 0.83 
p = .3693 
èêë

 = 0.03 

F1,21 = 0.96 
p = .3375 
èêë

 = 0.04 
Using the same 2x2 repeated measure ANOVA to assess the effects of anxiety and valence on correct 
response rate averaged across each condition of the learning task.  
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Table A.6.2. ANOVA results for high SCR responders in the transfer task. 

 Combined Experiment 1 Experiment 2 

Anxiety 
F1,45 = 0.00 
p = 1.000 
èêë

 = 0.00 

F1,23= 0.00 
p = 1.000 
èêë

 = 0.00 

F1,21= 0.00 
p = 1.000 
èêë

 = 0.00 

Quality 
F1,45 = 85.11 

p = 6.09 ×10-12 

èêë
 = 0.65 

F1,23= 46.31 
p = 6.10 ×10-7 

èêë
 = 0.66 

F1,21= 58.37 
p = 1.70 ×10-7 

èêë
 = 0.73 

Valence 
F1,45 = 84.38 

p = 6.93×10-12 

èêë
 = 0.65 

F1,23= 35.47 
P = 4.50 ×10-7 

èêë
 = 0.60 

F1,21= 51.57 
p =4.43 ×10-7 

èêë
 = 0.71 

Anxiety × Quality 
F1,45 = 1.60 
p = .2116 
èêë

 = 0.03 

F1,23= 0.46 
p = .5036 
èêë

 = 0.01 

F1,21= 1.79 
p = .1950 
èêë

 = 0.07 

Anxiety × Valence 
F1,45 = 0.30 
P = .5810 
èêë

 = 0.00 

F1,23= 0.02 
p = .8852 
èêë

 = 0.00 

F1,21= 1.11 
p =.3028 
èêë

 = 0.05 

Quality × Valence 
F1,45 = 3.64 
p = .0628 
èêë

 = 0.07 

F1,23= 3.19 
p = .0872 
èêë

 = 0.12 

F1,21= 0.50 
p = .4844 
èêë

 =0.02 

Quality×Valence×Anxiety 
F1,45 = 0.14 
p = .7035 
èêë

 = 0.00 

F1,23= 0.21 
p = .6446 
èêë

 = 0.00 

F1,21= 0.01 
p = .9134 
èêë

 = 0.00 
Using the same 2x3 repeated measure ANOVA to assess the effects of anxiety, valence and quality on cue 
preference (i.e., percentage of selection) in the transfer task. Note that the transfer task data included only 
those trials in which choices were based on symbols from the same emotional condition during learning. 
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A. GLME results for learning task 

 
B. GLME results for transfer task 

 
 
Figure A.6. Effect of incidental anxiety on learning performance from high SCR-responders. (A) 
Generalized linear mixed-effect model (i.e., GLME1Learning) for the learning task (DV = correct/incorrect 
choice). The y-axis represents the estimated standardized coefficient, and x-axis represents each factor in 
the GLME model. (B) Generalized linear mixed-effect model (i.e., GLME1Transfer) for the transfer task (DV 
= choosing the right option). The y-axis represents the estimated standardized coefficient (t-value), and x-
axis represents each factor in the GLME model. Each dot was plotted with estimated standardized 
coefficient and its standard error. Each dot was plotted with estimated standardized coefficient and its 
standard error. 
~ .05< p <.1; * .01< p <.05; ** .001< p < .01; *** p < .001 
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A.7 Robustness Tests: Performance in early and late learning stages 
 
The significant effect of anxiety on post-learning performance in the absence of an effect of 
anxiety on average learning performance poses the question to what extent the effect is related to 
learning performance. We first hypothesized that there is a difference between early learning 
performance and late learning performance, with late learning performance driving the post-
learning preferences. To capture late learning performance, we focus specifically on the last 
session(s) (experiment 1: last session with 96 trials, experiment 2: last 2 sessions with 160 trials), 
because this period reflects the most recent learning performance relative to the transfer task (i.e., 
the stimuli presented in the post-learning task are those learned in these final session(s)). We 
selectively analyzed the learning data from the final session(s) only (session 2 from experiment 1 
and sessions 3-4 from experiment 2). Entering this restricted dataset into an ANOVA identifies a 
marginally significant main effect of anxiety (F1,99 = 3.43, p = .0668, èêë  = 0.03) and a near-
significant interaction between anxiety and outcome valence (F1,99 = 3.93, p = .0501, èêë  = 0.01). 
Follow-up paired t-tests showed that the discrepancy between G75 and L25 (i.e., better options in 
the gain and loss domain, respectively) was significantly higher in safe than in threat conditions (t99 

= 1.98, p = .0501, d = 0.19), and the effect was driven by gain learning (Safe G75> Threat  G75: 
t99 = -2.03, p = .0443, d = 0.20) but not by loss learning (Safe L25> Threat L25: t99 = 0.13, p = .8930, 
d = 0.01). Moreover, the result was not found when we selectively analyzed data from early learning 
stages.   
 
The results indicate that the learning performance in the late learning stage, rather than early or 
overall performance, might be more susceptible to the effect of incidental anxiety.  On the other 
hand, in the final session, incidental anxiety boosted gain learning as G25 was selected relatively 
less and G75 relatively more in the threat condition compared to the safe condition, while no 
effect of anxiety was observed for loss learning.  
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Figure A.7. Learning performance at different stages of learning task. Average correct rate across 
four conditions for combined data (left panel), early learning session (middle panel) and late session (right 
panel).  
 

 
 
Table A.7. Learning performance at different stages of learning task. 

 Combined Early session Late session 

Anxiety 
F1,99 = 1.63 
p = .2042 
èêë  = 0.01 

F1,99 = 0.00 
p = .9539 
èêë  = 0.00 

F1,99 = 3.43 
p = .0668 
èêë  = 0.03 

Valence 
F1,99 = 0.00 

p =.9657 
èêë  = 0.00 

F1,99 = 1.57 
p = .2130 
èêë  = 0.01 

F1,99 = 1.07 
p = .3015 
èêë  = 0.01 

Anxiety × Valence 
F1,99 = 1.45 

p =.2319 
èêë  = 0.01 

F1,99 = 0.32 
p = .5733 
èêë  = 0.00 

F1,99 = 3.93 
p = .0501 
èêë  = 0.03 

Correct response rate was averaged in each condition of the learning task, and analyzed with a 2x2 repeated 
measure ANOVA. 
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A.8 Robustness tests: Association between ‘late’ learning stage and 
preference 
 
The number of selections in the learning stage might be further transferred to preferences in the 
transfer task. We therefore test whether the number of selections of high value stimuli (relative to 
lower value stimuli) in the final sessions can predict preferences of G75 (vs. G25) and L25 (vs. 
L75) in the transfer task. To test the effects of learning on post-learning preferences (%), we ran 
a GLME with learning (i.e., the number of selections in the final sessions), valence and anxiety as 
predictors.  
 

GLME5Transfer:	Preference	~	 (Intercept)	+	Valence	 *	Learning	 *	Anxiety	+	 (1	+	
Valence	*	Learning	*	Anxiety	|	Experiment/Subject);	

 
The results showed a significant main effect of learning (βLearning = 0.59±0.03, t392 = 19.61, p = 
3.65×10-60), but no significant interactions with outcome valence (βLearning × Valence = 0.02±0.02, t392 
= 1.25, p = .2102) nor anxiety (βLearning × Anxiety = 0.01±0.02, t392 = 0.56, p = .5722).   
 
We also analyzed differential preferences between intermediate values (i.e., GL_Pref: G25> L25) 
reflective of context effects via an additional GLME, which included differential number of 
selections in the later learning stage (i.e., GL_Learning: G25>L25) and anxiety as factors.  
 

GLME6Transfer:GL_Pref	~	(Intercept)	+	GL_Learning	*	Anxiety	+	(1	+	GL_Learning	
*	Anxiety	|	Experiment/Subject);	

 
The results showed that the preferences between intermediate values can be generally predicted 
by learning performances (main effect of differences on learning performances: βGL_Learning = 
0.53±0.05, t196 = 9.31, p = 2.50×10-17) regardless of the anxiety manipulation (βAnxiety × GL_Learning = 
0.01±0.05, t196 = 0.31, p = .7550). Jointly, these results showed that (1) there is a marginally 
significant effect of anxiety on late learning performance in the absence of an effect of anxiety on 
early learning performance, (2) there is a strong relationship between late learning performance 
and post-learning preferences, and (3) incidental anxiety might have a limited effect on changing 
the association between learning performance and post-learning preferences. 
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A. GLME on overall preferences 

 
B. GLME on intermediate values 

 
Figure A.8. The effect of number of selections on preferences. (A) Generalized linear mixed-effect 
model (i.e., GLME5Transfer) with choosing rate as dependent variable. (B) Generalized linear mixed-effect 
model (i.e., GLME6Transfer) with differential preferences between intermediate values (i.e., LG_pref: 
L25>G25) as dependent variable. The y-axis represents the estimated standardized coefficient, and the x-
axis represents each factor in the GLME model. Dot colors indicate results from different dataset. 
GL_Learning.: learning performance (differential number of selections between intermediate values: 
G25> L25); Anx.: Anxiety manipulation. 
~ .05< p <.1; * .01< p <.05; ** .001< p < .01; *** p < .001 
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APPENDIX B: Supplementary Material for Chapter 3 

B.1 Overview of Experimental paradigms 
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Figure B.1. Experimental paradigms. (A-F) Behavioral tasks for Experiments 1-6. Successive screens 
displayed in one trial are shown from left to right with durations in ms. All tasks are based on the same 
principle: after a fixation cross, participants are presented with a couple of abstract symbols displayed on a 
computer screen and have to choose between them. They are thereafter asked to report their confidence 
in their choice on a numerical scale. Outcome associated with the chosen symbol is revealed, sometimes 
paired with the outcome associated with the unchosen symbol -depending on the condition. Tasks 
specificities are as follow: (A) Experiment 1: symbols are displayed on the left and right sides of the screen. 
Confidence is reported on a 0-10 Likert scale non-incentivized. (B) Experiment 2: similar to experiment 1, 
except that confidence is reported on a 50-100% rating scale and incentivized. (C) Experiment 3: similar 
to Experiment 2, except that options are displayed on a vertical axis. Besides, the response mapping (how 
the left vs right arrow map to the upper vs lower symbol) is only presented after the symbol display, and 
the response has to be given within one second of the response mapping screen onset. (D) Experiment 4: 
similar to experiment 3, except that a short empty screen is used as a mask, between the symbol display and 
the response mapping. (E) Experiment 5: similar to experiment 4, except that a jitter is introduced in the 
symbol presentation. (F) Experiment 6: similar to experiment 2, except that a shorter duration is allowed 
from the symbol presentation to the choice.  
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B.2 Overview of treatment effect 
 

Table B.2. One-way ANOVA results for the combined data from six experiments. 

    Gain - Loss Partial - Complete Interaction 

Pe
rfo

rm
an

ce
 

(A
cc

ur
ac

y 
ra

te
) 

F(5, 102), [η2] 

(p-val) 
0.35, [0.02] 

(0.884) 
0.52, [0.03] 

(0.729) 
0.56, [0.03] 

(0.725) 

C
on

fid
en

ce
 

 F(5, 102), [η2] 

(p-val) 
1.26, [0.06] 

(0.289) 
1.19, [0.06] 

(0.319) 
0.51, [0.02] 

(0.771) 

R
T

 F(5, 102), [η2] 

(p-val) 
7.98, [0.28] 
(<.001) *** 

2.81, [0.12] 
(0.021)* 

2.98, [0.13] 
(0.015)* 

The role of experimental manipulations on the effect of outcome valence on Performance, Confidence and 
RT. 
~ p <.1; * p <.05; ** p <.01; *** p <.001 
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B.3 Results of GLME  
 

Table B.3.1. Estimated coefficients from generalized linear mixed-effect models on performance across experiments 
 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 

Val. 
β ± SE 

t-val 
(p-val) 

0.40 ± 0.21 
1.86 

(0.063)~ 

0.08 ± 0.18 
0.32 

(0.748) 

0.16 ± 0.27 
0.58 

(0.561) 

0.15 ± 0.19 
0.78 

(0.43) 

-0.08 ± 0.17 
-0.50 

(0.620) 

0.12 ± 0.15 
0.76 

(0.449) 

Inf. 
β ± SE 

t-val 
(p-val) 

0.31 ± 0.18 
1.74 

(0.081)~ 

0.72 ± 0.16 
4.59 

(<.001)*** 

0.52 ± 0.22 
2.40 

(0.016)* 

0.63 ± 0.30 
2.10 

(0.036)* 

0.51 ± 0.18 
2.92 

(0.004)** 

0.22 ± 0.16 
1.41 

(0.158) 

Val x Inf 
β ± SE 

t-val 
(p-val) 

0.10 ± 0.20 
0.47 

(0.638) 

0.20 ± 0.21 
0.92 

(0.356) 

0.16 ± 0.19 
0.83 

(0.405) 

0.36 ± 0.23 
1.56 

(0.118) 

0.04 ± 0.18 
0.23 

(0.814) 

0.25 ± 0.12 
2.13 

(0.034)* 

Fix (s) 
β ± SE 

t-val 
(p-val) 

- - - 
0.18 ± 0.35 

-0.51 
(0.611) 

-0.28 ± 0.28 
-0.99 

(0.322) 
- 

Stim (s) 
β ± SE 

t-val 
(p-val) 

- - - - 
0.03 ± 0.07 

0.37 
(0.713) 

- 

Mask (s) 
β ± SE 

t-val 
(p-val) 

- - - 
0.14 ± 0.29 

-0.47 
(0.637) 

0.17 ± 0.28 
0.57 

(0.567) 
- 

Sess. 
β ± SE 

t-val 
(p-val) 

0.34 ± 0.14 
2.40 

(0.016)* 

0.78 ± 0.15 
5.08 

(<.001)*** 

0.58 ± 0.14 
4.17 

(<.001)*** 

0.46 ± 0.15 
3.00 

(0.003)** 

0.30 ± 0.10 
2.89 

(0.004)** 

0.09 ± 0.07 
1.32 

(0.186) 
β: estimated regression coefficients for fixed effects. SE: estimated standard error of the regression 
coefficients. 
Val.: valence; Inf.: information; Fix.: fixation duration; Stim.; stimulus display duration; Sess.: session 
number. 
~ p <.1; * p <.05; ** p <.01; *** p <.001  
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Table B.3.2. Estimated coefficients from generalized linear mixed-effect models on confidence across experiments 
  Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 

Val. 
β ± SE 

t-val 
(p-val) 

8.85 ± 1.51 
5.86 

(<.001)*** 

8.29 ± 2.05 
4.04 

(<.001)*** 

4.23 ± 1.17 
3.59 

(<.001)*** 

5.34 ± 1.19 
4.50 

(<.001)*** 

7.19 ± 2.27 
3.16 

(0.002)** 

7.05 ± 1.32 
5.34 

(<.0001) *** 

Inf. 
β ± SE 

t-val 
(p-val) 

0.76 ± 0.51 
1.49 

(0.135) 

2.75 ± 1.20 
2.28 

(0.022)* 

0.95 ± 0.61 
1.55 

(0.120) 

1.55 ± 0.85 
1.82 

(0.069)~ 

1.59 ± 0.59 
2.69 

(<0.001)*** 

0.27 ± 0.78 
0.35 

(0.726) 

Val x Inf 
β ± SE 

t-val 
(p-val) 

-2.16 ± 0.76 
-2.85 

(0.004)** 

-1.38 ± 0.65 
-2.12 

(0.034)* 

-0.90 ± 0.69 
-1.31 

(0.192) 

-1.51 ± 0.72 
-2.10 

(0.036)* 

-2.67 ± 0.95 
-2.81 

(0.004)** 

-2.05 ± 0.88 
-2.33 

(0.019)* 

Fix (s) 
β ± SE 

t-val 
(p-val) 

- - - 
-1.11 ± 1.40 

-0.79 
(0.428) 

0.49 ± 1.43 
0.34 

(0.734) 
- 

Stim (s) 
β ± SE 

t-val 
(p-val) 

- - - - 
0.21 ± 0.39 

0.53 
(0.596) 

- 

Mask (s) 
β ± SE 

t-val 
(p-val) 

- - - 
0.27 ± 1.48 

-0.18 
(0.854) 

-0.40 ± 1.32 
-0.30 

(0.761) 
- 

Sess. 
β ± SE 

t-val 
(p-val) 

2.99 ± 0.98 
3.05 

(0.002)** 

2.84 ± 0.68 
4.19 

(<.001)*** 

1.75 ± 0.73 
2.41 

(0.016)* 

1.96 ± 0.89 
2.23 

(0.026)* 

1.20 ± 0.80 
1.50 

(0.133) 

-0.49 ± 1.10 
-0.45 

(0.653) 

β: estimated regression coefficients for fixed effects. SE: estimated standard error of the regression 
coefficients. 
Val.: valence; Inf.: information; Fix.: fixation duration; Stim.; stimulus display duration; Sess.: session 
number. 
~ p <.1; * p <.05; ** p <.01; *** p <.001 
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β: estimated regression coefficients for fixed effects. SE: estimated standard error of the regression 
coefficients. 
Val.: valence; Inf.: information; Fix.: fixation duration; Stim.; stimulus display duration; Sess.: session 
number. 
~ p <.1; * p <.05; ** p <.01; *** p <.001  

 
Table B.3.3. Estimated coefficients from generalized linear mixed-effect models on response times across 
experiments 

  Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 

Val. 
β ± SE 

t-val 
(p-val) 

-151.12 ± 40.37 
-3.74 

(<.001)*** 

-115.63 ± 30.96 
-3.73 

(<.001)*** 

-15.31 ± 4.33 
-3.53 

(<.001)*** 

-13.49 ± 4.97 
-2.71 

(0.007)** 

-3.23 ± 3.44 
-0.94 

(0.349) 

-35.19 ± 8.60 
-4.10 

(<.001)*** 

Inf. 
β ± SE 

t-val 
(p-val) 

-6.57 ± 19.58 
-0.34 

(0.737) 

-44.37 ± 15.75 
-2.82 

(0.005)** 

5.81 ± 4.13 
1.41 

(0.160) 

-2.81 ± 4.28 
-0.65 

(0513) 

0.80 ± 3.78 
-0.21 

(0.832) 

-8.23 ± 5.11 
-1.61 

(0.107) 

Val x Inf 
β ± SE 

t-val 
(p-val) 

65.58 ± 28.77 
2.28 

(0.023)* 

10.59 ± 18.88 
0.56 

(0.575) 

3.75 ± 3.25 
1.15 

(0.249) 

3.67 ± 4.19 
0.88 

(0.381) 

-3.04 ± 3.85 
-0.79 

(0.430) 

8.35 ± 5.43 
1.54 

(0.124) 

Fix (s) 
β ± SE 

t-val 
(p-val) 

- - - 
-2.37 ± 16.13 

-0.15 
(0.883) 

18.56 ± 12.77 
1.45 

(0.146) 
- 

Stim (s) 
β ± SE 

t-val 
(p-val) 

- - - - 
-13.12 ± 4.00 

-3.28 
(<.001)*** 

- 

Mask(s) 
β ± SE 

t-val 
(p-val) 

- - - 
-68.34 ± 16.35 

-4.18 
(<.001)*** 

-54.20 ± 14.5 
-3.73 

(<.001)*** 
- 

Sess. 
β ± SE 

t-val 
(p-val) 

-152.43 ± 33.63 
-4.53 

(<.001)*** 

-146.28 ± 26.13 
-5.60 

(<.001)*** 

-26.93 ± 6.14 
-4.38 

(<.001)*** 

-32.55 ± 9.51 
-3.42 

(<.001)*** 

-27.57 ± 5.64 
-4.79 

(<.001)*** 

-6.39 ± 8.34 
-0.77 

(0.443) 
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Table B.3.4. Estimated coefficients from generalized linear mixed-effect models on confidence, controlling for 
reaction times, across experiments 

 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 

Val. 
β ± SE 

t-val 
(p-val) 

158.94 ± 28.40 
5.60 

(<.001)*** 

7.12 ± 1.97 
3.61 

(<.001)*** 

3.99 ± 1.18 
3.39 

(<.001)*** 

5.16 ± 1.17 
4.41 

(<.001)*** 

7.11 ± 1.70 
4.19 

(<.001)*** 

6.29 ± 1.28 
4.91 

(<.001)*** 

Inf. 
β ± SE 

t-val 
(p-val) 

10.47 ± 9.22 
1.14 

(0.256) 

2.29 ± 1.15 
1.99 

(0.046)* 

0.99 ± 0.58 
1.73 

(0.084)~ 

1.46 ± 0.84 
1.74 

(0.081)~ 

1.67 ± 0.51 
3.31 

(<.001)*** 

0.13 ± 0.82 
0.16 

(0.875) 

Val x Inf 
β ± SE 

t-val 
(p-val) 

-31.32 ± 13.3 
-2.35 

(0.019)* 

-1.09 ± 0.63 
-1.74 

(0.082)~ 

-0.79 ± 0.71 
-1.11 
(0.27) 

-1.37 ± 0.73 
-1.86 

(0.062)~ 

2.45 ± 0.81 
-3.02 

(0.003)** 

-2.06 ± 0.88 
-2.34 

(0.019)* 

RT 
β ± SE 

t-val 
(p-val) 

-0.08 ± 0.028 
-3.01 

(0.002)** 

-0.01 ± 0.00 
-8.68 

(<.001)*** 

-0.02 ± 0.00 
-8.21 

(<0.001)*** 

-0.02 ± 0.00 
-4.65 

(<.001)*** 

-0.01 ± 0.00 
-4.32 

(<.001)*** 

-0.01 ± 0.00 
-2.20 

(0.028)* 

Fix (s) 
β ± SE 

t-val 
(p-val) 

- - - 
-0.00 ± 0.00 

-0.62 
(0.532) 

0.00 ± 0.00 
0.58 

(0.561) 
- 

Stim (s) 
β ± SE 

t-val 
(p-val) 

- - - - 
-0.00 ± 0.00 

-0.02 
(0.985) 

- 

Mask (s) 
β ± SE 

t-val 
(p-val) 

- - - 
-0.00 ± 0.00 

-1.11 
(0.267) 

-0.00 ± 0.00 
-0.78 

(0.436) 
- 

Sess. 
β ± SE 

t-val 
(p-val) 

41.97 ± 19.46 
2.16 

(0.031)* 

0.71 ± 0.84 
0.85 

(0.396) 

0.96 ± 0.70 
1.37 

(0.172) 

1.41 ± 0.920 
1.53 

(0.125) 

0.86 ± 0.78 
1.10 

(0.273) 

-0.87 ± 1.14 
-0.77 

(0.443) 

β: estimated regression coefficients for fixed effects. SE: estimated standard error of the regression 
coefficients. 
Val.: valence; Inf.: information; Fix.: fixation duration; Stim.; stimulus display duration; Sess.: session 
number.  
~ p <.1; * p <.05; ** p <.01; *** p <.001 



APPENDIX B 
 

 145 
 

B.4 Effect of Experiments 
 
 

 
Figure B.4.1. Post-hoc analysis results. The post-hoc tests were performed using the multcompare 
function in Matlab, that implements Tukey’s honestly significant difference criterion to deal with multiple 
comparisons. Means of Choice Accuracy, Confidence and RT for each experiment are represented by a 
circle. The 95% confidence interval (CI) is represented by a line extending out of the circle. The post-hoc 
analysis compared each experiment with experiment 2 (which served as a basis to design experiments 3-
6). (A) Left: Accuracy. Middle: Confidence. Right: Response times. (B) Correlation between 
confidence and RT. Experiment 2 is represented by a blue dot ± 95% CI error bar. Experiments 
represented with a red (resp. grey) dot ± 95% CI error bars were significantly (resp. not significantly) 
different from Experiment 2. 
~ p <.1; * p <.05; ** p <.01; *** p <.001  
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Figure B.4.2. Post-hoc analysis with multiple comparison test. The post-hoc tests were performed 
with the multcompare function in Matlab, and implement Tukey’s honestly significant difference criterion to 
deal with multiple comparisons. The mean effects of the experimental treatments (Valence, Information 
and their interaction) for each experiment are represented by a circle. The 95% confidence interval (CI) is 
represented by a line extending out of the circle. The post-hoc analysis compared each experiment with 
experiment 2 (whose experimental design served as a basis for experiments 3-6). (A) Effects of Valence 
(gain-loss), Information (complete – partial) and their Interaction on Accuracy. (B) Effects of Valence 
(gain-loss), Information (complete – partial) and their Interaction on Confidence. (C) Effects of Valence 
(gain-loss), Information (complete – partial) and their Interaction on RT.  
Experiment 2 is represented with a blue dot ± 95% CI error bar. Experiments represented with a red (resp. 
grey) dot ± 95% CI error bars were significantly (resp. not significantly) different from Experiment 2. 
~ p<.1; * p <.05; ** p <.01; *** p <.001 
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B.5 Robust regression analyses 
 

For each individual, we estimated the net effect of valence on RT and confidence, by computing the 
averaged difference of these behavioral measures in the gain versus loss contexts. For analyses restricted to 
a single experiment, we used robust regressions to decrease the vulnerability of our estimates in the relatively 
small samples (n=18). For the combined analysis (n=108; yellow area in the table), simple and robust 
regressions gave similar results, and we only report here the results of the simple regression.  
β: estimated regression coefficient. SE: estimated standard error of the regression coefficient. 
~ p<.1; * p <.05; ** p <.01; *** p <.001 
  

Table B.5. Estimated coefficients from inter-individual robust regressions. 
  Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 All 

In
te

rc
ep

t β ± SE 
t-val 

(p-val) 

8.02 ± 2.15 
3.72 

(0.002)** 

2.94 ± 1.29 
2.27 

(0.037)* 

2.16 ± 0.95 
2.27 

(0.038)* 

3.54 ± 1.37 
2.58 

(0.020)* 

6.76 ± 1.81 
3.73 

(0.002)** 

3.59 ± 1.95 
2.41 

(0.028)* 

5.62 ± 0.69 
8.18 

(<.001)*** 

Sl
op

e 

β ± SE 
t-val 

(p-val) 

-0.00±0.01 
-0.27 

(0.793) 

-0.03 ± 0.01 
-3.55 

(0.003)** 

-0.02 ± 0.04 
-0.46 

(0.662) 

-0.06 ± 0.06 
-0.97 
(0.35) 

0.17 ± 0.18 
0.81 

(0.368) 

-0.10 ± 0.03 
-3.35 

(0.004)** 

-0.02 ± 0.01 
-3.75 

(<.001)*** 
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APPENDIX C: Supplementary Material for Chapter 4 

 
C.1 Demographics and behavior results (with model-free analyses) 
 
Table C.1.1. Demographics and behavior. 

Gender 
M/F 

Age 
mean ± STD 

Performance (%) 
mean ± SEM 

Confidence (%) 
mean ± SEM 

RT (ms) 
mean ± SEM 

17/23 22.69±4.44 78.31 ± 1.58 78.71 ± 1.30 715.76 ±11.17 
  M: Male; F: Female; STD: standard deviation; SEM: standard error of the mean 
 
 
 
Table C.1.2. Repeated measures ANOVA results reported for learning performance (i.e., choice accuracy rate), 
confidence and reaction time (RT). 

Performance 
F(1,39) 

[η2] 
(p-val.) 

Confidence 
F(1, 39) 

[η2] 
(p-val.) 

RT 
F(1, 39) 

[η2] 
(p-val.) 

val. inf. val.×inf. val. inf. val.×inf. val. inf. val.×inf. 
0.00 

[0.00] 
(0.967) 

22.05 
[0.07] 

(<.001)*** 

0.01 
[0.00] 

(0.906) 

36.56 
[0.10] 

(<.001)*** 

6.76 
[0.01] 

(0.013)* 

9.62 
[0.00] 

(0.004)** 

4.77 
[0.01] 

(0.035)* 

0.31 
[0.00] 

(0.578) 

0.97 
[0.00] 

(0.332) 
Val.: outcome valence (gain/loss); inf.: information (partial/complete) 
~ p<.10; * p <.05; ** p <.01; *** p <.001 
 

 

Table C.1.3. Correlation between confidence and RT. 
 Gain partial Loss partial Gain Complete Loss complete Overall 

mean ± SEM 
t(39) 

(p-val) 

-0.18 ± 0.03 
-5.56 

(<.001)*** 

-0.21 ± 0.03 
-6.13 

(<.001)*** 

-0.18 ± 0.03 
-6.63 

(<.001)*** 

-0.20 ± 0.03 
-5.86 

(<.001)*** 

-0.19 ± 0.02 
-8.21 

(<.001)*** 
The correlation between confidence and learning performance (i.e., choice accuracy rate) was performed at 
the session level using Pearson’s R, then averaged at the individual level. Reported statistics correspond to 
a random-effects analysis (one sample t-test) performed at the population level.  
SEM: standard error of the mean. t: Student t-value. 
~ p<.10; * p <.05; ** p <.01; *** p <.001 
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For each individual, we estimated the net effect of valence on RT and confidence, by computing the 
averaged difference of these behavioral measures in the gain versus loss contexts. The fMRI experiment 
with larger sample size (n=40; yellow area) revealed the similar results as we found from Chapter 3 
(Experiment 1-6, ns= 18).  
β: estimated regression coefficient. SE: estimated standard error of the regression coefficient. 
~ p<.10; * p <.05; ** p <.01; *** p <.001 
  

Table C.1.4. Estimated coefficients from inter-individual robust regressions. 
  Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 fMRI 

In
te

rc
ep

t β ± SE 
t-val 

(p-val) 

8.02 ± 2.15 
3.72 

(0.002)** 

2.94 ± 1.29 
2.27 

(0.037)* 

2.16 ± 0.95 
2.27 

(0.038)* 

3.54 ± 1.37 
2.58 

(0.020)* 

6.76 ± 1.81 
3.73 

(0.002)** 

3.59 ± 1.95 
2.41 

(0.028)* 

5.02 ± 0.84 
5.97 

(<.001)*** 

Sl
op

e β ± SE 
t-val 

(p-val) 

-0.00±0.01 
-0.27 

(0.793) 

-0.03 ± 0.01 
-3.55 

(0.003)** 

-0.02 ± 0.04 
-0.46 

(0.662) 

-0.06 ± 0.06 
-0.97 
(0.35) 

0.17 ± 0.18 
0.81 

(0.368) 

-0.10 ± 0.03 
-3.35 

(0.004)** 

-0.01± 0.01 
-0.97 

(0.339) 
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Table C.1.5. Parameters and correlation analyses. 
 
A. Mean and stander deviation of parameters for each model within model space. 
 β αc α+ α- αu αv w 
RW 2.25±1.14 0.51±0.25 - - - - - 
ABS 2.73±1.37 0.42±0.27 - - 0.25±0.25 - - 
REL 5.69±2.52 0.23±0.19 - - 0.17±0.10 0.32±0.34 - 
REL α 3.98±1.46 - 0.45±0.25 0.13±0.12 - 0.42±0.43 - 
RELw 7.48±3.95 0.19±0.17 - - 0.13±0.10 0.39±0.38 0.64±0.33 
RELα,w 4.78±2.15 - 0.38±0.24 0.12±0.10 - 0.33±0.37 0.64±0.33 

 
B. Correlations between parameters 

 β α+ α - αv w 
α+ -0.63 

(p <.001)*** - - - - 
α- 0.049 

(p = .764) 
0.37 

(p =.020)* - - - 
αv -0.05 

(p = .758) 
0.03 

(p =.856) 
-0.12 

(p =.471) - - 
w 0.38 

(p = .017)** 
-0.32 

(p =.045)* 
-0.11 

(p =.500) 
-0.05 

(p =.759) - 
Confidence 

bias 
-0.33 

(p =.041)* 
0.09 

(p =.578) 
-0.31 

(p =.0501)~ 
-0.27 

(p =.091)~ 
-0.25 

(p =.123) 
The correlation between parameters from the winning model (RELα,w) and average confidence bias. It is 
worth to note that even though the parameters were highly correlated, the winning model was reliable 
enough to pass the parameter and model recovery tests. 
~ p<.10; * p <.05; ** p <.01; *** p <.001 
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Figure C.1.1. Model and parameter recovery. (A) Average exceedance probability confusion matrix for 
model identifiability analysis. We simulated data from 40 synthetic participants with each of six models 
within model space. We then identified the most probable model that generating simulated data using 
Bayesian model selection. Afterward, the estimated model was compared to simulated model to illustrate 
the accuracy of attribution. This procedure was repeated five times. (B) Parameter recovery analysis. The 
confusion matrices represent summary statistics of the correlations between parameters, estimated over 40-
subject simulations, and averaged over the five simulations. Diagonal: correlations between simulated and 
estimated parameters. Off diagonal: cross correlation between estimated parameters.  
 
  

A. Model identifiability 

 

B. Parameter recovery (RELα,w) 
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C.2 fMRI analysis and results 
 
Table C.2.1. Summary of GLM. 
Events Symbols Choice  Confidence Rating Outcome 

regressors 

GP_onset  
     PM: confidence 
LP_onset  
     PM: confidence 
GC_onset  
     PM: confidence 
LC_onset  
     PM: confidence 

Onset 
     PM: RT 
 

Onset 
     PM: Distance 
     PM: Rating’s RT 
 

GP_onset  
     PM: good/bad (1/0) 
LP_onset  
     PM: good/bad (1/0) 
GC_onset  
     PM: good/bad (1/0) 
LC_onset  
     PM: good/bad (1/0) 

The GLM consisted of 10 event onsets and 12 corresponded parametric modulators. Specifically, the 
symbol presentation, choice, confidence rating and outcome onsets were used. Symbol presentation and 
outcome onsets were selectively divided by four conditions, so that we were able to investigate context-
dependent confidence and outcome encoding. The good outcome referred to 1€ and -0.1€ in gain and loss 
contexts, respectively.  The bad outcome referred to 0.1€ and -1€ in gain and loss contexts, respectively. 
Distance denoted the differences between starting point and stating point.  
GP: Gain partial; LP: Loss partial; GC: Gain Complete; LC: Loss Complete 
PM: parametric modulator.  
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Table C.2.2. Regions encoded outcome and confidence during outcome and symbol presentation, 
respectively. 
 
A. Outcome 

Contrast Label x y z # of activation t-value 

Outcome 
(Positive) 

VS 9 14 10 692 8.58 
 -9 50 -7  6.74 
 -12 14 -10  6.42 

PCC 18 -48 
 

62 238 5.69 

 15 -34 68  4.60 
 9 -55 65  4.57 

Cingulum_Mid 15  -28 44 74 5.45 
 15 -16 47  4.01 

Angular gyrus -42  -73 32 46 5.38 
 -42 -64 29  4.48 

STG 
(superior temporal gyrus) 

66 -31  17 252 5.32 

 66 -25 11  5.27 
 66 -7 11  4.69 

cerebelum 27 -58  -43 161 5.28 
 45 -67 -40  4.67 
 42 -49 -43  4.46 

Cuneus 18 -88 26 159 5.01 
 15 -94 11  4.89 
 -6 -88 26  3.99 

Putamen 30 -13 -1 151 4.89 
 30 -7 8  4.75 
 30 -4 -1  4.67 

Middle occipital gyrus 33 -70 5 143 4.85 
 15 -85 -13  4.64 

Caudate Nucleus 21 5 23 66 4.83 
Hippocampus 30 -16 -19 62 4.81 

 24 -7 -25  3.77 
Primary motor -18  -28 62 84 4.50 

 -15 -34 68  4.14 
 -21 -28 53  4.01 

 
Contrast Label x y z # of activation t-value 

Outcome 
(Negative) 

Insula 39  20 -10 199 6.89 
 36 23 5  5.79 
 30 20 -16  4.26 

dmPFC 6  35 47 269 6.52 
 6 44 35  6.43 
 -3 17 56  3.84 

Right IFG 48  17 29 275 6.30 
 48 26 23  5.70 
 39 8 26  4.78 

 Left IFG -45  5 29 69 4.19 
 -51 29 29  4.08 
 -39 17 23  3.75 
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B. Confidence 
Contrast Label x y z # of activation t-value 

Confidence 
(Positive) 

MTL -60 -25 -4 72 6.38 
 -51 -34 5  4.48 

vmPFC 0 41 2 258 5.97 
 -9 50 -4  5.49 
 -6 65 5  5.38 

Angular gyrus BA18 -12 -82 -10 204 5.67 
 -6 -88 5  3.96 
 -3 -94 -4  3.71 

Angular gyrus BA39 -48 -64 26 89 4.12 
 -57 -64 14  4.00 
 -57 -55 17  3.87 

Precentral gyrus -27 -25 59 43 4.09 
 -36 -16 56  3.90 
 -30 -13 65  3.56 

 
Contrast Label x y z # of activation t-value 

Confidence 
(Negative) 

IFG 48 8 23 274 6.85 
 45 32 11  5.77 
 48 26 23  5.15 

Caudate -9 11 2 59 4.39 
 -15 20 2  4.02 

Right Insula 33 23 -4 138 5.67 
 15 14 2  4.52 
 6 8 5  4.10 

Left Insula -30 23 -4 53 4.23 
dmPFC -3 26 41 86 5.44 

 9 23 41  4.76 
Right FFA 27 -40 -16 282 5.98 

 45 -43 -19  5.91 
 48 -55 -13  4.79 

Left FFA -42 -46 19 91 5.15 
 -42 -61 -10  4.09 
 -42 -70 -7  4.03 

Contrast Label x y z # of activation t-value 
Confidence 

(Gain>Loss) 
N.S. - - - - - 

Confidence 
(Complete>Partial) 

N.S. - - - - - 

k= p<.001 whole-brain cluster-defining height threshold at uncorrected  
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C.3 Instruction  
 
Dear participant, 
 
First, thank you for participating in our experiment. Before the experiment starts, it is important 
that you are informed about the procedures. Therefore, we ask you to read this information 
letter carefully. Please do not hesitate to ask for clarification about this text or the general 
procedure, if anything is unclear. Your experimenter is happy to answer your questions. 
 
Goal of the study 
The purpose of the experiment is to investigate how people learn the probabilities of winning 
and losing money. The experiment will be conducted inside an MRI scanner. We will track 
your choices and brain responses throughout the experiment.  
 
Procedure 
During this game, you are asked to make repeated choices between two symbols shown to you 
on the computer screen. All symbols carry a certain value and the two symbols that are 
displayed simultaneously are not equivalent. One is on average more advantageous than the 
other, either because it brings big gains more often, or because it brings fewer big losses when 
compared to the other symbol of the pair. The result of your choice may be that: 
 

• you earn money (+1 € or + 0.10 €) 
• you lose money (-1€ or - 0.10 €) 

 
The goal of the game is to win as much money as possible, even if avoiding losses is not 
possible at all times. Please note that gains and losses never occur together in one trial, meaning 
that symbol pairs can lead to only wins, or only losses. With losing symbol pairs, the goal is to 
get the small loss more frequently than the big loss; with winning symbol pairs, the goal is to 
get the big gain more often. 
 
The table on the following page informs you of the type of decisions you will be making in the 
experiment. As you can see, your decisions proceed in six stages à see next page. 
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Stage 1. You will be shown two symbols, one on the top and 

one on the bottom. In this stage, we ask you to evaluate 
these symbols and decide which one you prefer, but 
without pressing a button for now. 

 
Stage 2. The symbols will then disappear for a short while. At 

this point you do not know which button corresponds 
to which symbol, as this will be reassigned by a 
random mechanism for each trial. Due to this, you need 
to remember the location of the symbol that you 
selected until the next stage. 

 

Stage 3. Two white bars now appear to inform you which 
button to press to select your preferred symbol. These 
occur in a location next to the symbols, but the symbols 
are not shown anymore. Although you cannot see the 
symbols when you press the button, the location of the 
symbols is unchanged in a given trail. As shown in the 
figure, if the white bar next to the location of your 
chosen symbol is on the right, the right button selects 
this symbol. If the white bar is on the left, pressing the 
left button selects the symbol. 

 

Stage 4. After selection of your preferred symbol you will 
receive confirmation via two red bars ( - ) that appear 
in the location of the symbol you selected.  

 

Stage 5.  

 

In this stage, you are asked to indicate how confident 
you are on a scale from 50% to 100%. 50% means that 
you made your choice completely at random and you 
do not know which of the symbols has the best value; 
100% means that you are absolutely certain you chose 
the symbol that has the best average value of the two. 
Your final confidence rating should represent your 
estimated probability that you correctly chose the 
symbol that is the relative advantageous of the pair, 
because your confidence accuracy can lead to 
additional bonus earnings for you. 
You can move the bar by pressing the left and right 
buttons. To confirm your decision press the extreme 
right button. 
 

 

- - 

--- - 
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Stage 6. You will receive feedback from chosen option. We ask 
you to try to optimize your winnings based on this 
feedback. Sometimes to help you, the result 
corresponding to the choice of the other symbol (not 
chosen) will also be provided, sometimes it won’t. 

 
Additional information: 
- We ask you to try and make a choice on every trial as soon as possible.  
 
- Because the rewards are probabilistic, the more advantageous symbol will, in some trials, 

give a smaller gain (or a bigger loss) than the other symbol. However, the more 
advantageous symbol will clearly provide higher gains and lower losses on average. 

 
- The symbol pairs are fixed in a run, meaning that you will always see the same symbols 

paired with each other. The location in which a symbol appears (top or bottom) does not 
change the value of the symbol.  

 
- In the experiment, outcomes associated with the symbol of your choice are not influenced 

by your confidence rating. However, you can win a confidence bonus, which is highest if 
your confidence matches your actual probability of having chosen the most advantageous 
symbol (this will be explained in details after practice). It is therefore important to be as 
truthful and as accurate as possible when estimating your confidence during the 
learning task.  

 
- Before the task starts you will go through a few practice trials to familiarize yourself with 

the task and its pace. Please make sure to ask your experimenter any questions during or 
after the practice trials. After the practice trials, an example of how the confidence bonus 
works will be shown. When everything is clear to you, you can start with the main 
experiment, which consists of 3 parts, each should take about 15-20 minutes (80 trials for 
each part). Each part contains different symbols and you will re-learn all values, but your 
task is the same. After these 3 parts, you will do an additional task (112 trials), for which 
you are given separate instructions before the start. All tasks combined will take about one 
hour and 15 minutes.  

 
- At the end of the session, the experimenter will tell you the total of your winnings, which 

is based on all the choices that you made throughout the experiment.  
 
Potential discomfort and risks  
MRI is a safe technique that is already being used in hospitals and research centers for over 20 
years. A strong magnetic field is active in the space in which the MRI-research takes place. It 
is therefore important that you comply with the safety instructions of the operating staff. Prior 
to the experiment, you will be asked to fill in a “MRI screening” form. This will check whether 
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you can safely participant in MRI research; therefore you must complete this form completely 
and truthfully. If you follow the safety instructions of the operating staff and complete the MRI 
screening truthfully, there are no known health risks associated with MRI. The signed form 
will be archived for a maximum of two years.  
 
In the supplement Information MRI research you can find additional information about the risk 
factors and possible discomfort associated with MRI research. Read this supplement carefully. 
In summary, for pure (non-medical) research the following characteristics apply that you may 
experience as unpleasant:  
 
Narrow space. In the MRI-scanner your head and part of your body will lie in a relatively 
narrow tube during the experiment (70 minutes). This does not cause any problems for most 
people, but if you are slightly claustrophobic, we ask you to report this to the researcher. If you 
suffer from severe claustrophobia it is better not to participate in the experiment 
 
Limited freedom of movement. During the scanning you should not move your head, and that 
can cause a feeling of cramping or stiffening. In some case this causes a headache. Note that 
this is not due to the magnetic field itself.  
 
Loud sound. During scanning, the device makes a loud, sometimes thumping, sound; this is 
normal. Since you will wear adequate hearing protection (this will be provided by the research 
center), this sound is not harmful to the hearing. Therefore, make sure that the hearing 
protection that you receive during the experiment is properly used.  
 
It is important to know that you are always keep in touch with the researcher during a scan. By 
pressing a button you can communicate with the researcher as all times. The researcher will 
then talk to you via the intercom and, if requested, will immediately remove you from the 
scanner.  
 
Insurance 
As with any research at the University of Amsterdam, a standard liability insurance applies. 
 
Your privacy is guaranteed 
Your personal information (for instance name, date of birth, address) remains confidential and 
will never be shared with third parties. Research data that are published in scientific journals 
will be anonymous and cannot be traced back to you as an individual. 
 
Sharing anonymized research data 
I agree that my completely anonymized data can be made publicly accessible. 

 
Explanation of making the anonymized research data publicly accessible  
All research data collected in the current study can be used in other, future research. Such future 
research can focus on questions that are not related to the current study.  
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The research data will be shared anonymously, but freely accessible on the internet via a public 
database. The research data that will be shared will not contain any personal information such 
as name, address, date of birth, date of participation and facial features or other information 
that would make it possible for others to directly identify you. The anonymity described above 
(by means of separating the research data from the personal information) is no longer 
guaranteed when a third party (e.g. the participant themselves or an institution that has your 
MRI data) shares your MRI data including the personal information.  
 
If you do not agree to make your anonymized research data publicly accessible, you cannot 
participate in this study.  
 
 
Incidental findings Spinoza Centre Roeterseiland  
There is a small chance that we find an abnormality in your brain during an MRI experiment. 
Often, these abnormalities are small deviations or normal variances; but in certain case this 
could be severe (such as a brain tumour). If this is the case, the information will be examined 
by a radiologist and sent it to your general practitioner. Your general practitioner will contact 
you in that case. In case the researcher sends the scans to the radiologist of the MRI Centrum 
Amsterdam, your scans have to be stored for at least 15 years at the MRI Centrum Amsterdam. 
This is done in accordance with the law.  
Hereby we want to remind you that the technician / researcher is not medically adept nor trained 
to detect all forms of brain abnormalities. Furthermore, it is technically not possible to detect 
all forms of brain damages on the scans acquired. In order to participate in an MRI experiment, 
it is mandatory to agree with this procedure beforehand by providing the name, telephone 
number and address of your general practitioner and your social security number (BSN).  
 
Access to own research data 
It is not possible to view your own research data (MRI or otherwise) after participating in a 
research project at the Spinoza Centre.  
 
Compensation 
Throughout the experiment we will use laboratory currency (MU) that will be converted to 
Euros after all procedures are completed (exchange rate: 1 MU = 0.3 Euros). You will receive 
a show-up fee of 20 Euros, to which additional winnings and losses based on your decisions 
will be applied. There are two sources for the additional income:  
1. Your learning performance, which in past experiments has led to average additional 
payments of ca. 7 Euros;  
2. Confidence bonus.  
The computer will keep track of your wins and losses during the game. A confidence bonus 
can be won (as mentioned before). The mechanism used to determine the bonus is visualized 
in an example after your practice trials. After the last task, the same mechanism will tell you 
which bonuses you earned and how much your final payout is. It will use random trials from 
your sessions, so it is in your best interest to be mindful of your answers in all trials. 
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Voluntary participation 
There are no consequences if you decide now not to participate in this study. During the 
experiment, you are free to stop participating at any moment without giving a reason for 
doing so. You can request that your research data be deleted within 7 days of the 
investigation. 
 
 
Further information 
Should you have questions about this study at any given moment, please contact the 
responsible researchers: 
Dr. Jan Engelmann 
Tel: (0) 205 255 5651 
Email: j.b.engelmann@uva.nl 
Roeterstraat 11,  
1018 WB, Amsterdam.  
 

Chih-Chung Ting  
Email: c.ting@uva.nl 
UvA, REC-E7.23, 
Roeterstraat 11,  
1018 WB, Amsterdam.  

Formal complaints about this study can be addressed to the Faculty (FMG) Ethics Review 
Board of the University of Amsterdam:  
Dr. Wery van den Wildenberg 
Tel: 020-5256686. 
Email: w.p.m.vandenwildenberg@uva.nl 
Fmg-UvA, REC-G1.10,  
Nieuwe Achtergracht 129 B,  
1018 WS Amsterdam 
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CONSENT  FORM 
This form belongs to the information letter that you received and that describes the research in which 
you participate. By signing this form, you declare that you understand the nature and methods of this 
study as described in the information letter. Furthermore, by signing you agree with the experimental 
procedure as described in the information letter.  
 
If you have questions about this study, or you wish to receive further information regarding the research 
at any given moment, please contact the responsible researchers: 
Dr. Jan Engelmann 
Tel: (0) 205 255 5651 
Email: j.b.engelmann@uva.nl 
Roeterstraat 11,  
1018 WB, Amsterdam.  
 

Chih-Chung Ting  
Email: c.ting@uva.nl 
UvA, REC-E7.23, 
Roeterstraat 11,  
1018 WB, Amsterdam.  

Formal complaints about this study can be addressed to the Ethics Review Board: 
Dr. Wery van den Wildenberg 
Tel: 020-5256686. 
Email: w.p.m.vandenwildenberg@uva.nl 
Fmg-UvA, REC-G1.10,  
Nieuwe Achtergracht 129 B,  
1018 WS Amsterdam 

 
Signed in duplicate 

[PARTICIPANT] 
● I am 16 or older. 
● I have read and understood the information letter. 
● I agree to participate in this study and I agree with the use of the data that are collected.   
● I reserve the right to withdraw my consent at any moment without providing any reason. 
● I reserve the right to withdraw my participation from the study at any moment without providing 

any reason. 
● I do/do not give permission to keep my contact details so that we can send you information 

about possible follow-up research.  
*Strike out what is not applicable. N.B. This of course does NOT mean that you already agree 
to participate in the research about which you received information. You will be able to 
decide about this in due time without this having any consequences for you.  
 

......................................................
 ......................................................                 ......................................................  
participant name   participant signature                                date 
  
 
[RESEARCHER] 
 

● I informed the participant about the research; 
● I am willing to answer any possible questions about the research to the best of my ability. 

 
......................................................
 ......................................................                 ......................................................  
researcher name   researcher signature                                date 
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Het effect van contexten op besluitvorming is zichtbaar in veld en laboratorium experimenten. De 
mechanismes van context geïnduceerde veranderingen op keuze patronen zijn breed onderzocht 
op zowel gedrag als neuraal niveau. Bijvoorbeeld, referentiepunten in vooruitzichttheorie – beter 
bekend als “prospect theory” – verklaren waarom de waarde van de zelfde set aan opties als 
ongelijk wordt berekend. Echter, het is minder duidelijke hoe affect en voorgaande prestaties zijn 
betrokken bij besluitvorming na verloop van tijd.  “Reinforcement learning” biedt een kader om 
dit probleem aan te pakken door dit updateproces te kwantificeren. Het huidige proefschrift 
combineert een gemodificeerde reinforcement learning taak met werkwijzen van affectieve 
neurowetenschap, computationele modellen en beeldvorming van de hersenen om op 
systematische wijze de onderliggende mechanismes van het effect van twee affectieve context 
manipulaties (d.w.z., keuze- irrelevante affect: incidentele angst; keuze-relevante affect: 
uitkomstvalentie) op het bijwerken van overtuigingen (d.w.z., optiewaarde en zekerheidsoordelen) 
te onderzoeken. Onze resultaten demonstreren dat incidentele angst en uitkomstvalentie een 
beperkt effect hebben op leren an sich. Belangrijker, het effect van uitkomstvalentie op reactie tijd 
en zekerheidsoordelen is robuust. Deze bevindingen impliceren niet alleen dat zekerheid, 
optiewaarde en context tegelijkertijd worden bijgewerkt, maar de robuuste valentie-geïnduceerde 
veranderingen in zekerheid duiden aan dat metacognitieve werking ontvankelijker is voor 
affectieve context manipulaties. Behalve het empirische bewijs met betrekking tot de rol van angst 
en uitkomstvalentie in reinforcement learning, hebben wij ook nuttige methodologische en 
analytische aanpakken opgesteld voor toekomstige studies die onderzoek doen naar de interacties 
tussen emotie, cognitie en metacognitie in het veld van oordeel- en besluitvorming. De 
belangrijkste bevindingen voor elk hoofdstuk zijn als volgt afzonderlijk samengevat: 
 
Hoofdstuk 2 onderzoekt hoe en of incidentele angst instrumenteel leren beïnvloedt, terwijl 
tegelijkertijd verscheidene problemen in eerder onderzoek worden aangekaart en verbeterd door 
middel van een gericht literatuuronderzoek. Wij hebben een krachtig binnen-proefpersonen design 
gebruikt met zowel een leer- als overdrachtsfase en 2 affectieve context manipulaties: omgeving 
(angst versus veilig) en uitkomstvalentie (winst versus verlies). In twee varianten (N = 2x50) van 
deze experimentele opzet is incidentele angst geïnduceerd door onverwachte, aversieve en 
prestatie-onafhankelijke elektrische schokken toe te dienen tijdens de leertaak. Daarbij is de 
veroorzaakte angst beoordeeld door middel van zowel een vragenlijst als een fysiologische respons 
(d.w.z., huidgeleidingsrespons). Een uitgebreide modelleringsinspanning onthulde dat, 
onafhankelijk van de effecten van angst, individuen zwaarder tillen aan positieve dan negatieve 
uitkomsten en de neiging hebben om een omissie van verlies als winst te ervaren (en omgekeerd). 
Echter, in lijn met de resultaten van ons gericht literatuuronderzoek bleek het isoleren van de 
specifieke computationele effecten van angst op leren an sich een uitdaging te zijn. Algeheel 
suggereren onze resultaten dat leermechanismen complexer zijn dan traditioneel verondersteld en 
roepen ze belangrijke vragen op over de robuustheid van de eerder geïdentificeerde effecten van 
angst in eenvoudige reinforcement learning studies.    
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Hoofdstuk 3 focust op de impact van keuze gerelateerd affect (d.w.z., uitkomstvalentie: winst 
versus verlies) op 3 veelvoorkomende maten: nauwkeurigheid, zekerheid en reactietijd (RT). 
Hoewel deze drie maten sterk gecorreleerd zouden zijn, blijft het controversieel of valentie-
geïnduceerde zekerheid en RT veranderingen van elkaar te onderscheiden zijn. Om dit vraagstuk 
aan te pakken, is het doel van hoofdstuk 3 om de aanwezigheid van de valentie-geïnduceerde 
zekerheid tendens vast te stellen in de afwezigheid van de RT tendens. Wij hebben zes varianten 
van een leertaak uitgevoerd, en hebben geprobeerd om de valentie-geïnduceerde motor tendens 
effecten te ontwrichten door de arrangering tussen keuzes en acties te manipuleren en beperkingen 
op te leggen op de respons tijden (RTs). Wij hebben zowel motor als zekerheid tendensen 
waargenomen ondanks onze ontkoppelingspogingen, vaststellend dat de effecten van valentie op 
motor en metacognitieve responsen zeer robuust en repliceerbaar zijn. Desondanks onthullen 
gevolgtrekkingen binnen en tussen individuen dat de zekerheidstendens de ontkoppeling van de 
RT tendens weerstaat. Derhalve, hoewel geassocieerd in de meeste gevallen, lijken valentie-
geïnduceerde motor en zekerheid tendensen gedeeltelijk dissocieerbaar. Deze resultaten 
benadrukken nieuwe belangrijke mechanistische beperkingen die opgenomen moeten worden in 
leermodellen om gezamenlijk keuze, reactie tijden en zekerheid te verklaren. 
 
Hoofdstuk 4 toetst of de vorming van zekerheid in het brein contextafhankelijk of 
contextonafhankelijk is. Wij hebben fMRI en een reinforcement learning taak, geoptimaliseerd in 
hoofdstuk 3, gecombineerd, welke winst en verlies contexten dissocieerde en motor responsen 
van optie evaluatie isoleerde. Deze combinatie stelde ons in staat om taak-gerelateerde 
hersenactiviteit te meten en de hersengebieden betrokken bij het verwerken van zekerheid verder 
te identificeren. In deze fMRI studie (N=40), hebben wij succesvol het effect van valentie op 
zekerheid gerepliceerd, en valentie-geïnduceerd zekerheid toenames en valentie-geïnduceerde RT 
vertragingen gedissocieerd. Bovendien vonden we dat het waardesysteem van de hersenen in het 
algemeen betrokken was bij het coderen van zekerheid tijdens de presentatie van symbolen en 
geen enkele andere hersengebieden codeerde specifiek zekerheidsoordelen in winst en verlies 
contexten. Desondanks werd consequent de correlatie tussen gerapporteerde zekerheid en 
activatie in deze gebieden enkel gevonden in winst contexten en niet in verlies contexten. Deze 
resultaten tonen aan dat (1) zekerheid gevormd en gecodeerd werd in algemene neurale netwerken 
voor expliciete besluitvorming, en (2) gerapporteerde zekerheid in verlies contexten misschien niet 
compleet wordt verwerkt tijdens optie evaluatie.
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