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Abstract

Machine Learning (ML) is commonly used to automate decisions in domains as varied as credit and
lending, medical diagnosis, and hiring. These decisions are consequential, imploring us to carefully
balance the benefits of efficiency with the potential risks. Much of the conversation about the risks
centers around bias — a term that is used by the technical community ever more frequently but that
is still poorly understood. In this paper we focus on technical bias — a type of bias that has so far
received limited attention and that the data engineering community is well-equipped to address. We
discuss dimensions of technical bias that can arise through the ML lifecycle, particularly when it’s due to
preprocessing decisions or post-deployment issues. We present results of our recent work, and discuss
future research directions. Our over-all goal is to support the development of systems that expose the
knobs of responsibility to data scientists, allowing them to detect instances of technical bias and to
mitigate it when possible.

1 Introduction

Machine Learning (ML) is increasingly used to automate decisions that impact people’s lives, in domains as varied
as credit and lending, medical diagnosis, and hiring. The risks and opportunities arising from the wide-spread use
of predictive analytics are garnering much attention from policy makers, scientists, and the media. Much of this
conversation centers around bias — a term that is used by the technical community ever more frequently but that
is still poorly understood.

In their seminal 1996 paper, Friedman and Nissenbaum identified three types of bias that can arise in computer
systems: pre-existing, technical, and emergent [9]. We briefly discuss these in turn, see Stoyanovich et al. [33]
for a more comprehensive overview.

• Pre-existing bias has its origins in society. In ML applications, this type of bias often exhibits itself in the input
data; detecting and mitigating it is the subject of much research under the heading of algorithmic fairness [5].
Importantly, the presence or absence of pre-existing bias cannot be scientifically verified, but rather is postulated
based on a belief system [8, 12]. Consequently, the effectiveness — or even the validity — of a technical
attempt to mitigate pre-existing bias is predicated on that belief system.
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• Technical bias arises due to the operation of the technical system itself, and can amplify pre-existing bias.
The bad news is that, as we argue in the remainder of this paper, the risks of introducing technical bias in ML
pipelines abound. The good news is that, unlike with pre-existing bias, there is no ambiguity about whether a
technical fix should be attempted: if technical systems we develop are introducing bias, then we should be able
to instrument these systems to measure it and understand its cause. It may then be possible to mitigate this bias
and to check whether the mitigation was effective.

• Emergent bias arises in the context of use of the technical system. In Web ranking and recommendation in
e-commerce, a prominent example is “rich-get-richer”: searchers tend to trust the systems to indeed show them
the most suitable items at the top positions, which in turn shapes a searcher’s idea of a satisfactory answer.

In this paper, we focus on technical bias, — a type of bias that has so far received limited attention, particularly
when it’s due to preprocessing decisions or post-deployment issues, and that the data engineering community
is well-equipped to address. Our over-all goal is to support the development of systems that expose the knobs
of responsibility to data scientists, allowing them to detect instances of technical bias, and to mitigate it when
possible.
Running example. We illustrate the need for taming technical bias with an example from the medical domain.
Consider a data scientist who implements a Python pipeline that takes demographic and clinical history data
as input, and trains a classifier to identify patients at risk for serious complications. Further, assume that the
data scientist is under a legal obligation to ensure that the resulting ML model works equally well for patients
across different gender and age groups. This obligation is operationalized as an intersectional fairness criterion,
requiring equal false negatives rates for groups of patients identified by a combination of gender and age group.

Consider Ann, a data scientist who is developing this classifier. Following her company’s best practices,
Ann will start by splitting her dataset into training, validation, and test sets. Ann will then use pandas,
scikit-learn [19], and their accompanying data transformers to explore the data and implement data pre-
processing, model selection, tuning, and validation. Ann starts preprocessing by computing value distributions
and correlations for the features in her dataset, and by identifying missing values. She will fill these in using a
default interpolation method in scikit-learn, replacing missing values with the mode value for that feature. Finally,
following the accepted best practices at her company, Ann implements model selection and hyperparameter
tuning. As a result of this step, Ann will select a classifier that shows acceptable performance according to her
company’s standard metrics: it has sufficient accuracy, while also exhibiting sufficiently low variance. When
Ann considers the accuracy of her classifier closely, she observes a disparity: accuracy is lower for middle-aged
women. Ann is now faced with the challenge of figuring out why this is the case, whether any of her technical
choices during pipeline construction contributed to this model bias, and what she can do to mitigate this effect.
We will revisit this example, and also discuss issues that may arise after the model is deployed, in the remainder
of this paper.
Roadmap. The rest of this paper is organized as follows. In Section 2, we outline the dimensions of technical
bias as they relate to two lifecycle views of ML applications: the data lifecycle and the lifecycle of design,
development, deployment, and use. Then, in Section 3 we present our recent work on helping data scientists
responsibly develop ML pipelines, and validate them post-deployment. We conclude in Section 4 with directions
for future research.

2 Dimensions of Technical Bias

There are many different ways in which Ann (or her colleagues who deploy her model) could accidentally
introduce technical bias. Some of these relate to the view of ML model development through the lens of the data
lifecycle. As argued in Stoyanovich et al. [33], responsibility concerns, and important decision points, arise in
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data sharing, annotation, acquisition, curation, cleaning, and integration. Thus, opportunities for improving data
quality and representativeness, controlling for bias, and allowing humans to oversee the process, are missed if we
do not consider these earlier data lifecycle stages. We discuss these dimensions of technical bias in Section 2.1.
Additional challenges, and opportunities to introduce technical bias, arise after a model is deployed. We discuss
these in Section 2.2.

Note that, in contrast to Bower et al. [4] and Dwork et al. [7], who study fairness in ML pipelines in which
multiple models are composed, we focus on complex — and typical — pipelines in which bias may arise due to
the composition of data preprocessing steps, or to data distribution shifts past deployment.

2.1 Model Development Stage

There are several subtle ways in which data scientists can accidentally introduce data-related bias into their
models during the development stage. Our discussion in this section is inspired by the early influential work by
Barocas and Selbst [1], and by Lehr and Ohm [15], who highlighted the issues that we will make more concrete.
Data cleaning. Methods for missing value imputation that are based on incorrect assumptions about whether
data is missing at random may distort protected group proportions. Consider a form that gives patients a binary
choice of gender and also allows to leave gender unspecified. Suppose that about half of the users identify as
men and half as women, but that women are more likely to omit gender. Then, if mode imputation (replacing a
missing value with the most frequent value for the feature, a common choice in scikit-learn) is used, then all
(predominantly female) unspecified gender values will be set to male. More generally, multi-class classification
for missing value imputation typically only uses the most frequent classes as target variables [3], leading to a
distortion for small population groups, because membership in these groups will never be imputed. Next, suppose
that some individuals identify as non-binary. Because the system only supports male, female, and unspecified as
options, these individuals will leave gender unspecified. If mode imputation is used, then their gender will be
set to male. A more sophisticated imputation method will still use values from the active domain of the feature,
setting the missing values of gender to either male or female. This example illustrates that bias can arise from an
incomplete or incorrect choice of data representation.

Finally, consider a form that has home address as a field. A homeless person will leave this value unspecified,
and it is incorrect to attempt to impute it. While dealing with null values is known to be difficult and is already
considered among the issues in data cleaning, the needs of responsible data management introduce new problems.
Further, data quality issues often disproportionately affect members of historically disadvantaged groups [14],
and so we risk compounding technical bias due to data representation with pre-existing bias.
Data filtering. Selections and joins can arbitrarily change the proportion of protected groups (e.g., for certain
age groups) even if they do not directly use the sensitive attribute (e.g., age) as part of the predicate or of the join
key. This change in proportion may be unintended and is important to detect, particularly when this happens
during one of many preprocessing steps in the ML pipeline. During model development, Ann might have filtered
the data by zip code or county to get a sample that is easier to work with. Demographic attributes such as age and
income are highly correlated with places of residency, so such a seemingly innocent filtering operation might
have heavily biased the data.

Another potential source of technical bias is the increasingly common usage of pre-trained word embeddings.
For example, Ann’s code might replace a textual name feature with the corresponding vector from a word
embedding that is missing for rare, non-western names (due to lack of data representation in the training corpus).
If we then filter out records for which no embedding was found, we may disproportionately remove individuals
from specific ethnic groups.
Unsound experimentation. Design and evaluation of ML models is a difficult and tedious undertaking and
requires data scientists to strictly follow a set of best practices. During this process, it is unfortunately easy
to make subtle mistakes that can heavily impact the quality of the resulting model. In previous research, we
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found that even expert users violate such best practices in highly cited studies [29]. Common mistakes include
hyperparameter selection on the test set instead of the validation set, lack of hyperparameter tuning for baseline
learners, lack of proper feature normalisation, or ignoring problematic data subsets during training.

While unsound experimentation is a general issue, ignoring problematic data subsets can specifically affect
performance for minority and underrepresented groups, because their data might be prone to data quality issues,
as we already discussed under data filtering above.

2.2 Model Deployment Stage

After the design of a model is finished, the model is deployed into production and produces predictions on unseen
data. We outline a set of circumstances which can introduce technical bias at this stage.
Data errors introduced through integration. In modern information infrastructures, data is stored in different
environments (e.g., in relational databases, in ‘data lakes’ on distributed file systems, or behind REST APIs),
and it comes in many different formats. Many such data sources do not support integrity constraints and data
quality checks, and often there is not even an accompanying schema available as the data is consumed in a
‘schema-on-read’ manner, where a particular application takes care of the interpretation. Additionally, there is a
growing demand for applications consuming semi-structured data such as text, videos, and images. Due to these
circumstances, every real world ML application has to integrate data from multiple sources, and errors in the data
sources or during integration may lead to errors in downstream ML models that consume the data.

In our running example in Section 1, it may be the case that patient data is integrated from data sources of
different healthcare providers. If one of these providers accidentally changes their schema, or introduces bugs in
their data generation procedure, this may negatively impact the predictions for the corresponding patients when
their data is used as input to Ann’s model.
Distribution shifts. The maintenance of ML applications remains challenging [21], due in large part to unex-
pected shifts in the distribution of serving data. These shifts originate from changes in the data generating process
in the real world, and the problem is exacerbated in situations where different parties are involved in the provision
of the data and the training of the model. Many engineering teams, especially in smaller companies, lack ML
expert knowledge, and therefore often outsource the training of ML models to data science specialists or cloud
ML services. In such cases, the engineering team provides the input data and retrieves predictions, but might
not be familiar with details of the model. While ML experts have specialized knowledge to debug models and
predictions in such cases [16], there is a lack of automated methods for non-ML expert users to decide whether
they can rely on the predictions of an ML model on unseen data. In Ann’s case, her final deployed model might
work well until new regulations for health care providers change the shape and contents of the patient data that
they produce. If her model is not retrained on proper data, its prediction quality may quickly deteriorate.

In the following section we will introduce three software libraries that we developed in recent research to help
data scientists like Ann in detecting and mitigating technical bias during model development and deployment.

3 Taming Technical Bias during Model Development and Deployment

In Schelter et al. [29] we described FairPrep, a design and evaluation framework for fairness-enhancing
interventions in machine learning pipelines that treats data as a first-class citizen. The framework implements
a modular data lifecycle, enables re-use of existing implementations of fairness metrics and interventions, and
integration of custom feature transformations and data cleaning operations from real world use cases. FairPrep
pursues the following goals: (i) Expose a developer-centered design throughout the lifecycle, which allows
for low effort customization and composition of the framework’s components; (ii) Surface discrimination and
due process concerns, including disparate error rates, failure of a model to fit the data, and failure of a model
to generalize. (iii) Follow software engineering and machine learning best practices to reduce the technical
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Figure 1: Data life cycle in FairPrep, designed to enforce isolation of test data, and to allow for customization
through user-provided implementations of different components. An evaluation run consists of three different
phases: (1) Learn different models, and their corresponding data transformations, on the training set; (2) Compute
performance / accuracy-related metrics of the model on the validation set, and allow the user to select the ‘best’
model according to their setup; (3) Compute predictions and metrics for the user-selected best model on the
held-out test set.

debt of incorporating fairness-enhancing interventions into an already complex development and evaluation
scenario [26, 31].

Figure 1 summarizes the architecture of FairPrep, which is based on three main principles:

1. Data isolation: to avoid target leakage, user code should only interact with the training set, and never be
able to access the held-out test set.

2. Componentization: different data transformations and learning operations should be implementable as
single, exchangeable standalone components; the framework should expose simple interfaces to users,
supporting low effort customization.

3. Explicit modeling of the data lifecycle: the framework defines an explicit, standardized data lifecycle that
applies a sequence of data transformations and model training in a predefined order.

FairPrep currently focuses on data cleaning, including different methods for data imputation, and model
selection and validation, including hyperparameter tuning, and can be extended to accommodate earlier lifecycle
stages, such as data acquisition, integration, and curation. Schelter et al. [29] measured the impact of sound
best practices, such as hyperparameter tuning and feature scaling, on the fairness and accuracy of the resulting
classifiers, and also showcased how FairPrep enables the inclusion of incomplete data into studies and helps
analyze the effects.

If Ann wants to ensure that she follows sound experimentation practices during model development, she
can use the FairPrep library as a runtime platform for experiments, for example to compute various fairness
related metrics for the predictions of her classifier. Furthermore, she can leverage the component architecture of
FairPrep to evaluate different missing value imputation techniques and fairness enhancing interventions to see
whether these help with mitigating the low accuracy that she encountered in her model for the predictions for
middle-aged women, as discussed in our running example in Section 1.
Source code. A prototype implementation of FairPrep is available at https://github.com/DataResponsibly/
FairPrep.
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3.1 Detecting Data Distribution Bugs Introduced in Preprocessing

In our recent work on the mlinspect library [10], we focus on helping data scientists diagnose and mitigate
problems to which we collectively refer as data distribution bugs. These types of bugs are often introduced
during preprocessing, for reasons we outlined in Section 2. For example, preprocessing operations that involve
filters or joins can heavily change the distribution of different groups in the training data [35], and missing value
imputation can also introduce skew [28]. Recent ML fairness research, which mostly focuses on the use of
learning algorithms on static datasets [5] is therefore insufficient, because it cannot address such technical bias
originating from the data preparation stage. In addition, we should detect and mitigate such bias as close to its
source as possible.

Unfortunately, such data distribution issues are difficult to catch. In part, this is because different pipeline
steps are implemented using different libraries and abstractions, and the data representation often changes from
relational data to matrices during data preparation. Further, preprocessing in the data science ecosystem [23]
often combines relational operations on tabular data with estimator/transformer pipelines,1 a composable and
nestable abstraction for combining operations on array data, which originates from scikit-learn [19] and
has been adopted by popular libraries like SparkML [18] and Tensorflow Transform. In such cases, tracing
problematic featurised entries back to the pipeline’s initial human-readable input is tedious work. Finally, complex
estimator/transformer pipelines are hard to inspect because they often result in nested function calls not obvious
to the data scientist.

Due to time pressure in their day-to-day activities, most data scientists will not invest the necessary time and
effort to manually instrument their code or insert logging statements for tracing as required by model management
systems [34, 36]. This calls for the development of tools that support automated inspection of ML pipelines,
similar to the inspections used by modern IDEs to highlight potentially problematic parts of a program, such as
the use of deprecated code or problematic library functions calls. Once data scientists are pointed to such issues,
they can use data debuggers like Dagger [17] to drill down into the specific intermediate pipeline outputs and
explore the root cause of the issue. Furthermore, to be most beneficial, automated inspections need to work with
code natively written with popular ML library abstractions.
Lightweight inspection with mlinspect. To enable lightweight pipeline inspection, we designed and imple-
mented mlinspect [10], a library that helps data scientists automatically detect data distribution issues in their
ML pipelines, such as the accidental introduction of statistical bias, and provides linting for best practices. The
mlinspect library extracts logical query plans, modeled as directed acyclic graphs (DAGs) of preprocessing
operators from ML pipelines that use popular libraries like pandas and scikit-learn, and combine relational
operations and estimator/transformer pipelines. These plans are then used to automatically instrument the code
and trace the impact of operators on properties like the distribution of sensitive groups in the data.

Importantly, mlinspect implements a library-independent interface to propagate annotations such as the
lineage of tuples across operators from different libraries, and introduces only constant overhead per tuple flowing
through the DAG. Thereby, the library offers a general runtime for pipeline inspection, and allows us to integrate
many issue detection techniques that previously required custom code, such as automated model validation
on data slices [22], the identification of distortions with respect to protected group membership in the training
data [35], or automated sanity checking for ML datasets [13].
Identifying data distribution bugs in our running example. Figure 2 shows a preprocessing pipeline and
potential data distribution bugs for our running example from Section 1. The pipeline first reads two CSV files,
which contain patient demographics and their clinical histories, respectively. Next, these dataframes are joined on
the ssn column. This join may introduce a data distribution bug (as indicated by issue 1 ) if a large percentage of
the records of some combination of gender and age group do not have matching entries in the clinical history
dataset. Next, the pipeline computes the average number of complications per age group and adds the binary

1https://scikit-learn.org/stable/modules/compose.html
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# load input data sources, join to single table
patients = pandas.read_csv(…)
histories = pandas.read_csv(…)
data = pandas.merge([patients, histories], on=['ssn'])

# compute mean complications per age group, append as column
complications = data.groupby('age_group')
 .agg(mean_complications=('complications','mean'))
data = data.merge(complications, on=['age_group'])

# Target variable: people with frequent complications
data['label'] = data['complications'] > 
  1.2 * data['mean_complications']

# Project data to subset of attributes, filter by counties
data = data[['smoker', 'last_name', 'county', 
             'num_children', 'gender', 'income', 'label']]
data = data[data['county'].isin(counties_of_interest)]

# Define a nested feature encoding pipeline for the data
impute_and_encode = sklearn.Pipeline([
  (sklearn.SimpleImputer(strategy='most_frequent')),
  (sklearn.OneHotEncoder())])
featurisation = sklearn.ColumnTransformer(transformers=[
  (impute_and_encode, ['smoker', 'county', 'gender']),
  (Word2VecTransformer(), 'last_name')
  (sklearn.StandardScaler(), ['num_children', 'income']])

# Define the training pipeline for the model
neural_net = sklearn.KerasClassifier(build_fn=create_model())
pipeline = sklearn.Pipeline([
  ('features', featurisation),
  ('learning_algorithm', neural_net)])

# Train-test split, model training and evaluation
train_data, test_data = train_test_split(data)
model = pipeline.fit(train_data, train_data.label)
print(model.score(test_data, test_data.label))
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Figure 2: ML pipeline for our running example that predicts which patients are at a higher risk of serious
complications, under the requirement to achieve comparable false negative rates across intersectional groups by
gender and age group. On the left, we highlight potential issues identified by mlinspect. On the right, we show
the corresponding dataflow graph, extracted to instrument the code and pinpoint the issues.

target label to the dataset, indicating which patients had a higher than average number of complications compared
to their age group. The data is then projected to a subset of the attributes, to be used by the classification model.
This leads to the second issue 2 in the pipeline: the data scientist needs to ensure that the model achieves
comparable accuracy across different age groups, but the age group attribute is projected out here, making it
difficult to catch data distribution bugs later in the pipeline. The data scientist additionally filters the data to only
contain records from patients within a given set of counties. This may lead to issue 3 : a data distribution bug
may be introduced if populations of different counties systematically differ in age.

Next, the pipeline creates a feature matrix from the dataset by applying common feature encoders with
ColumnTransformer from scikit-learn, before training a neural network on the features. For the categorical
attributes smoker, county, and gender, the pipeline imputes missing values with mode imputation (using
the most frequent attribute value), and subsequently creates one-hot-encoded vectors from the data. The
last_name is replaced with a corresponding vector from a pretrained word embedding, and the numerical
attributes num_children and income are normalized. This feature encoding part of the pipeline introduces several
potential issues: 4 the imputation of missing values for the categorical attributes may introduce statistical bias,
as it may associate records with a missing value in the gender attribute with the majority gender in the dataset;
5 depending on the legal context (i.e., if the disparate treatment doctrine is enforced), it may be forbidden to
use gender as an input to the classifier; 6 we may not have vectors for rare non-western names in the word
embedding, which may in turn lead to lower model accuracy for such records. As illustrated by this example,
preprocessing can give rise to subtle data distribution bugs that are difficult to identify manually, motivating the
development of automatic inspection libraries such as mlinspect, which will hint the data scientist towards these
issues.
Source code. A prototype implementation of mlinspect, together with a computational notebook that shows
how mlinspect can be used to address the issues outlined in the ML pipeline in Figure 2, is available at
https://github.com/stefan-grafberger/mlinspect.
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3.2 Validating Serving Data with Data Unit Tests

Machine learning (ML) techniques are very sensitive to their input data, as the deployed models rely on strong
statistical assumptions about their inputs [32], and subtle errors introduced by changes in the data distribution can
be hard to detect [20]. At the same time, there is ample evidence that the volume of data available for training is
often a decisive factor for a model’s performance [11]. How errors in the data affect performance, and fairness of
deployed machine learning models is an open and pressing research question, especially in cases where the data
describing protected groups has a higher likelihood of containing errors or missing values [29].
Unit tests for data with Deequ. As discussed in Section 2.2, accidental errors during data integration can heavily
impact the prediction quality of downstream ML models. We therefore postulate that there is a pressing need
for increased automation of data validation. To respond to this need, Schelter et al. [30] presented Deequ, a data
unit testing library. The library centers around the vision that users should be able to write ‘unit-tests’ for data,
analogous to established testing practices in software engineering, and is built on the following principles:

1. Declarativeness: allowing data scientist to spend time on thinking about what their data should look like,
and not about how to implement the quality checks. Deequ offers a declarative API that allows users to
define checks on their data by composing a variety of available constraints.

2. Flexibility: allowing users to leverage external data and custom code for validation (e.g., call a REST
service for some data and write a complex function that compares the result to some statistic computed on
the data).

3. Continuous integration: explicitly supporting the incremental computation of quality metrics on growing
datasets [27], and allowing users to run anomaly detection algorithms on the resulting historical time series
of quality metrics.

4. Scalability: scaling seamlessly to large datasets, by translating the data metrics computations to aggregation
queries, which can be efficiently executed at scale with a distributed dataflow engine such as Apache

Spark [37].

Unit testing serving data in our running example. A prime use case of Deequ in ML deployments is to test
new data to be sent to the model for prediction. When Ann deploys her model for real world usage, she wants to
make sure that it will only consume well-formed data. She can use Deequ to write down her assumptions about
the data as a declarative data unit test, and have this test integrated into the pipeline that feeds data to the deployed
model. If any assumptions are violated, the pipeline will stop processing, the data will be quarantined, and a data
engineer will be prompted to investigate the root cause of the failure.

Listing 1 shows what a data unit test may look like. We precompute certain expected statistics for the data
such as the number patients to predict for, the valid age groups, and expected distributions by gender and age
group. Next, we write down our assumptions about the data, similar to integrity constraints in relational databases.
We declare the following checks: we assume that the size of the data corresponds to the expected number of
patients, we expect social security numbers (the ssn attribute) to be unique, and we expect no missing values for
the lastname, county, and age_group attributes. We furthermore assume that the values of the smoker attribute
are Boolean, while in the num_children attribute comprises of integers, and we expect the age_group attribute
to only contain valid age group values, as defined beforehand. We also expect values of the num_children

attribute to be non-negative. Finally, we compare the distribution of age groups and gender in serving data to their
expected distribution via the histogramSatisfies constraint. The user-defined function notDiverged compares
the categorical distributions of these columns and returns a Boolean value.

// Computed in advance
val expectedNumPatients = ...
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val validAgeGroups = ...
val expectedGenderDist = ...
val expectedAgeGroupDist = ...

// Assumptions about data to predict on
val validationResultForTestData = VerificationSuite ()
.onData(expectedNumPatients)
.addCheck()
.hasSize(numPatients)
.isUnique("ssn")
.isComplete("lastname", "county", "age_group")
.hasDataType("smoker", Boolean)
.hasDataType("num_children", Integral)
.isNonNegative("num_children")
.isContainedIn("age_group", validAgeGroups)
.histogramSatisfies("age_group", { ageGroupDist =>
notDiverged(ageGroupDist, expectedAgeGroupDist) })

.histogramSatisfies("gender", { genderDist =>
notDiverged(genderDist, expectedGenderDist) })

.run()

if (validationResultForTestData.status != Success) {
// Abort pipeline, notify data engineers

}

Listing 1: Example of a data unit test.

During the execution of the test, Deequ identifies the statistics required for evaluating the constraints and
generates queries in SparkSQL with custom designed aggregation functions to compute them. For performance
reasons, it applies multi-query optimization to enable scan-sharing for the aggregation queries, minimizing
the number of passes over the input data. Once the data statistics are computed, Deequ invokes the validation
functions and returns the evaluation results to the user.
Source code. Deequ is available under an open source license at https://github.com/awslabs/deequ. It for
example forms the basis of Amazon’s recent Model Monitor service2 for concept drift detection in the SageMaker
machine learning platform.

4 Conclusions and Future Research Directions

In this paper we discussed dimensions of technical bias that can arise through the lifecycle of machine learning
applications, both during model development and after deployment. We outlined several approaches to detect
and mitigate such bias based on our recent work, and will now discuss promising directions for future research,
where the data engineering community has the potential to make significant impact. We see the overarching goal
of this line of research not in mechanically scrubbing data or algorithms of bias, but rather in equipping data
scientists with tools that can help them identify technical bias, understand any trade-offs, and thoughtfully enact
interventions.
Integrating technical bias detection into general software development tooling. Data science is rapidly
becoming an important part of the toolbox of a “general software engineer”, and so methods for detection and
mitigation of technical bias need to become part of that toolbox as well. The scope of these methods must
be extended beyond binary classification, and they must embrace human-in-the-loop elements by providing
visualisations and allowing end-users to control experiments with low effort. To achieve practical impact, it is
important to integrate these methods into common computational notebooks such as Jupyter, and into general
IDE’s such as PyCharm.

2
https://aws.amazon.com/blogs/aws/amazon-sagemaker-model-monitor-fully-managed-automatic-monitoring-for-your-machine-learning-models/
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Automating data quality monitoring. The arising challenge of automating the operation of deployed ML
applications is gaining a lot of attention recently, especially with respect to monitoring the quality of their input
data [25]. As outlined in Sections 2 and 3, data quality issues and the choice of a data cleaning technique can be a
major source of technical bias. Existing approaches [2, 30] for this problem have not yet reached broad adoption,
in part because they rely on substantial domain knowledge needed, for example, to define “data unit tests” and the
corresponding similarity metrics, and to set thresholds for detecting data distribution shifts. Additionally, it is
very challenging to test data during the earlier pipeline stages (e.g., data integration) without explicit knowledge
of how an ML model will transform this data at the later stages.

We thus see a dire need for automated or semi-automated approaches to quantify and monitor data quality in
ML pipelines. A promising direction is to treat historical data (for which no system failures were recorded and
no negative user feedback has been received) as “positive” examples, and to explore anomaly detection-based
methods to identify future data that heavily deviates from these examples. It is important to integrate a technical
bias perspective into these approaches, for example, by measuring data quality separately for subsets of the data
that correspond to historically disadvantaged or minority groups, since these groups tend to be more heavily hit
by data quality issues [6].
Integrating technical bias detection into continuous integration systems for ML. Continuous integration
is an indispensable step of modern best practices in software engineering to control the quality of deployed
software, typically by automatically ensuring that software changes pass a set of unit and integration tests before
deployment. There is ongoing work to adapt and reinvent continuous integration for the machine learning
engineering process [24], which also exposes a lifecycle similar to the software engineering lifecycle, as discussed
in Section 2. We see the need to make detection techniques for technical bias, such as automated inspections and
data unit tests, first-class citizen in ML-specific continuous integration systems.
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