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A B S T R A C T

As the field of child-robot interaction (CRI) is still young, little consensus exists on the conceptual and metho-
dological approach to the study of children's intentional acceptance of social robots, an important antecedent
and an outcome of CRI. Against this background, the goal of this study was to develop and validate a self-report
measure of intentional social robot acceptance (i.e., intention to use) for children. Partly based on measures for
adults, we developed a four-item scale for children's intentional acceptance of social robots. We administered the
measure along with the validation measures (i.e., enjoyment, social presence, and social anxiety) among 87
Dutch children aged 7 to 11 years. Our measure reliably and validly assessed children's intentional acceptance of
social robots. As children are increasingly likely to encounter social robots in their lives, our measure may help
to improve the study of children's acceptance of social robots and its pertinent processes.

1. Introduction

The field of child-robot interaction (CRI), and in particular research
on children's acceptance of social robots, is still in its infancy. As a
result, little consensus exists on the conceptual and methodological
approach to the study of children's acceptance of social robots. A nar-
rative review of 34 articles published between 2000–2017 (De Jong
et al., 2019), for example, found that studies differ greatly in their
theoretical conceptualization and operationalization of robot accep-
tance (see also, in a broader context of CRI and HRI research
Baxter et al., 2016; Van Straten et al., 2019). Due to this heterogeneity,
the comparability across studies is limited and consistent results about
children's acceptance of social robots and its antecedents are largely
lacking. Consequently, we know little about why children accept, or
reject, social robots in the first place.

Research on technology acceptance suggests that two aspects of
acceptance can be differentiated (e.g., Davis, 1989; Heerink et al.,
2010; Venkatesh et al., 2003): the intention to use a technology re-
peatedly – intentional acceptance – and the actual repeated or long-
itudinal use of a technology – behavioral acceptance. In CRI research,
operationalizations that refer to the intentional or behavioral accep-
tance of social robots are prevalent (De Jong et al., 2019). However, the
theoretical distinction between the two forms of acceptance is not well-
established in CRI. Moreover, operationalizations are often not linked

to theoretical definitions (De Jong et al., 2019).
The suboptimal state of affairs in research on children's acceptance

of social robots is particularly problematic in the case of children's in-
tentional acceptance of social robots. A theoretically grounded and
validated measure of the concept is required for theoretical as well as
methodological reasons. First, intentional acceptance is regarded as a
crucial antecedent and outcome of CRI. On the one hand, intentions are
generally regarded as pivotal predictors of behavior (Ajzen, 1991;
Davis, 1989; Venkatesh et al., 2003). Accordingly, if children do not
have the intention to use a robot, there is little to no chance that there
will be a successful CRI. On the other hand, children's interactions with
robots feed back into behavioral intentions. Positive experiences with
robots, in particular, increase children's willingness to have continued
or repeated interactions (see for example Kȩdzierski et al., 2013;
Kruijff-Korbayová et al., 2014), which, in turn, may elicit further ef-
fects, such as the formation of social relationships with robots (for an
overview see Van Straten et al., 2019). From a theoretical point of view,
children's intentional acceptance of social robots is thus key to under-
stand how children behave and interact with social robots.

Second, the validity of ad-hoc measures of children's intentional
acceptance of social robots is likely to be limited because the mea-
surement of the concept is methodologically challenging. Because in-
tentional acceptance – in contrast to behavioral acceptance – is a latent
concept, it cannot be observed but only indirectly measured through
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indicators and, more specifically, through children's self-reports.
Without a clear theoretical conceptualization and an operational defi-
nition that clarifies the link between indicators and concept, the va-
lidity of an ad-hoc measure of children's intentional acceptance of social
robots may thus be questionable. Moreover, administering self-reports
to children is challenging and a variety of problems can arise (De Leeuw
and Otter, 1995; Read and MacFarlane, 2006). Most importantly,
children may struggle to understand questions about their intentional
acceptance of social robots and, thus, provide incorrect responses,
which may give rise to systematic measurement errors (Read and
MacFarlane, 2006).

Against this background, the goal of this study is to develop and
validate a self-report measure of intentional social robot acceptance for
children. We focus on the development of a measure for children in
their middle childhood (typically 6 to 12 years old; Cole et al., 2005) as
this is the age group for which a self-report measure is most relevant.
Children in their early childhood are hardly able to process surveys, as
language ability is particularly important when assessing a ques-
tionnaire (De Leeuw et al., 2004; Read and MacFarlane, 2006). Con-
versely, adolescents (i.e., over 12 years old) developmentally converge
more with adults and have less difficulty with ambiguous questions (De
Leeuw et al., 2004; De Leeuw and Otter, 1995), so that the employment
of standard measurement instruments is less problematic with this age
group compared to children.

2. Existing measures of intentional robot acceptance

2.1. Children's intentional robot acceptance

The CRI literature has paid little attention to children's intentional
acceptance of social robots. Studies that did analyze children's inten-
tional acceptance of social robots or related concepts, have mostly used
single-item measures (e.g., Kȩdzierski et al., 2013), which precludes an
assessment of reliability. Among the studies on children's intentional
acceptance of social robots, we can distinguish between studies that
explicitly deal with the concept of acceptance (e.g., Al-Taee et al., 2016;
Kanda et al., 2012; Looije et al., 2017; Saint-Aimé et al., 2011) and
studies that do not explicitly focus on the concept, but use measures
that correspond in their operationalization to intentional acceptance
(e.g., Abe et al., 2012; Breazeal et al., 2016; Ferraz et al., 2016; De Haas
et al., 2016). For example, some studies (Abe et al., 2012;
Blanson Henkemans et al., 2017; De Haas et al., 2016) asked children
whether they want to play again with the robot, but did not link this
question to intentional acceptance. This procedure is plausible if studies
are not explicitly designed to investigate intentional acceptance. Still,
for researchers who consider to use such a measure (possibly because it
seems to have a sound face validity), the question arises whether the
measure shows, for example, satisfactory criterion validity.

The small number of CRI studies (Al-Taee et al., 2016; Kanda et al.,
2012; Looije et al., 2017; Saint-Aimé et al., 2011) that explicitly studied
the concept of intentional acceptance have provided meaningful in-
sights into the interaction between children and robots (for an overview
see De Jong et al., 2019). However, some studies did not clarify how
intentional acceptance was precisely operationalized (Al-Taee et al.,
2016; Looije et al., 2017; Saint-Aimé et al., 2011). Moreover, even if a
measure contained multiple items, typically neither the reliability (ex-
cept for Kanda et al., 2012; Kose-Bagci et al., 2009) nor the validity of
the measures were assessed. As a result, it has not been demonstrated
satisfactorily whether the measurement instruments used in previous
studies represent children's intentional acceptance of social robots.

2.2. Adults’ intentional robot acceptance

In the field of human-robot interaction (HRI), several scales for the
measurement of acceptance of social robots have been validated among
adults (Eyssel et al., 2011; Heerink et al., 2010; Shin and Choo, 2011).
Notably, the scale by Heerink et al., 2010 has been successfully used
with 11- to 12-year-old children and was found to be reliable
(Kanda et al., 2012). However, the scale has not been validated among
children. The missing validation among children is problematic because
children have less advanced language skills and may not have the
cognitive capability to correctly understand the indicators included in
scales for adults (see, for instance, De Leeuw et al., 2004; Read and
MacFarlane, 2006). Moreover, children in middle childhood, especially
those in early middle childhood (i.e., 7 to 10), may have difficulty with
abstract wording and vague definitions in survey questions (De Leeuw
et al., 2004). For example, indicators used in adult scales do not specify
how individuals intend to use the robot in the future (e.g., “I plan to use
the robot during the next few days”; Heerink et al., 2010, p. 364). Al-
though Kanda et al. (2012) have tried to make the items more child-
appropriate by applying them to a specific use-context (i.e., use in a
Lego class or in another class), the type of use (e.g., playing with the
robot) remains unspecified. As a result, the items used by
Kanda et al. (2012) may be too abstract for the use among children in
(early) middle childhood, and children's answers are likely to depend
on the activity they imagine doing with the robot (Al-Taee et al., 2016;
Banthia et al., 2016). All of this may result in systematic measurement
error (Carpenter, 2018).

In sum, to our knowledge, no validated scale exists to measure
children's intentional acceptance of social robots. Existing scales for
adults have not been validated among children and are, due to their
abstractness, not suitable for use with children. In contrast, measures
used with children lack information about crucial psychometric prop-
erties. In this study, we therefore aim to develop a measure of inten-
tional acceptance of social robots for children which fulfills the fol-
lowing requirements: a) it provides a clear and theoretically grounded
definition of the concept; b) it provides a valid operationalization of the
concept; c) it uses child-appropriate indicators; and d) its reliability and
validity among children are empirically established.

2.3. Theoretical definition

In order to develop a reliable and valid scale, we first need a clear,
theoretically grounded definition of children's intentional acceptance of
social robots. We define children's intentional acceptance of social ro-
bots as children's intention to use a social robot repeatedly and/or on a long-
term in their daily life (see De Graaf et al., 2018). Social robots are robots
that are capable of having a social interaction that approaches inter-
personal interaction (Broadbent, 2017; Zhao, 2006). A social robot does
often have an anthropomorphic appearance, but it can also have an
alternative morphology (e.g., zoomorphic or caricatured; Fong et al.,
2003).

In the definition of intentional acceptance, we refer to children in
middle childhood, that is, the period roughly from 6 to 12 years of age
(Cole et al., 2005). A scale for intentional social robot acceptance is
particularly relevant for this age group. Due to their limited language
skills and cognitive development, younger children may struggle with
questionnaires, especially in the case of ambiguous questions (De
Leeuw et al., 2004; Read and MacFarlane, 2006), whereas children in
adolescence have the cognitive skills to understand and respond better
to adult scales than children (De Leeuw et al., 2004; De Leeuw and
Otter, 1995).
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The specific developmental preferences and needs associated with
middle childhood as well as the specific affordances of social robots
may give rise to particular uses of social robots and are thus relevant to
the conceptualization of intentional social robot acceptance. This is
reflected in CRI research that shows that children's acceptance of cer-
tain functions of a social robot is related to their age (Al-Taee et al.,
2016; Banthia et al., 2016). For example, adolescents are, compared to
children, less likely to accept companionship from a social robot (Al-
Taee et al., 2016). Compared to adults, children are expected to react
differently to robots (Belpaeme et al., 2013). Children focus more on
the hedonic aspects (i.e., is it enjoyable?) and functions (i.e., can I play
with it?) of a social robot (De Jong et al., 2019), whereas adults typi-
cally take into account also utilitarian aspects of the technology, such as
the ease of use (e.g., Heerink et al., 2010).

Finally, following De Graaf et al., 2018, our definition of intentional
acceptance emphasizes that acceptance refers to the repeated use and
the integration of social robots in one's daily life. Looking at the in-
tention to use a robot only once, without including repetitive or long-
itudinal use, would not fully capture intentional acceptance, not least
because empirical research has shown that children have a high initial
enthusiasm for robots that wears off after some time (Baxter et al.,
2017; Kanda et al., 2004). Accordingly, De Graaf et al., 2018 argue that
social robot acceptance “[…] ideally, ends with that individual [the
user] embracing the technology and incorporating its use in his or her
everyday life.” (p. 4). We, therefore, include the intention to in-
corporate a robot into one's daily life into the conceptualization of so-
cial robot acceptance.

3. Method

3.1. Development of indicators

As a starting point, we carefully inspected existing measures for
intentional social robot acceptance, both in the HRI and CRI literature.
As the scale by Heerink et al. (2010) is the only one to date that has
been successfully used with children (see Kanda et al., 2012), and
broadly aligns with our theoretical definition of intentional social robot
acceptance, we took this measure as a starting point. Next, we adjusted
the indicators to make them suitable for children. More specifically, to
facilitate children's responses, we followed the approach by Eyssel
et al., 2011 and adapted the indicators such that they did not refer to
the general intention to use the robot, but to specific activities that
children may aim at doing with the robot (see De Leeuw et al., 2004).
Additionally, we avoided using negations – as this might be too cog-
nitively demanding for younger children (Marsh, 1986) – and qualifiers
(e.g., a bit) – as this might be confusing combined with a gradual an-
swering scale. The formulation of the indicators was iteratively refined
through discussions among the authors of this manuscript. Whenever
the authors were unsure about whether certain words or grammatical
constructions were suitable for the language skills of children, primary
school teachers were asked for advice. As we aimed to validate the
measures by means of data collected from Dutch primary schools, we
translated the items to Dutch and adjusted them where necessary to
match Dutch children's language ability. The indicators were then pi-
loted among four children, which led to further adjustments of the in-
dicators in case we encountered any issues. This procedure resulted in
the following four items: “I would like to play again with NAO,” “I
would like to see NAO again,” “It would be nice if NAO and I could
meet again,” and “I would like to take NAO home.” (see Appendix 1 for
Dutch items).

3.2. Scale validation

The newly developed scale was validated in three steps. First, we
conducted a confirmatory factor analysis (CFA) to evaluate the di-
mensionality of the measure as well as the factorial validity of the scale
by inspecting the factor loadings of each indicator on the concept. The
identification of a one-dimensional structure with substantive factor
loadings would be indicative of factorial validity (Byrne, 2010). In
addition, in the CFA we also checked for metric and scalar invariance
across boys and girls (Kühne, 2013). Second, to test the reliability of the
scale, we estimated Cronbach's alpha (Cronbach, 1951). Third, criterion
validity was assessed by inspecting Pearson's correlations between the
newly developed scale and a series of validation measures – i.e., mea-
sures of concepts which on theoretical and empirical grounds can be
assumed to be correlated with children's intentional acceptance of so-
cial robots (Carmines and Zeller, 1979). Significant correlations be-
tween our new measure and the validation measures, which are neither
too low nor too high, suggest that the measures are associated, but not
redundant, which indicates criterion validity. In contrast, very small,
non-significant correlations suggest that the theoretical relationship
does not exist, which is indicative of low criterion validity. Very high
correlations suggest that the measures are redundant, which is also
indicative of low criterion validity.

3.2.1. Confirmatory factor analysis
The CFA was conducted in Mplus 7.4 (Muthén and Muthén, 2012).

We estimated four models. The first model – the full sample model –
was estimated in the full sample to assess the dimensionality and fac-
torial validity of the measure. The model fit was assessed by inspecting
the chi-square test, the comparative fit index (CFI), and the standar-
dized root mean square residual (SRMR). We did not use the root mean
square error of approximation (RMSEA) to assess model fit in our
analyses as RMSEA in models with low degrees of freedom and small
sample is prone to falsely indicating bad model fit (Kenny et al., 2015).
A non-significant result of the chi-square test (Byrne, 2010;
Schermelleh-Engel et al., 2003), a CFI larger than 0.95 (Byrne, 2010;
Hu and Bentler, 1999), and a SRMR smaller than 0.08 indicate an ac-
ceptable model fit (Hu and Bentler, 1999).

Next, we tested whether the scale had stable psychometric proper-
ties among boys and girls (i.e., measurement invariance). In that way,
we can confirm that the indicators of the latent construct operate in a
similar way across different groups (Byrne, 2010). More specifically, we
tested whether factor loadings (i.e., metric variance), and intercepts of
indicators (i.e., scalar variance) are similar for boys and girls
(Byrne, 2010; Kühne, 2013; Steenkamp and Baumgartner, 1998). The
second model – the (multi-group) baseline model – was the same as the
full sample model, but estimated for boys and girls separately. In the
third model – the metric invariance model – we constrained the load-
ings of like indicators to be equal across the two groups. Finally, in the
fourth model – the scalar invariance model – we additionally con-
strained the intercepts of like indicators to be equal across groups. In
order to check metric and scalar invariance, we compared the metric
invariance model to the baseline model, and the scalar invariance
model to the metric invariance model (Kühne, 2013). If the fit of the
model does not decrease (i.e., a non-significant χ2-test and ΔCFI ≥
−0.005) after adding constraints, we can confirm metric or scalar in-
variance (Kühne, 2013). For the change in SRMR we used different cut-
off values for the test of metric invariance (ΔSRMR ≤ 0.025) and the
test of scalar invariance (ΔSRMR ≤ 0.005), because the SRMR is more
sensitive to violations of loading invariance than violations of intercept
invariance (Chen, 2007).
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3.2.2. Reliability analysis and scale construction
To check the internal consistency of the scale, we estimated

Cronbach's alpha in SPSS 25. Next, we separately estimated Cronbach's
alpha for boys and girls to inspect whether the reliability is comparable
between them. We averaged the indicators to create a total score and
assessed its distribution by calculating the range, mean, standard de-
viation, skewness, and kurtosis.

3.2.3. Assessment of criterion validity
To assess the criterion validity of the scale, we estimated bivariate

correlations in SPSS 25 between the scale (i.e., the mean index) and the
following concepts: enjoyment, social presence, and social anxiety. The
main purpose of hedonic systems, such as social robots, is the experi-
ence of fun (De Jong et al., 2019; Van der Heijden, 2004). Thus, more
enjoyment during an interaction with a robot is likely to lead to a
higher intentional acceptance. Accordingly, empirical research has
shown that enjoyment increases both adults’ (Heerink et al., 2010;
Shin and Choo, 2011) and children's (Kȩdzierski et al., 2013) will-
ingness to interact (again) with a social robot .

As social presence plays an important role “[…] in mediating
technology users’ attitudes, evaluations, and social responses toward
the technology” (Lee et al., 2006, p. 759), a higher perception of social
presence is likely to result in a higher intentional acceptance. Empiri-
cally, social presence has been found to both indirectly (Heerink et al.,
2010) and directly (Shin and Choo, 2011) predict intentional robot
acceptance in adult robot users.

Finally, as social anxiety is a fear of social situations in which an
individual is confronted with unfamiliar people or the possible scrutiny
of others (Beidel et al., 1995; La Greca and Stone, 1993), children with
social anxiety are more likely to withdraw from social situations
(La Greca and Stone, 1993). Given that social robots are designed to
interact in a social manner with its user, we expect a negative re-
lationship between social anxiety and intentional acceptance of social
robots.

3.3. Data collection

The data used in the present study come from a larger study in
which we aim to develop and validate a set of standardized measures
for CRI research. Data from this larger study are also used in four other
publications (De Jong et al., 2019; De Jong et al., 2020; Van Straten
et al., 2020; Van Straten et al., 2018). The full study was approved by
the Ethics Review Board of the Faculty of Social and Behavioural Sci-
ences at the University of Amsterdam (2018-YME-8706).

3.3.1. Sample
The initial sample consisted of 88 children from two elementary

schools in the Netherlands. One child did not finish the interaction and
thus no data was collected. The final sample consisted of 87 children
between 7 and 11 years old (M = 9.17, SD = 0.85), with 48 girls and
39 boys.

3.3.2. Procedure
Prior to conducting the study, we received active written consent

from schools and parents or guardians, and active verbal consent from
children themselves. In order for children to feel comfortable during the
interaction (Vogt et al., 2017), we introduced the study at class-level
before the CRI sessions took place. Additionally, we emphasized that
their participation was voluntary; that no personal information would
be published; and that they could withdraw from the study at any point
without giving reasons. Children were allowed to ask questions, but

robot related questions were postponed until the debriefing to prevent
any influence on children's perception of the robot.

The interaction took place in a quiet room in the presence of a fe-
male researcher. The child was asked to sit on the floor across from the
robot at a distance they felt comfortable with. Before the start of the
interaction, children were asked whether they still wanted to partici-
pate in the study and were reminded of the possibility to refrain from
participation at any point in time without any negative consequences.
After the child gave verbal consent for their participation, the interac-
tion was started. If parents gave their consent, the interaction was vi-
deotaped. The researcher controlled the robot with a laptop from a
small distance by means of Wizard of Oz.

Children interacted with a NAO robot (SoftBank) for an average of
8 min. NAO is a small humanoid robot capable of social interaction.
During the interaction, the robot asked the child various questions (e.g.,
“How old are you”, “Is there a game that you like to play? Or a sport?”)
and showed some of its functions (e.g., telling a joke, dancing).
Moreover, the child and the robot played a game of ‘True or False’. The
robot told the child various statements about its abilities (e.g., “My eyes
can change color”), after which the child had to guess whether the
statement was true or false. After each guess, the robot provided the
correct answer (e.g., “My eyes have lights with different colors. Just
have a look!”). To avoid the child from getting bored, the robot also
asked the child several questions in-between (e.g., “Do you also like
fries, or do you prefer pancakes?”). At the end of the interaction, the
robot and the child said goodbye and the child was led to the interview
room. During the interaction, the robot never made any statements
suggesting that it might have human capabilities in order to prevent
children from feeling deceived (Broadbent, 2017).

In the interview room, a second female researcher administered a
questionnaire. The interviewer presented the questions to the child
orally. The questionnaire included various closed-ended questions on
children's perception of the robot, their internal states during the in-
teraction with the robot, their appreciation of the interaction, and on
their cognitive development and personality. Additionally, to give
children the opportunity to elaborate on some of their answers, several
open-ended questions were included. In line with earlier research (Leite
et al., 2017), we first presented children with practice items (e.g., “I like
candy”), to familiarize them with the item and answering format. Once
children fully understood the procedure, the questionnaire was started.

After all children participated, the experimenters debriefed them at
class-level (for a similar approach see Wood et al., 2013). Supported by
a power-point presentation, the experimenters explained children the
mechanical nature of the robot, its workings, and the procedure of
programming the robot. Additionally, the Wizard of Oz paradigm was
explained and it was emphasized that the robot said and did the same
things with every child, to prevent children from feeling deceived. Fi-
nally, the experimenters pointed out some differences between humans
and robots, and answered any remaining questions children had. All
children, also the ones that did not participate, received a small gift to
thank them.

3.3.3. Measures
Our scale of intentional acceptance of social robots for children

included the aforementioned four items (see Appendix 1 for the Dutch
translations). Children had to indicate their agreement or disagreement
on a five-point rating scale with the response options ranging from
“Does not apply at all” to “Applies completely.” A bar chart adapted
from Severson and Lemm (2016) (see Appendix 2) was used to visualize
the degree of agreement and facilitate children's responding. This bar
chart was chosen because it lacked any indications of valence of the
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items (e.g., smileys, colors) and, as such, avoids the elicitation of so-
cially desirable answers as much as possible. We also asked children for
a motivation for their answer to the last of the four items, that is, we
asked them why they would/would not like to take the robot home.
These data are not analyzed in the present study because they are not
directly relevant to the validation of the scale.

We adapted the scale by Oliver and Bartsch (2010) to measure en-
joyment. We asked children to indicate their agreement – on the same
five-point rating scale as mentioned above – with four items (e.g., “It
was fun for me to talk with NAO”). The items were averaged to form a
total score for enjoyment during the interaction (M= 4.78, SD= 0.34,
α = 0.71). The scale had a skewness of −1.73 (SE= 0.26) and kurtosis
of 2.58 (SE = 0.51).

Social presence was measured by means of a 4-item scale in which
two items were adapted from Heerink et al., 2010. Children were asked
to state their agreement to four statements (e.g., “When I was with
NAO, I felt like I was talking to a person”). Again, children could in-
dicate their agreement to these statements on the five-point rating
scale. The items were averaged to form the total score of social presence
(M = 3.86, SD = 0.92, α = 0.88) with a skewness of −0.60
(SE = 0.26) and kurtosis of −0.20 (SE = 0.51).

Finally, social anxiety was measured by means of the six-item Social
Avoidance and Distress – Specific to New Peers or Situations sub-scale
of the Social Anxiety scale by La Greca and Stone (1993). An adjusted
version of the subscale has previously been used by Valkenburg and
Peter (2007) to measure social anxiety in adolescents. Children were
asked to indicate their agreement - on the same five-point rating scale -
with six items (e.g., “I worry about doing something new in front of
other kids”). The items were averaged to form the total social anxiety
scale (M = 3.20, SD = 0.88, α = 0.82). The skewness was −0.22
(SE = 0.26) and the kurtosis −0.22 (SE = 0.51).

4. Results

4.1. Confirmatory factor analysis and factorial validity

The CFAs were estimated in Mplus 7.4. As the univariate distribu-
tions of the indicators deviated from normality – which implies that the
assumption of multivariate normality is violated – we employed the
MLM estimator (i.e., maximum likelihood estimation with standard
errors and a mean-adjusted chi-square test that are robust to non-nor-
mality; Muthén and Muthén, 2012). The CFA in the full sample revealed
a good fit of the data: χ2 (2, N= 87) = 3.562, p= .168, CFI = 0.978,
SRMR = 0.043. Additionally, the analysis showed that all four in-
dicators loaded positively and significantly on the latent construct. The
first three indicators had a high loading (respectively λ = 0.77,
p < .001; λ = 0.99, p < .001; λ = 0.73, p < .001), whereas the last
item had a lower loading (λ = 0.33, p= .006). The overall substantive
factor loadings and good model fit are a sign of the measure's factorial
validity (Byrne, 2010).

4.2. Tests of measurement invariance

To test for measurement invariance, we first estimated a multi-
group baseline model, and, subsequently, two constrained models – a

metric invariance model, and a scalar invariance model – which we
compared to the baseline model. In the baseline model, the residual
variance of the second indicator was negative in the female group (i.e.,
a Heywood case occurred), which is not uncommon in small samples
(Chen et al., 2001; Dillon et al., 1987). Following the recommendations
by Chen et al., 2001, we checked whether the Heywood case was the
result of sampling fluctuation or of model misspecification before fixing
the negative error variance. By means of a two-tailed z-test, we eval-
uated the alternative hypothesis that the negative error variance is
different from zero (i.e., a result of model misspecification) versus the
null hypothesis that the negative error variance is not different from
zero (i.e., a result of sampling fluctuation).The z-test is equivalent to the
Wald test (Chen et al., 2001). Notably, both tests are more liberal or
sensitive than the likelihood ratio and Lagrange multiplier test in finite
samples (Engle, 1983). Put differently, the z-test and Wald test lead
more quickly to a rejection of the null hypothesis, and a non-significant
finding thus provides stronger evidence in favor of the null hypothesis
(albeit the asymmetry of statistical tests has to be considered; e.g.,
Hagen, 1997). The z-test showed that the null hypothesis should be
accepted (z=−0.006, p= .995), which means that the negative error
variance is most likely not due to model misspecification. Conse-
quently, following the literature (Chen et al., 2001), we fixed the re-
sidual variance of the second indicator to 0.01 in the female group. The
resulting CFA revealed a good fit of the data: χ2 (5, N = 87) = 6.800,
p = .236, CFI = 0.979, SRMR = 0.038.

To assess metric invariance, we estimated a constrained model in
which we set the loadings of like indicators to be identical across the
female and male group. We compared the fit of this model with the fit
of the baseline model (see Table 1). MLM estimation required us to use
the Satorra-Bentler scaled chi-square difference test (χ2-TRd) in the
comparison of model fit (Mplus, n.d.; Satorra and Bentler, 2010). The
results of the model comparison were inconclusive: The Satorra-Bentler
scaled chi-square difference test was not significant: χ2-TRd
(3) = 5.673, p = .129. However, the changes in the CFI and SRMR
indicated a substantial decrease of the fit of the metric invariance
model compared to the baseline model (ΔCFI = −0.031,
ΔSRMR = 0.088).

As mentioned by Byrne (2010), it is possible – as measures are often
group specific – that a measurement instrument does not function
completely the same in different groups (see also Byrne et al., 1989).
Consequently, the constraints on the loadings may lead to a bad model
fit. In such a case, an option is to test a partially invariant measurement
model, in which unequal parameters are freely estimated in the dif-
ferent groups (Byrne et al., 1989). Upon inspection of the loadings and
modifications indices, we found that the loadings of the third and
fourth indicator substantially differed across groups. Consequently, we
estimated a partial metric invariance model in which the constraints on
the third and fourth indicator were released. The fit of this model was
good (see Table 1) and comparable to the fit of the baseline model: χ2-
TRd(1) = 0.615, p = .433, ΔCFI = 0.000, ΔSRMR = 0.007). Thus,
partial metric invariance can be assumed.

Finally, we estimated the scalar invariance model. This model in-
cluded the same constraint as the partial metric invariance plus con-
straints of the indicators’ intercepts, which were set to be equal across
groups. The test of scalar invariance was inconclusive (see Table 1): The
Satorra–Bentler scaled chi-square difference test was not significant: χ2-
TRd(3) = 5.067, p = .167. However, the change in CFI and SRMR
showed a decrease in model fit (ΔCFI = −0.025, ΔSRMR = 0.081).
Upon inspection of the intercepts and modification indices, we found
that the intercepts of the same two indicators with unequal loadings
(i.e., the indicators three and four) substantially differed across groups.
We estimated the partial scalar invariance model by releasing the
constraints on the intercepts of the third and fourth indicator. The
partial scalar invariance model showed a good fit (see Table 1) and did
not substantially decrease in model fit: χ2-TRd(1) = 0.036, p = .850,
ΔCFI = 0.006, ΔSRMR = 0.000). Partial scalar invariance could thus

Table 1
Model comparisons: tests of measurement invariance among boys and girls.

Model χ2 df p SCF* CFI SRMR

1 Baseline model, unconstrained 6.800 5 .236 1.821 .979 .038
2 Metric invariance model 12.386 8 .135 1.763 .948 .126
3 Metric invariance model, partial 7.819 6 .252 1.643 .979 .045
4 Scalar invariance model 12.954 9 .165 1.693 .954 .126
5 Scalar invariance model, partial 8.308 7 .306 1.550 .985 .045

⁎ SCF: Scaling correction factor for MLM.
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be established. Based on the model with partial scalar invariance, we
compared the latent means of boys’ (M = 4.75, SE = 0.06) and girls’
(M = 4.75, SE = 0.08) intentional acceptance of social robots. The
Wald-test showed that there existed no significant difference
(WT = 0.003, p = .953).

4.3. Reliability analysis and scale construction

The internal consistency of the 4-item intentional acceptance of
social robots’ scale for children was acceptable (overall α = 0.72; boys
α = 0.78; girls α = 0.67). When deleting the last item, which had a
lower factor loading than the other three items, the alpha improved
(overall α = 0.85; boys α = 0.82; girls α = 0.87). Despite the increase
in internal consistency, we calculated a total score by averaging the
four indicators because the fourth item created more variance in the
scale (s2 = 0.21 for the 4-item scale versus s2 = 0.17 for the 3-item
scale).

An inspection of the distribution of the scale revealed that children's
scores ranged from 3.25 to 5.00, with a mean of 4.72 (boys M = 4.72;
girls M = 4.71) and a standard deviation of 0.45 (respectively
SD = 0.45; 0.46). The skewness was −1.62 and the kurtosis 1.79.

4.4. Criterion validity

To assess the criterion validity of the intentional acceptance of so-
cial robots’ scale for children, we inspected the bivariate Pearson cor-
relations between the scale and enjoyment, social presence, and social
anxiety. In line with our expectations, we found that the scale positively
correlated with enjoyment (r = 0.494, p < .001) and social presence
(r = 0.244, p = .023). The correlation between children's intentional
acceptance of a social robot and their social anxiety was, as expected,
negative, but it failed to reach conventional levels of significance
(r = −0.204, p = .059). This pattern of results was also confirmed
when we applied a p-value correction for multiple comparisons, namely
the False Discovery Rate (FDR) by Benjamini and Hochberg (1995).
Using an online calculator (Carbocation Corporation, 2016) with a false
discovery rate of 0.05, the adjusted p-values for the correlations were
p = .003 for the correlation with enjoyment; p = .035 for the corre-
lation with social presence; and p= .059 for the correlation with social
anxiety.

5. Discussion

Currently, we still know little about what predicts children's ac-
ceptance of social robots. One reason for this is that there is little
consensus on the conceptual and methodological approach in the field.
Notably, although children's intentional acceptance of social robots is a
crucial concept in CRI research, no validated measurement instrument
exists to date. Therefore, the main aim of the current paper was to
develop and validate such a measurement instrument. Partly based on
measures designed for adult populations, we developed a four-item
scale of intentional acceptance of social robots for children, which we
administered to children aged 7 to 11 years.

The results showed that our new measure reliably and validly as-
sesses children's intentional acceptance of social robots. However, one
indicator (i.e., “I would like to take NAO home”) had a relatively low
loading. Removing this indicator would improve the reliability of the
scale. An explanation for this relatively low loading could be that the
indicator centered on using the robot in children's personal environ-
ment, whereas the other indicators did not specify the location of use.
As the current study involved only one interaction between the child

and the robot, taking the robot home might have been a step too far for
some children. Moreover, children's open answers on a follow-up
question in the survey suggested that they also considered their family
members and external constraints – such as time, space and costs –
when determining their willingness to take the robot home (De Jong
et al., 2020). This potentially led the indicator to correlate less strongly
with the other indicators and reduced its factor loading. Nevertheless,
incorporation of the robot in one's daily life is conceptually an im-
portant aspect of acceptance, which distinguishes acceptance from
mere use of the robot (De Graaf et al., 2018). As the fourth item still
loaded significantly on the latent construct and created more variance
in the scale, we recommend that the item should be included initially in
the scale to validly represent the concept of intentional acceptance of
social robots.

To test whether the psychometric properties (i.e., the factor loadings
and intercepts of indicators) are stable across boys and girls, we as-
sessed measurement invariance. Although the multi-group baseline
model showed a good fit to the data, we were not able to establish full
metric and scalar invariance. Still, we were able to establish partial
metric and scalar invariance. According to the literature (Byrne et al.,
1989; Meredith, 1993), comparisons across groups are still possible as
long as at least two indicators (i.e., the marker plus an additional in-
dicator) are invariant. In our case, even though not optimal, the com-
parison between boys and girls is thus still admissible. As the reliability
of the measure was also slightly lower for girls, future research should
address the partial discrepancy in measurement functioning between
boys and girls, also in the long run, as this might lead to a slightly
different functioning measure in both groups.

The scale had an acceptable reliability. Consequently, we con-
structed a total score by averaging the scores of the four indicators.
Descriptive statistics revealed that the total score had a high mean and
that there were moderate deviations from normality (i.e., the skewness
was negative and the kurtosis positive). These findings are likely the
result of a ceiling effect of children's first interaction with a robot.
Previous research has demonstrated that children typically form very
positive impressions in first-time interactions with social robots because
of the novelty effect, leading to ceiling effects (e.g., Belpaeme et al.,
2013; Kanda et al., 2004; Sung et al., 2009). However, despite the high
mean, moderate non-normality of the data and the small sample size,
the expected correlations between intentional acceptance of social ro-
bots and two of the three validation measures were still found, showing
criterion validity. Children who experienced more enjoyment during
the interaction and more social presence of the robot also had a higher
intention to accept the social robot.

There was also a negative correlation between social anxiety and
children's intentional acceptance of the social robot (Pearson's
r = −0.204), which failed to reach conventional levels of significance
(p = .059). The absence of a significant correlation probably results
from the relatively small sample size. Against this background, we
consider the correlations reasonable and the analyses to overall confirm
the criterion validity of the scale.

These correlations between intentional acceptance and the valida-
tion measures indicate that, even after first-time interactions between
children and a social robot, there is enough variance in our measure to
identify relationships between intentional acceptance of social robots
and other theoretically related concepts. Presumably, the measure
might function even better in longitudinal research, as the novelty ef-
fect is likely to wear off after some time. However, future research
should confirm the reliability and validity of the scale in a longitudinal
perspective.
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5.1. Limitations and future research

Our study has at least three limitations. First, we tested the scale
only at one specific point in time, after children's first interactions with
a social robot. Collecting the same data also at a later point is both
costly and time-consuming, especially in the context of CRI research
where children need to directly interact with a robot. Nevertheless, as
mentioned before, research on CRI is often subject to the novelty effect
in first interactions, and it would thus be important to validate the
usefulness of the measure in a longitudinal perspective. Moreover,
conceptually, intentional acceptance requires the intention to use a
robot repeatedly or longitudinally to distinguish it from mere use.
Empirically, this would mean that children have to interact with a robot
repeatedly or at least imagine to interact with it repeatedly, to actually
investigate intentional acceptance. Presumably, the psychometric
properties of the scale (e.g., its distribution) would improve in long-
itudinal research in which novelty effects fade away. Thus, future re-
search should assess the functioning of the scale in long-term interac-
tions and the consequences of repeated interactions for the scale's
psychometric properties (such as its reliability and distribution).

Second, self-report measures, such as the one we developed in this
study, suffer from certain shortcomings. For example, children may give
socially desirable answers (De Leeuw and Otter, 1995) or have diffi-
culty in general to formulate a correct answer (De Leeuw et al., 2004;
De Leeuw and Otter, 1995; Read and MacFarlane, 2006). Even though
we tried to minimize these shortcomings as much as possible, for ex-
ample by formulating concrete items and affirming, during the ques-
tionnaire, that every child is different and may provide different an-
swers, response biases are difficult to completely eliminate. Therefore,
it would be good, for triangulation reasons (Bethel and Murphy, 2010),
to also develop and validate a measure of behavioral acceptance of
social robots for children. Ideally, this measure would be an observa-
tional measure as children are bad at reporting the frequency of their
own behavior over time (De Leeuw and Otter, 1995). Such a measure
could, for example, be based on tracking children's duration of use of
the robot (e.g., Sandygulova and O'Hare, 2016), the number of rounds
of a game children play with the robot (Ribi et al., 2008), or the choice
between playing with the robot and something else (Wigdor et al.,
2016), all presuming that the CRI is a free interaction.

Third and finally, the measure was validated in a specific context
with a specific, anthropomorphic robot. Future research should confirm
whether these results can be generalized to other contexts, for example
with an education-oriented interaction, and with other robot
morphologies, such as a zoomorphic robot. Additionally, as this mea-
sure is specifically designed for children in middle childhood (more
specifically 7- to 11-year-olds), future research should investigate the
usability of the measure with other age groups. Children in adolescence
would be of specific interest, as their language capability is sufficient to
understand the scale, but the particular uses of social robots that are
referred to by the indicators might not align with their interests as well

as it does with children in middle childhood (Al-Taee et al., 2016).

6. Conclusion

With child-robot interactions increasingly moving outside the lab
and to more natural environments (Michaelis and Mutlu, 2017), it is
essential to study why children accept or reject social robots in the first
place. To date, no validated measure existed for children's intentional
acceptance of social robots, and children's intentional acceptance has
rarely been the main focus of a study (except for Al-Taee et al., 2016).
With the establishment of this reliable and valid measure for intentional
acceptance of social robots by children, we hope to contribute to future
research into the investigation of the effects of various child, robot, and
interaction characteristics on intentional acceptance. As this new
measure solely focuses on intentional acceptance, without including
potential predictors of intentional acceptance, it allows future research
to disentangle psychological responses, such as enjoyment, during the
interaction from acceptance of social robots after the interaction. Our
measure also allows future research to replicate and validate models of
adult's social robot acceptance (e.g., De Graaf et al., 2019;
Heerink et al., 2010; Shin and Choo, 2011) with children to see whether
the same predictors and mechanisms are at stake when predicting ac-
ceptance of social robots.

Finally, the new scale of intentional acceptance of social robots for
children may facilitate the investigation of the apparent discrepancy
between children's intentional acceptance and behavioral acceptance of
social robots. A review study of the literature on children's acceptance
of social robots (De Jong et al., 2019) showed that there seems to be
more variation in children's behavioral social robot acceptance than
children's intentional social robot acceptance. With this new measure,
we can reliably and validly measure children's intentional acceptance of
social robots and compare it to their behavioral acceptance of robots,
which may help to see whether there is, in contrast to adults, a dif-
ference between the two concepts for children.
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Appendix 1

Items of Intentional Acceptance of Social Robots

Item Dutch English

1 Ik wil NAO graag opnieuw zien. I would like to see NAO again.
2 Ik wil graag opnieuw met NAO spelen. I would like to play again with NAO.
3 Het zou leuk zijn als NAO en ik opnieuw iets kunnen doen samen. It would be nice if NAO and I could do something together again.
4 Ik zou NAO mee naar huis willen nemen. I would like to take NAO home.
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Appendix 2

Bar scales (adapted from Severson and Lemm, 2016) used to indicate agreement or disagreement in Dutch and English respectively.
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