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Abstract. This qualitative interview study explores age differences in percep-
tions of chatbot communication in a customer service context. Socioemotional 
selectivity theory and research into technology acceptance suggest that older 
adults may differ from younger adults in motivations to use chatbots, and in 
perceived complexity and security of this chatbot communication. The in-depth 
interviews with older adults (54–81 years; N = 7) and younger adults (19–30 
years; N = 7) revealed that both groups were aligned in their prime motivation: 
They used chatbots to get their (simple) customer queries answered in a fast and 
convenient manner. However, they seemed to differ in their need for additional 
human contact. In both age groups, there were participants for whom it was 
easy to communicate with chatbots, and the two groups were united in their 
frustrations when the chatbot did not understand and answer their queries. They 
were aligned as well in the difficulty they experienced in assessing the security 
of the chatbot. The two age groups may differ in the factors that contribute to 
perceived ease of use and perceived security. Directions for future research and 
implications for the implementation of chatbots for customer service are dis-
cussed.  

Keywords: Chatbots, Customer service, Age differences, Qualitative Interview 
Study; Older Adults; Motivations; Technology Acceptance 

1 Introduction 

Chatbots, or disembodied conversational agents [2], are increasingly used in customer 
service: Customers can type their questions in a dialogue screen and receive answers 
in natural language. Chatbots for customer service are still an emerging technology 
[7]. For companies it is important that customers of all ages are satisfied with the 
chatbot conversations, or at least do not feel alienated from the company due to the 
implementation of chatbot communication.  

 Based on previous research in other areas, there are two important reasons to 
suspect there may be age differences in perceptions of chatbot communication. First, 
socioemotional selectivity theory (SST) [5] outlines how motivations and social pref-

Pre-print of full paper presented at CONVERSATIONS 2019 - an international workshop on chatbot research, 
November19-20, Amsterdam, the Netherlands. The final version of the paper will be published in the post-workshop 
proceedings as part of Springer LNCS.
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erences change as people age. Consequently, older adults may also differ from 
younger adults in their motivations to use chatbots. Second, research in the field of 
technology acceptance indicates that perceived ease of use and perceived security of 
several technologies are not the same for older versus younger adults [8, 14], which 
implies that there also may be age differences in perceptions of chatbot communica-
tion. Therefore, the aim of the current qualitative interview study is to explore wheth-
er older adults (54–81 years) and younger adults (19–30 years) differ in their motiva-
tions to use chatbots in a customer service context, and in perceived ease of use and 
perceived security of this chatbot communication. 

This qualitative study contributes to our understanding whether and how age dif-
ferences should be taken into account in future studies on chatbot communication, and 
whether SST [5, 19] and models focusing on technology acceptance [4] are useful 
frameworks for this line of research. Moreover, the study helps practitioners –who are 
involved in chatbot implementation– to understand whether older customers have a 
unique set of motivations and needs that should be accommodated for in age-specific 
ways.  

2 Background 

2.1 Motivations 

Applying uses and gratifications theory, Brandtzaeg and Følstad studied the motiva-
tions for chatbot use among 16–55 year olds. They found that productivity was the 
main reason for using chatbots: Participants mainly used them to obtain assistance or 
information, and noted chatbots’ ease, speed and convenience. Other motivations 
included entertainment, social or relational purposes, and novelty/curiosity [3]. 
 We argue that research on the development of motivations across the lifespan sug-
gests that age groups may differ in the prevalence and specifications of the aforemen-
tioned motivations for chatbot use. A theory on motivational changes that has been 
particularly influential in gerontological research is socioemotional selectivity theory 
(SST) [5]. SST outlines that there are fundamentally two goal categories: knowledge-
related goals and emotionally-meaningful goals [5]. These two categories tend to 
switch in prominence as people perceive their lifespans to become more finite. Car-
stensen argues that young adults seek activities that lead to more knowledge acquisi-
tion, whereas older adults seek activities that provide an emotional reward. Since this 
theory concerns socioemotional selectivity, it offers an explanation of reduced rates of 
interaction in later life: As adults go through their life, their social circles become 
smaller, because ageing individuals start to value and seek more meaningful social 
interactions, while younger adults cast a wider social net for the benefit of gaining 
more information.  
 The current paper assumes that SST can be relevant for research into chatbot use, 
since chatbot communication is a type of dialogical communication that resembles 
social interaction. Applying SST, we could expect that the information-related moti-
vations (part of the main motivation identified by Brandtzaeg and Følstad) would be 
more prevalent among younger customers, whereas the social and relational motiva-



3 
 

tions [3] would be more essential for older adults. In addition, the diminishing of 
social circles identified in SST research could imply that ageing individuals lack the 
motivation to use chatbots, instead relying on friends or family to help them with their 
customer support needs, or preferring human customer service agents over chatbot 
communication.  

Since applying SST to chatbot communication is novel and the potential expecta-
tions regarding age differences in this domain are merely speculative at this point, we 
conducted a qualitative interview study to answer the following research question:  

  RQ1: How do older and younger adults differ in their motivations to use chat-
bots in a customer service context? 

2.2 Technology Acceptance 

Models of technology acceptance, such as the Technology Acceptance Model (TAM) 
and extensions thereof, outline a number of factors that impact technology adoption 
[4, 11]. Perceived ease of use and perceived usefulness are central in these models 
[11]. In the present study, perceived usefulness is addressed in our first research ques-
tion. Perceived ease of use is also important in the comparison between older and 
younger adults. After their review of TAM literature, Marangunić and Granić con-
cluded that older adults are a target group of specific interest as age plays a major role 
in the interaction with technology [11]. A focus group study in which older adults 
discussed their use of and attitudes regarding technology in the context of home, 
work, and healthcare found that particularly perceived ease of use (and usefulness) 
were related to their technology adoption [14]. Due to this previously found associa-
tion between age and technology use, and the importance of ease of use for older 
adults, the present interview study sets out to describe potential age differences in 
perceived ease of use of chatbot communication.  
 One other aspect where age differences may be particularly at play is perceived 
security of a new technology. An interview study on trust in chatbots in customer 
service found that perceived security is one of the factors that affects this trust [7]. 
The abovementioned focus group study among older adults revealed that older adults 
often noted security considerations as a reason they disliked using technology, ulti-
mately impacting their technology acceptance [14]. Moreover, previous studies found 
that older users lagged behind younger users in expertise regarding (internet) security 
hazards [8]. Thus, on the one hand, perceived security may be of particular im-
portance for older adults, whereas on the other hand they may be less aware of securi-
ty risks.  
 In sum, age differences in perceived ease of use and perceived security of chatbot 
communication in a customer service context can be expected, but are this point 
merely suggestions that have not yet been subjected to empirical scrutiny. Therefore 
the second research question is:  

 RQ2: How do older and younger adults differ in perceived ease of use and per-
ceived security of chatbot communication in a customer service context? 
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3 Method 

3.1 Sample composition 

Interviews were conducted among two distinct age groups. The older group (N = 7) 
consisted of adults aged 54–81 years, because businesses typically consider consum-
ers aged above 50 or 55 years as older consumers [13] and because in related experi-
mental research the older adults were also aged 52 or 53 years and older [10, 16]. The 
sample consisted of five women and two men. They lived in various regions in the 
United States. Education was varied, ranging from high school to post doctorate level. 
The younger group consisted of adults aged 19–30 years, with three women and four 
men. Three participants in this group lived in the Netherlands and four participants 
lived in the United States. Education in this group varied from high school to master’s 
degree level. Except for the 81-year old lady, all participants had previous experience 
with using chatbots.  

3.2 Interviews 

The study was approved by the Ethics Review Board of our university. The second 
author asked people in his personal network whether they were willing to be inter-
viewed, and he also solicited on Facebook. He conducted the three interviews in the 
Netherlands face-to-face, and the interviews with participants from the United States 
through video chat via Google Hangouts. All interviews were conducted in English, 
and participants signed a consent form prior to the interview.  

During the interviews, participants communicated with two chatbots for customer 
service. They could choose the chatbots of Amtrak, Macy’s, or Verizon. In the face-
to-face interviews, participants could also choose the bots of Hipmunk, Kayak, KLM, 
or Tommy Hilfiger. Thus we gathered perceptions regarding chatbots that were used 
by various types of companies, and that were also varied in human-like features. Once 
the chatbot connected to a live agent or the participant said the conversation was fin-
ished, the interviewer started asking questions.   

The interview guide consisted of four topics. Topic 1 aimed to tap into the partici-
pant’s experiences with this specific chat. It started with an open-ended question: 
“Please share with me all your experiences during this chat”. Subsequently they were 
shown a blobtree (blobtree.com), and asked to explain which character(s) best de-
scribed their experiences during the chat. They were also asked how their perception 
of the chat (potentially) related to their perception of the company. Topic 2 explored 
their technology acceptance. They were asked what they (dis)liked about the chat, and 
what they found easy or difficult. They were also asked to rate the complexity, relia-
bility and security of the chatbot (on a scale 1–10), and to explain the rating. Topic 3 
was about their motivations. They were asked to explain why they would use this 
chatbot in the future again (or not), what they expected from the bot, and whether 
these expectations were met. Topic 4 asked them to reflect more broadly on the use-



5 
 

fulness of chatbots for customer service, and whether they thought a chatbot was use-
ful for only certain questions or certain companies.   

3.3 Data Analysis  

Interviews were transcribed verbatim and uploaded in the computer program Atlas.ti. 
The second author conducted the open coding, a procedure commonly used as the 
first step in the Grounded Theory Approach [6], that enables the researcher to study 
the materials in a fine-grained and detailed manner. Subsequently, the second author 
suggested several possible categorizations that could help to present the findings. 
After several rounds of discussion and adjusting, the authors decided on a categoriza-
tion, presented in three tables in a previous version of this paper. Following the advice 
of reviewers, we decided to merge some of the categories, which resulted in the cate-
gorization presented below. 

4 Results 

In this section, we answer the two research questions. The findings are displayed in 
tables, by presenting quotes that exemplify each category. Frequencies refer to the 
amount of older versus younger participants that mentioned a certain aspect and are 
merely provided as an illustration of what we encountered in the interviews. These 
frequencies should be interpreted with caution, because of the small sample sizes and 
because we asked very open-ended questions (which means that participants may not 
have spontaneously expressed a certain perception, but would indicate that this per-
ception applies to them when asked about this directly). 

4.1 Age Differences in Motivations  

Regarding RQ1 about age differences in motivations, we found that both age groups 
were aligned in that their prime motivation was to get their customer query answered 
(see Table 1). In both groups, some participants specified that bots are mainly useful 
for simple “black and white” questions, in areas such as e-commerce (for instance 
when one has questions about the shipping of products), technical support, banking, 
travel and government, and for scheduling appointments. Participants in both groups 
acknowledged that for more complex, urgent or personal questions (including health 
and medical issues), it may be better to talk to a person than to a chatbot. In our sam-
ple, there was only one interviewee (P13, 54 years) who did not see chatbots as useful 
for getting questions answered. She was angry about this type of machines that take 
up her valuable time and have no clue what she is talking about. She only used chat-
bots to be connected to a live agent. 
 Also, most interviewees in both groups applauded the ability to receive answers in 
a fast, easy, and convenient way. Specific advantages were that chatbots enable them 
to avoid long phone waits, help them to navigate the company’s website, and that 
interviewees were able to multitask while communicating with a chatbot.  



6 
 

 However, a difference between the two age groups seemed to be their assessment 
of the human factor. In our sample, older individuals seemed more inclined to use 
chatbot communication as a stepping stone for human contact (i.e. to connect to a live 
agent), whereas younger interviewees were more insisting that chatbot communica-
tion helps to avoid human contact. This may signal that older adults value human 
contact more than younger adults.  

Table 1. Motivations for using a chatbot for customer service  

 Older adults Younger adults 
To get an answer to a 
customer query 

n = 6 
“Well, to get an answer” (P12, 
81 years) 

 
“I would use it for a simple 
problem, a single simple prob-
lem. I would not use it for a 
complex problem or a problem 
with multiple elements to it” 
(P9, 67 years) 

n = 7 
“I expected that he gave me a fast an-
swer to my problem. And to fix it” (P3, 
19 years)  

 
“It's kind of like an FAQ where you can 
just like type in your question and an-
swer it. I definitely find them to be 
useful in that aspect but anything more 
complex I think it's a little harder for 
them” (P4, 30 years) 

Ease, speed, and conven-
ience 
 

n = 6 
“Quick, easy, succinct. Saves 
time” (P11, 65 years) 
 
“I think they are useful to avoid 
long phone waits” (P9, 67 years)  
 
“Because I would say there's a 
lot of times when I'm internet 
shopping for example and I can't 
find something and I know it's 
there [...]. But the website keeps 
coming back saying no. [...]. So 
that's when I typically will open 
the assistance thing and say help 
me” (P10, 62 years)  
 
“Kind of allows me to do other 
stuff while I’m working on the 
chatbox. You know, like multi-
tasking”(P8, 60 years) 

n = 7 
“It's super-fast and convenient” (P2, 30 
years) 
 
“We all know how annoying it is to call 
the company [...] and they leave you on 
the wait for five six minutes” (P1, 28 
years) 
 
“It feels like an easier way to navigate 
their help center without actually like 
going through and searching through a 
bunch of articles” (P5, 29 years) “I can 
multitask. I can feed the baby and I can 
ask the question” (P7, 27 years) 

To connect to a human 
agent 

n = 3 
“The only thing I liked about it 
was eventually I got to speak to 
an actual human being” (P13, 54 
years) 

n = 1 
Interviewer: What was your favorite part 
of this one?” “That it offered the option 
to talk to a live agent” (P6, 29 years) 

To avoid interacting with 
a human being 

n = 0 
 

n = 5 
“Sometimes when you're interacting 
with humans you have to be friendly. 
You have to be polite and. Maybe you 
had the worst day in your life when you 
still have to be polite whereas a chatbot 
you're like. You don't have to pretend or 
act in a way that you don't want. You 
can just be yourself be natural in the 
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mood that you are” (P1, 28 years) 
 
“I don’t like talking on the phone” (P5, 
29 years) 

4.2 Age Differences in Technology Acceptance 

Regarding perceived ease of use, we found that in both age groups there were inter-
viewees who expressed that it was easy for them to use the chatbots. Table 2 shows 
what they said was easy for them. First, some interviewees provided the overall eval-
uation that it was clear to them how it worked. Second, some commented more spe-
cifically on the smooth interaction. In the older group one of the interviewees ap-
plauded the writing style used in the conversation. In the younger group,  interviewees 
noted that the interaction resembled talking to a person or using other devices, and 
that it was likeable that the chatbot asked for feedback. Third, a specific issue of in-
terest regarding the design of chatbots is the use of preloaded options, i.e. buttons. 
Several interviewees said that the availablity of such buttons helped the conversation.  

On the other hand, there were interviewees who did not experience the chatbot 
communication as easy. This was particularly the case when the chatbot did not un-
derstand and answer their questions. This led to quite some frustrations. In addition, 
both groups outlined some difficulties in the interaction, albeit slightly different ones. 
In the older group, some interviewees said that too much information was given at 
once: too much information was provided in a single response, or too many answers 
or links were provided at the same time. Interviewees in the younger group also expe-
rienced this problem, and also noted that the navigation was inconvenient at times 
(particularly because of toggling between several screens). They also mentioned that 
it was not clear how to type: They were trying to find out which way they needed to 
formulated their questions in order for the bot to understand them. Lastly, there were 
some roadblocks to get to the chatbot, either because the chatbot was difficult to find 
or because personal information had to be filled out before starting the chat.  

Table 2. Perceived ease of use of chatbots for customer service 

 Older adults Younger adults 
Easy 
Clear how it works n = 5 

“There is absolutely no misunder-
standing of what I was doing or 
challenge. I guess it was clear 
very clear” (P8, 60 years) 

n = 3 
“I find it to be easy. Just because it's pretty 
straightforward. Once you click on the link 
it takes you right there. And all you have to 
do is your name and your email address 
and make your question” (P4, 30 years) 
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Smooth interaction  n = 1 
“Sometimes you can get into tech 
support that’s run by someone 
who is using English as a second 
language and it can  
get complicated fairly quickly. 
This seems to be very.. it's well 
written” (P10, 62 years) 

n = 4 
“It was so easy for me,  just to type in a 
few things, it was almost like talking to my 
wife” (P5, 29 years) 
 
“It was like back in the day when we used 
aim [AOL Instant Messenger] (P7, 27 
years)  
 
“I think that part of it has to do with like 
the real time feedback. So it was like 
continue to ask me like ‘does this give you 
the information that you needed’. Like ‘are 
you satisfied with this information?’” (P6, 
29 years) 

Preloaded options to 
choose from 

n = 1 
“So do you find having options 
laid out beforehand helpful?” 
“Yes [...] So to give me the option 
to find my solution without going 
all over the place” (P8, 60 years) 

n = 4 
“It was pretty easy because actually the 
way like after you say from where you 
want to depart, it like gives you options so 
you can like choose” (P1, 28 years) 

Not easy 
Chatbot did not answer 
the question 

n = 4 
“It had no f@cking clue what I 
needed or wanted” (P13, 54 years) 

n = 4 
“I‘m frustrated, I am feeling like what the 
hell you guys (P7, 27 years) 

Unclarities in the inter-
action  

n = 4 
“I think they try to combine too 
many steps into you know per 
response” ( P9, 67 years) 

n = 6 
“I would remove all the links here because 
it's a little confusing” (P7, 27 years) 
 
 “It kept toggling back and forth between 
several screens, confusing” (P6, 29 years) 
 
“I was framing or phrasing the sentences in 
a way that I thought that the chatbot could 
read it” (P5, 29 years) 

Roadblocks to get to 
the chatbot 

n = 1 
“It was a little complex because I 
couldn't find her right away” 
(P14, 59 years) 

n = 3 
“Is it something that you use weekly or 
monthly?” “No. First because it's not that 
easy to find chatbots” (P2, 30 years) 
 
“The part in the beginning where you are 
required to put your name and stuff. [...] It 
felt like an unnecessary roadblock to get to 
the chat” (P6, 29 years) 

  
 
 Regarding perceived security, the overall finding was that interviewees in both 
groups had a difficult time assessing how secure the chatbot interaction actually was 
(see Table 3). They either concluded that they were unable to determine whether the 
chatbot was secure, or they just made the assumption that it was secure, or not.  
 Interviewees put forth only a few factors that they applied to guess how secure the 
communication was, and the two groups slightly differed in the factors that they men-
tioned. The older group did not mention any factors that led them to believe the chat-
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bot was secure. In the younger group a few interviewees thought the chatbot was se-
cure because it did not ask for their personal information, or because it was the chat-
bot of a big company. In both groups, only a few interviewees mentioned factors that 
led them to believe the chatbot was not secure. One of the points mentioned was that 
if the chatbot cannot even understand or answer their question, they would not feel 
comfortable with entering their personal information. They also said that the informal 
interface and their guess that anybody in the company can read the conversation 
makes them believe the interaction is not secure.  

Table 3. Perceived security of chatbots for customer service 

 Older adults Younger adults 
Unable to determine whether chatbot is secure 
 n = 2 

“Is it secure? There is no way to 
assess that” (P9, 67 years) 

n = 5 
“I don’t know exactly what to think about 
it” (P3, 19 years) 

Secure 
Assumption that it is 
secure 

n = 3 
“I’m not sure how secure it is. I 
guess 10” (P11 ,65 years) 

n = 2 
“9. I don’t have any reason to assume it is 
not secure” (P2, 30 years) 

Because of how chatbot 
deals with personal 
information  

n = 0 n = 2 
“9. They didn’t ask for any of my personal 
info” (P5, 29 years) 

Because of company 
perception 

n = 0 n = 1 
“It’s a big company, you just trust them” 
(P3, 19 years) 

Not secure 
Assumption that it is 
not secure 

n = 0 n = 1 
“1. Just because these days [...] people sell 
your number and your credit card, I don’t 
trust it” (P7, 27 years) 

Because not intelligent 
enough 

n = 1 
“There's no way I would type in 
my credit card information to a 
chat where it doesn't even know 
what I'm saying” (P13, 54 years) 

n = 1 
“Lower, because I did not get the answer I 
was looking for” (P2, 30 years) 

Because of the informal 
chat interface 

n = 0  n = 1 
“I just feel like weird giving my infor-
mation to a chatbot [...].It’s because of the 
chat interface, giving the feeling of being 
in like more of an unofficial space” (P6, 
29 years) 

Because company reads 
the conversation 

n = 1 
 “Secure? 0. Anybody that works 
there can pull up that transcript 
and see it” (P13, 54 years) 

n = 0 
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5 Discussion 

In the discussion section, we first connect the findings regarding age differences in 
motivations and technology acceptance with the available literature, and suggest how 
to move ahead with research in these areas. Subsequently, we outline practical rec-
ommendations. Finally, we present limitations of the current study that also imply 
directions for future research.  

 
5.1 Age Differences in Motivations 

The first research question asked how older and younger adults differ in their motiva-
tions to use chatbots for customer service. In the interview study, the two age groups 
were aligned in their prime motivation: Customers use chatbots to get their (simple) 
customer queries answered in a fast and convenient manner. With that, our findings 
(in some cases quite literally) echo findings from previous qualitative research into 
experiences of chatbot communication [3, 7]. It makes sense that these are the key 
reasons to use a chatbot in customer service, regardless of a customer’s age.  

However, the interviews did give the impression that the “human touch” (i.e., talk-
ing to somebody on the phone) may be more important for older segments of the pop-
ulation, whereas some younger adults actually used chatbot communication to avoid 
human contact. Interestingly, a quantitative survey among a representative sample of 
Dutch consumers aged 18–65 years found that age was not a significant predictor of 
usage, attitudes and satisfaction regarding brand chatbots, but that it was a predictor 
of the preference for human contact over a chatbot: Older respondents were more 
likely to express this preference [1].  

Our study and these findings can be seen as a first step towards building a theory 
that helps explain how age groups (potentially) differ in their motivations to use chat-
bots. Especially the finding that age groups may differ in their preference of chatbot 
communication over human contact, or vice versa, requires further investigation. Be-
fore we can accurately interpret this result, we need further qualitative research that 
describes more in-depth how people compare chatbot communication with communi-
cation with live agents (and human-human communication more generally), and why 
they have a preference of one over the other. Only then, we can make statements 
about what could explain this potential age difference. Socioemotional selectivity 
theory (SST) [5] provided the theoretical impetus for the current study, and should 
still play a role in such future research. Possibly, the current finding is in line with the 
SST proposition that ageing individuals appreciate warm and meaningful social inter-
actions more than younger adults. However, it seems reasonable to also consider other 
explanations –besides SST. An alternative explanation is the notion of media genera-
tions: Age groups also constitute different media generations that grew up with differ-
ent media and thus differ in their attitudes toward those media [20]. The age differ-
ence in preference for human contact may be a reflection of the observation that the 
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current younger generations are very familiar with communication through chat inter-
faces and consequently become more hesitant about talking to people on the phone 
(potentially experiencing phone anxiety). Only when qualitative research reveals 
more about the comparison between chatbot- versus human communication, can we 
formulate hypotheses to be tested in quantitative research. This should provide more 
insight in the extent to which age groups differ in their preferences for chatbot com-
munication versus talking to human agents, and in the extent to which this is related 
to life-span development (as outlined by SST) or media generational differences.  

5.2 Age Differences in Technology Acceptance 

The second research question asked whether older and younger adults differ in per-
ceived ease of use and perceived security of chatbots in customer service. In both age 
groups, there were participants for whom it was easy to communicate with chatbots, 
and both groups were also united in their frustrations when the bot did not understand 
and answer their queries. They were aligned as well in the difficulty they experienced 
in assessing the security of the chatbot. This latter finding is in contrast with a previ-
ous qualitative study in which the participants did not consider it challenging to re-
flect on trust in chatbots, and in which they reported stated or perceived security 
measures in chatbots to be important for trust [7]. In the current study, only a few 
participants mentioned factors that led them to believe the interaction was secure or 
not. There may be age differences here, but further qualitative research is required to 
delve into this more precisely. Subsequently, quantitative follow-up research is need-
ed to assess whether the prevalence of such factors systematically differs between age 
groups. Such studies can use an extension of the Technology Acceptance Model [11] 
as framework, thus contributing to more fine-grained insight in differential chatbot 
perceptions between age groups.  

5.3 Practical Recommendations 

The interviews show that for both age groups it is essential that chatbots are answer-
ing the customer queries in a fast and correct way, thus avoiding customers’ frustra-
tions [see also 7]. The participants also found it confusing when too much information 
was provided at once, particularly when one was presented with several links or 
screens simultaneously. Older and younger adults may differ in the factors that con-
tribute to (not so) easy experiences and perceived security, but further research is 
needed to further delve into these potential age differences. An aspect to take into 
special consideration is that older adults seem to differ from younger adults in their 
considerations regarding choosing a chatbot for customer service versus connecting to 
a live agent. Older adults possibly still value the human touch more, which would 
mean that relying on chatbot communication solely or predominantly can alienate 
older consumers whereas they constitute such a large share of the population [17].  
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5.4 Limitations and Future Research 

The exploratory nature of this study and its sample composition need to be taken into 
account when drawing conclusions from this study. First, this study focuses on a sub-
set of all possible perceptions of chatbot communication. Whereas we focused on 
motivations, perceived ease of use and perceived security, one could also expect age 
differences in perceptions on a more granular level. For instance, experimental studies 
found that older adults were more persuaded by a dominant (versus submissive) virtu-
al agent whereas younger adults did not show this bias [16] and that older adults –
compared to younger adults– perceive such agents as more empathic when they show 
emotional nonverbal behaviors [10]. We aim to continue investigating how consumers 
of different ages experience chatbots as new types of communication partners [9], and 
we expect that –using SST as theoretical framework– age differences are particularly 
prevalent in responses to emotional and human-like cues in such communication.  

Second, regarding sample composition, it is relevant to keep in mind that our older 
sample consisted of people aged 55 years and older. Although this is in line with pre-
vious and related research [10, 16], 55 years is fairly young. Moreover, the age ranges 
in both groups were broad (19–30 years versus 54–81 years), whereas heterogeneity 
even increases as people age [12, 15, 18]. Therefore, we recommend future research 
to recognize that any age delineation of a sample is rather arbitrary, to use an older 
cut-off point than 55 years, and to pay more attention to subgroups within the ageing 
population. The quantitative survey among Dutch consumers identified particularly 
technology power usage (i.e., one’s comfort with the adoption of new technology or 
gadgets) and online self-efficacy (i.e., one’s assumptions about one’s own  level of 
ability to protect her or his data) as stronger predictors of usage, attitudes and satisfac-
tion regarding brand chatbots than age [1], implying that particularly these two varia-
bles are important segmentation variables when aiming to identify subgroups within 
the ageing population.  

 Third, interviewees in our sample resided in the United States as well as in the 
Netherlands, but the current sample composition did not enable us to analyze whether 
cultural differences play a role in perceptions of chatbot communication. Such cultur-
al differences should be explored in future research.  
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