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ABSTRACT
Uncovering their readers’ perceptions is of key importance for every
news media organization to find methods to improve the quality
of their product. It has the potential to facilitate journalists’ work
in attracting attention and gaining a loyal audience. Discovering
which elements of a news story influence readers’ perceptions has
been a cross-disciplinary research goal for the past years, because
it can play a crucial role in news dissemination and consumption
in the digital age. Drawing upon literature in the various areas
such as journalism, psychology, computer science, and AI, this
paper proposes a machine learning approach that explores three
dimensions of article features that can help predicting the online
behavior of the reader. Results show that how the story is written,
the topic, and certain aspects of the author’s online reputation can
affect reader endorsements and the perceived quality of an article.

CCS CONCEPTS
• Computing methodologies → Natural language process-
ing; • Applied computing → Document management and
text processing.
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1 INTRODUCTION
Likes, shares, and comments can determine how many people have
a chance to see social media content, because they serve as an input
for the filtering algorithms that decide the ordering of the posts
in every news feed. Communication scientists have started to in-
vestigate the so-called “shareworthiness” of a news story: features
of an online news article (such as its novelty, tone, the actors in-
volved, etc.) that help predicting the number of shares an article
will receive [9, 36, 37]. Yet, such content features are not the only
features to consider to understand what explains engagement with
online news and information. Accordingly, Orellana-Rodriguez and
Keane [28] distinguished in their survey on news dissemination
on Twitter between user features, content features, and context
features. Context features, for instance, include temporal features
and location features, while user features relate to the features of
the account from which the original information was published.

In the current work, we consider these three feature dimensions
and we extend them by additionally proposing “style” as a category
within content features and a set of new features that best express
the three dimensions. We apply this framework to a new data
set extracted from Medium.com, a well-known blog platform. We
explore which feature category explains best how many so-called
“claps” (a form of likes) an article receives, and how this differs
between different types of articles.

2 RELATEDWORK
We can broadly distinguish three types of user engagement metrics:
clicks, likes, and shares. Clicks are a sign that a news article caught
the user’s attention but do not provide much actual feedback. How-
ever, when a user consciously decides to hit “like” or “share”, that
reflects a more personal attachment to and connection with the
content and can serve as a valuable indication of the perceived qual-
ity of the article. After all, people also use these actions to construct
a personal image, because what they share reflects on who they are
or want to be [36]. Medium.com, the blog platform we are studying,
features an interesting combination of liking and sharing: It allows
the user to “clap” for an article, which shows the author that their
story was liked; but the number of claps (it is possible to clap up to
50 times for the same story) is also used to determine which stories
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one’s followers will see – thus, it can be seen as an indirect way of
sharing as well. It is reasonable to assume that people do not want
to be seen as recommending articles that are not good. Given that
the claps on Medium.com are public and result not only in feedback
to the author, but also in recommendations, we can argue that claps
can be used as a proxy to measure the perceived quality of an article.
Perceived quality is highly dependent on the consumer’s judgment
[27]. Accordingly, Aaker defined perceived product quality as “the
customer’s perception of the overall quality or superiority of the
product or service with respect to its intended purpose, relative
to alternatives” [1]. We are interested in the perceived quality of
online news articles. We follow a very broad definition of news
here and follow Bogart [4], who defined news as the “useful cur-
rent information that is not necessarily generally important, but is
of considerable importance to some people”. As decisions within
news organizations are increasingly driven by metrics of clicks and
user engagement [21, 35], it is of crucial importance to find out
how to reconcile high quality of content with perceived quality as
expressed by user engagement.

Although finding a news story interesting is a matter of personal
taste, it is possible to create a taxonomy of so-called news values
[8, 12]. This approach suggests that certain attributes of news can
influence journalists’ and audience news selection [7, 16] as well
as engagement with digital news stories [36, 39]. Yet, there is no
full consensus yet on which features have the largest impact on
the so-called “shareworthiness” [36]. On the one hand, Trilling
et al. find geographical proximity, involving Western countries,
conflict, human interest, negativity, positivity, and exclusiveness to
increase engagement, with slight differences between Facebook and
Twitter engagement [36]. Valenzuela et al. confirm the findings for
exclusiveness and negativity, and added – amongst other features
– deviance and relevance to the list [37]. Garcia-Perdomo et al., in
contrast, cannot confirm an influence of proximity, but do confirm
an influence of conflict and human interest as well as deviance (here
called unusualness) [9]. They also find impact and prominence to be
relevant predictors. In contrast to [37], they also found some effect
of usefulness. Kilgo et al. concluded that the influence of such news
values was less important than emotional appeals; however, their
conclusions are based on very small cell sizes [18]. Relatedly, other
work investigated how news values differ between sensationalist
and non-sensationalist content [17].

3 MODEL & FEATURE EXTRACTION
Our primary concern was to create an inclusive model to measure
and quantify the value of perceived quality across various article
categories. We structured the backbone of our model using the over-
arching dimensions proposed by Orellana-Rodriguez and Keane
[28], namely (i) user, (ii) content, (iii) context.

3.1 User features
Author’s Popularity: Having a large number of followers may result
in a great number of votes in a small period of time for a very small
piece of text, while new authors have to work hard and produce
long pieces of writing to achieve the same result [15].

Another way for us to determine an author’s popularity is to
look for the number of people they follow, as this can also con-
tribute to build reputation and gain more votes, since users leverage
networking communities by befriending other users and ask for
votes in return [29].

Author’s tone: Authors are also characterized by their tone of
speech. Self-referential or self-reflexive messages are frequently
used to attract the readers’ attention [25], while human-related
stories are more likely to get positive feedback [22] and personal
pronouns are an indicator of the existence of people in the story. We
investigate the use of personal pronouns (I, you, we, etc.), reflexive
pronouns (myself, yourself, etc.), and possessive pronouns (mine,
yours, etc).

Subjectivity: Social media drive journalists towards more sub-
jective ways of presenting information [20]. We use the Python
library TextBlob to measure subjectivity in textual data.

Modality: Grammatical modality is signaled by grammatical
moods that express a speaker’s general intentions and is imple-
mented grammatically through three moods namely indicative,
imperative and subjunctive. To capture the degree of certainty of
an author, we used pattern.en [5], which measures modality as
a value between −1.0 and +1.0, where values > +0.5 represent
certainty.

3.2 Content features
We focus on content features that we expect to influence the reader.
We slightly extend the model of Orellana-Rodriguez and Keane [28],
by separating it into structure and styles features.

3.2.1 Structure. Article Length: We used the so-called “reading
time” provided by Medium.com.

Images: The use of salient pictures is a way to attract audience
attention and achieve link clicks (or other follow-up actions like
donatingmoney, see [23]). Additionally, maintaining a good balance
of text and images is an important factor for capturing attention
and is used extensively for marketing campaigns. Consequently,
to study images we use two different features: the total number of
pictures in the article and the image-to-text ratio.

Bullet points: Listicles, meaning a mixture of ’list’ and ’article’ are
very popular types of articles and according to research, they tend
to be highly shareable [26]. We therefore looked for the existence
of bullet points.

Links: We searched for external links in the article, because a
news story that contains links may relate to more verified sources,
complementary information, and may present different angles. Fur-
thermore, providing extra reading material can be a sign of exten-
sive reportorial effort.

Readability: Readability testing is a way to automatically check
the clarity of writing. We use the Flesch-Kincaid Grade Level [19],
which has been widely applied to journalistic and political commu-
nication research [32, 38].

Novelty: If an article covers new, exclusive information that is
not present elsewhere, it may be more interesting for readers and
enhance engagement [36]. We used a three-day sliding window and
used the normalized (to account for title length) number of nouns
(which we determined using spacy [13]) that a headline shared with
all concatenated headlines in the window to calculate a popularity

389



Opening the black box of perceived quality: Predicting endorsement on a blog site WI ’19, October 14–17, 2019, Thessaloniki, Greece

score. A low popularity score can be interpreted as an indicator of
high novelty [36].

3.2.2 Style. Beautiful phrasing:High-quality articles are often writ-
ten using beautiful language [2, 22], meaning more unusual phras-
ing and creative words that lead to more positive feedback [34].
We used Term Frequency-Inverse Document Frequency (tf·idf) as a
proxy, because the use of rarer words can be seen as an indicator
for the use of beautiful language.

Sentiment: Both positivity and negativity have been shown to
influence news sharing [34, 36, 37], with some psycho-physiological
experiments showing that negative news evokes stronger and more
sustained reactions than does positive news [33]. We used Vader
[14], which calculates the overall polarity of the text along with
the sentiment: positive, negative or neutral. Other studies have
focused on evidence that online content that causes awe or anger
and anxiety emotions to the users increases the chances of becom-
ing viral [3, 10]. For the emotions extraction, we used the NRC
suite of lexica, that is based on Plutchik’s model, that suggests the
existence of eight basic emotions: joy, sadness, anger, fear, trust,
surprise, disgust, and anticipation [24]. For the measurement, we
computed the counts of emotion words, each normalized by the
total number of article words. Except for polarity and emotions, we
also calculated the overall emotional density expressed in the text.

Title polarity: The headline of an article is a significant aspect of
every story as modern news readers and social media users scan the
headlines before they decide to click [6, 31]. To measure polarity
expressed in the headline, again, we used Vader [14].

3.3 Context features
Genre: The topic of the article reflects certain characteristics of its
nature and it has been greatly investigated in previous work [2, 22].

Temporal: We have articles from only one year, so we only used
hour and type of day as temporal features.

Cultural distance: Previous research [36] found that geographical
proximity and stories that mention Western countries increase
social media engagement. For our study, we extracted references to
geolocations from the texts using the Mordecai system [11], which
extracts toponyms and returns their coordinates.

4 METHOD & DATASET
We collected data from Medium.com and retrieved articles from
the categories News, Technology, Health, Business, Sports, and
Lifestyle, as well as their number of “claps”, which we use as a
proxymeasure for perceived quality. Our data set consists of articles
published between September 2017 to September 2018 and were
collected automatically in January 2019. The total amount of articles
before cleaning was 247, 071 and had a large distribution of claps
ranging from 0 to 292K claps. All articles were processed for stop
words, nonstandard words and characters removal, stemming, and
tokenization. In addition, we removed articles notwritten in English,
NaN values, and HTML code from the text. This left us with 200, 710
(Table 1) cases for inclusion in our models.

Articles with claps above the 99.8th percentile were considered
outliers and were removed. Furthermore, we normalized the fea-
tures and checked for feature correlation. In addition, we conducted
a Principal Component Analysis (PCA) to search for redundant

Table 1: Descriptive statistics

Category No. Articles Mean Median 75th percentile
(claps) (claps) (claps)

News 17762 150 0 22
Technology 30883 236 2 59
Business 35768 65 0 14
Health 49072 39 0 3
Sports 12664 19 0 5
Lifestyle 54561 347 22 121

features. However, the analysis showed that we could not meaning-
fully reduce our large set of components into a smaller one without
losing a lot of variance.

5 DATA ANALYSIS & FINDINGS
We separated articles with low and high claps, and used the scikit-
learn [30] implementation of tree-basedmachine learning approaches
(decision tree, random forest, xgboost) for this binary classification
task. Tree models can be more interpretable than other complex
models and provide more descriptive explanations of the effect of
the features.

5.1 Phase A
We randomly sampled our original data set and created a new
one that consisted of 60K articles, 10K from each category, (News,
Technology, Health, Business, Sports, Lifestyle). From this new
dataset, we randomly selected 14K articles from the lowest and 14K
articles from the highest quartile of claps.

We used the randomForest package from the Python library
scikit-learn [30] to create a classifier of our articles and to measure
the importance of the predictor variables, which is calculated during
the construction of the decision trees by checking the raise of
prediction error when data for that variable is permuted while all
others are left unaltered. Based on its F1 score, we decided on using
the XGBoost algorithm with an F1-Score of 80%.

Figure 1) presents the importance of the variables of the se-
lected dimensions. The dimension of User is the first with Authors’
popularity (Followers & Followees), Modality and Tone, second is
the Content dimension and specifically Structure (Article Length,
Images, Readability) and Style (Sentiment).

Figure 1: Features importance score for high claps bucket
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We observe that the social network of an author, along with
length, pictures and polarity are the most important characteristics
that influence the perceived quality of an article. Interestingly, the
results reported in Figure 1 indicate high accuracy and give an idea
about the predictive power of the features, which will be used as
the baseline for Phase B.

5.2 Phase B
To check whether some features are more important depending on
the genre, we created different data sets for every category and the
same process was applied to split the articles into two classes of the
same proportion of texts, one bucket with the 25% higher clapped
texts and the low-clapped bucket with the ones that got 0 claps.
Despite the fact that all articles were taken from a single source,
differences exist on the distribution of the claps in every category
as shown in Figure 2.

Figure 2: The importance measures of Top-5 features in 6
different article categories

6 DISCUSSION OF THE RESULTS
First, the most important feature is the number of followers an
author has, which is the only feature that remains stable in all data
sets. This is somewhat expected because the more followers the
author has, the more claps their articles will receive. Similarly, the
number of people that the author follows influences the perceived
quality of their article, meaning that the social network of the
author has a positive effect. Second, the length of an article is
associated with perceived quality. However, we cannot interpret
from the results if longer articles are correlated with better metrics
or the opposite is true in this case. Third, images seem to be of
great significance in terms of positive feedback. Both the number of
pictures and image-to-text ratio are among the top five important
features in most data sets. This is a logical consequence since a
picture communicates a great deal of information and can make the
text more interesting and easy to understand. Fourth, sentiment
has an impact on the crowd’s endorsements, since the polarity of a
text, which translates to the sum of positive and negative scores,
appears to be strongly correlated to perceived quality. Moreover,
positivity, negativity, neutrality, joy, trust, and anticipation also
show up as less important features.

Our findings suggest some differences depending on the cate-
gory. Specifically, the existence of external links in the body of the

article appears to be somewhat important in the case of News and
Lifestyle, while beautiful phrasing is fairly relevant to Health, Busi-
ness and Lifestyle categories. Meanwhile, readability (Flesh score)
is considerably associated with perceived quality when it comes
to Business articles. Notably, subjectivity and tone are associated
with high claps only in Business and Technology respectively. Like-
wise, the presence of bullet points in the text is quite significant in
Technology and Lifestyle, whereas grammatical modality is slightly
correlated to Sports and News topics. Surprisingly, the only tempo-
ral feature that ended up having a small degree of significance is
the hour, which came up in Health and Lifestyle data sets.

The above results show that perceived quality could not be quan-
tified using a unified value across articles’ types but rather should
be treated as a situation-specific factor.

7 CONCLUSION & FUTUREWORK
We investigated the prediction task of the crowd’s endorsement
of articles published on the blog platform Medium.com. The best
predictor consistently is the number of followers, which is not sur-
prising: if more people see it, more people will clap. Yet, we also
found important other predictors that can be interpreted as indica-
tors for the perceived quality of an article. This paper considerably
extends a preliminary version of this work [34] by introducing addi-
tional features (e.g., from [36]) and including the three dimensions
of a news tweet, namely, user, content and context (see [28]). More-
over, we introduce the concept of perceived quality of a news article
and we examine which characteristics of a news article predict the
reader’s positive feedback. To quantify the perceived quality of
news articles, the number of “claps” was the dependent variable for
our model. Furthermore, in order to define if and to what extent
the features contribute in the future online success of an article
we used tree-based machine learning algorithms for the prediction
tasks. Our findings support what has been showcased already in
previous research, that indeed factors related to the author’s repu-
tation, along with content-based characteristics of a news article
mainly length and images, and sentiment expressed in the text
can be predictors of a reader’s perceived quality. Results have also
shown that an article’s type affects the importance of features that
reveal its perceived quality differently and should be treated as a
situation-specific factor given the nature of each category.

We focused on identifying the role of different feature categories,
but not on the nature of their effects. We expect these effects to
be non-linear. For example, it is very likely that a feature like the
author’s popularity is very important to “kick-start” the sharing of
an article, but once the article is already popular, this effect may
wear off. Next to that, some effects may follow a U-shape (both
extremely negative and extremely positive articles may be more
likely to be endorsed) or an inverse U-shape (both extremely short
(i.e., trivial) and extremely long (i.e., unreadable) articles may not
be endorsed. In the current paper, we have provided some guidance
on which features may be worth considering, and leave it to future
research to disentangle the exact relationship.
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