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We investigate the minus-sign problem that afflicts quantum Monte Carlo (QMC) simulations of frustrated
quantum spin systems, focusing on spin S = 1/2, two spatial dimensions, and the extended Shastry-Sutherland
model. We show that formulating the Hamiltonian in the diagonal dimer basis leads to a sign problem that
becomes negligible at low temperatures for small and intermediate values of the ratio of the inter- and intradimer
couplings. This is a consequence of the fact that the product state of dimer singlets is the exact ground state
both of the extended Shastry-Sutherland model and of a corresponding “sign-problem-free” model, obtained
by changing the signs of all positive off-diagonal matrix elements in the dimer basis. By exploiting this
insight, we map the sign problem throughout the extended parameter space from the Shastry-Sutherland to
the fully frustrated bilayer model and compare it with the phase diagram computed by tensor-network methods.
We use QMC to compute with high accuracy the temperature dependence of the magnetic specific heat and
susceptibility of the Shastry-Sutherland model for large systems up to a coupling ratio of 0.526(1) and down
to zero temperature. For larger coupling ratios, our QMC results assist us in benchmarking the evolution of the
thermodynamic properties by systematic comparison with exact diagonalization calculations and interpolated
high-temperature series expansions.

DOI: 10.1103/PhysRevB.98.174432

I. INTRODUCTION

Frustrated quantum magnets, meaning those in which local
exchange processes are in competition, are known to host
a rich variety of physical phenomena within unconventional
ground states ranging from various kinds of valence-bond
crystal to quantum spin liquids [1–4]. However, the investiga-
tion of frustrated quantum spin models constitutes a real chal-
lenge, because there exist, in general, no unbiased methods by
which to study their properties on sufficiently large lattices
and at appropriately low temperatures. In two dimensions,
quantum Monte Carlo (QMC) is the method of choice for
studying the thermal properties of unfrustrated systems such
as the square-lattice quantum antiferromagnet [5,6]. In frus-
trated models, QMC suffers from a very severe “minus-sign”
problem when performed in the standard basis of spin config-
urations, making it essentially impossible to obtain accurate
results for any temperatures significantly below the typical
coupling constants, which unfortunately constitute the only
regime of interest in the context of exotic quantum physics.

Two paradigmatic two-dimensional (2D) spin-1/2 frus-
trated models with approximate experimental realizations
are the kagome antiferromagnet and the Shastry-Sutherland
model [7], the first as a candidate quantum spin liquid [8] and
the second because of the remarkable, and still hotly debated,
series of magnetization plateaus observed in SrCu2(BO3)2 [9–
17]. Both models have triangles as their building blocks, and

hence a severe QMC sign problem. There is, however, also
an important difference between them. While the ground state
of the spin-1/2 kagome antiferromagnet is still highly con-
troversial, the ground state of the Shastry-Sutherland model
has been known for nearly 40 years [7,18,19]. This model
was actually constructed by Shastry and Sutherland as a 2D
generalization of the spin-1/2 Majumdar-Ghosh chain [20–
22], i.e., explicitly to have a product state of dimer singlets as
the ground state. It seems logical to expect that knowledge
of the ground state should help very significantly in inves-
tigating the low-temperature thermodynamics, but to date
this has not been the case. Interpretation of the temperature
dependence of the magnetic susceptibility [9] and specific
heat of SrCu2(BO3)2 [23], the nearly exact realization of
the Shastry-Sutherland model, still relies primarily on exact
diagonalization (ED) results [19,24,25] obtained for small
lattices of up to only 20 sites.1

In this paper, we show that knowing the exact ground
state of the Shastry-Sutherland model is indeed a considerable
advantage, provided that one formulates QMC simulations in
the dimer basis [28–32] rather than the conventional site basis.

1The magnetic susceptibility, χ (T ), has also been analyzed by
series expansions [19,26,27], but these are accurate only for temper-
atures above the maximum of χ .
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FIG. 1. Schematic representations of the extended Shastry-
Sutherland model [Eq. (2)] in (a) single-plane and (b) bilayer format.

Unlike a number of fully frustrated models studied recently,
in which the minus sign disappears completely in the dimer
basis, we illustrate the extent to which the sign problem is
still present throughout the generalized phase diagram that
connects the Shastry-Sutherland model to the fully frustrated
bilayer. Our key result is that, as long as the product of dimers
is not only the ground state of the model itself, but also
of the “sign-problem-free” model obtained by changing the
sign of the positive off-diagonal matrix elements in the dimer
basis, the sign problem decreases at low temperatures and
disappears completely at zero temperature. From this insight,
we demonstrate using the example of the Shastry-Sutherland
model that it is, in fact, possible to perform efficient QMC
simulations to study the thermodynamics of certain frustrated
quantum systems.

Our paper is organized as follows. In Sec. II, we introduce
the Shastry-Sutherland model, the sign-problem-free coun-
terpart model that provides insight into the nature of the
minus-sign problem, and the extended model that interpolates
between the Shastry-Sutherland case and the fully frustrated
bilayer model, which enables us to discuss the ground-state
phase diagram. In Sec. III, we exploit the sign-problem-free
model to investigate the minus sign in the Shastry-Sutherland
model by simulations in the dimer basis, from which we show
how the sign problem is suppressed at low temperature in a
large portion of the singlet-product phase. In Sec. IV, we build
on this observation to compute the low-temperature specific
heat and susceptibility of the Shastry-Sutherland model with
high accuracy up to the critical coupling ratio. Section V
contains a brief summary and perspective. Two appendices
provide details of tensor-network and high-temperature series-
expansion methods, which we use to augment and benchmark
our QMC analysis.

II. THE MODELS

The Shastry-Sutherland model [7], also known as the or-
thogonal dimer model [25], is defined by the Hamiltonian

H = JD

∑
〈i,j〉

�Si · �Sj + J
∑
〈〈i,j〉〉

�Si · �Sj , (1)

where JD is the intradimer coupling (denoted by 〈ij 〉) and
the interdimer coupling (〈〈ij 〉〉), J , defines a square lattice as
shown in Fig. 1(a). For small and intermediate coupling ratios,
J/JD , the ground state is an exact product of singlets formed
on the dimer bonds [7].
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FIG. 2. Ground-state phase diagram of the extended Shastry-
Sutherland model of Eq. (2), obtained from iPEPS calculations.
All phase transitions are first order. The star at (J/JD, J2/J ) =
(2.3279(1), 1) denotes the location of the quantum phase transition
in the fully frustrated bilayer, taken from Ref. [38]. Insets show
schematic representations of the dimer singlet-product phase (upper
left), the square-lattice antiferromagnetic phase (upper right), and the
intermediate plaquette phase (lower).

This is a property that the Shastry-Sutherland model shares
with the fully frustrated S = 1/2 bilayer square lattice [32–
37]. Because the sign problem is completely absent in the fully
frustrated bilayer [29,30,32], we consider an extended model
[26,38] defined by the Hamiltonian

Hext = H + J2

∑
〈〈〈i,j〉〉〉

�Si · �Sj , (2)

in which the addition of the next-neighbor interdimer cou-
pling, J2, illustrated in Fig. 1, interpolates between the
Shastry-Sutherland model at J2 = 0 and the fully frustrated
bilayer when J2 and J are equal.

As we will show in Secs. III and IV, the thermodynamic
properties of both models can be studied very accurately by
QMC as long as the interdimer couplings, J and J2, are not too
large compared to JD . As an aid to interpreting these results,
we first obtain the full zero-temperature phase diagram of the
extended model, Hext, for which it is sufficient to consider 0 �
J2 � J . We apply the variational tensor-network approach of
infinite projected entangled pair states (iPEPS), the technical
details of which we provide in Appendix A. This method has
been shown previously [39] to provide very accurate results
for the Shastry-Sutherland model [Eq. (1)], and in Fig. 2 we
show the phase diagram of the extended model [Eq. (2)].
The ground state is clearly a dimer-singlet phase at small
interdimer couplings and a square-lattice antiferromagnetic
phase at large J ; this latter phase becomes an effective S = 1
square-lattice antiferromagnet in the bilayer limit (J2/J = 1)
[32]. Only near the opposite (Shastry-Sutherland) limit does
a small regime of a third phase appear, the intermediate “pla-
quette” phase (inset, Fig. 2) based on alternating squares of the
J lattice [39–42]. The dimer and plaquette phases are gapped

174432-2



THERMODYNAMIC PROPERTIES OF THE SHASTRY- … PHYSICAL REVIEW B 98, 174432 (2018)

TABLE I. Action of total-spin and spin-difference operator com-
ponents on the local dimer-basis spin states. Because �T 2

d and T z
d

are diagonal in this basis, we give only the eigenvalues for these
operators. Note that in this basis Dz

d is not diagonal.

�T 2
d T z

d T +
d T −

d Dz
d D+

d D−
d

|S〉d 0 0 0 0 |0〉d −√
2|+〉d

√
2|−〉d

|0〉d 2 0
√

2|+〉d

√
2|−〉d |S〉d 0 0

|+〉d 2 1 0
√

2|0〉d 0 0 −√
2|S〉d

|−〉d 2 −1
√

2|0〉d 0 0
√

2|S〉d 0

and all phase transitions are first-order. We comment that a
previous investigation [38] came to very similar conclusions,
except that it missed the intermediate plaquette phase.

With a view to our QMC calculations, we next define the
sign-problem-free Hamiltonian corresponding to the extended
spin model of Eq. (2). Working in the dimer basis, we change
the signs of the off-diagonal matrix elements in such a way
that all of them are nonpositive. For a given dimer (JD)
bond, d, we combine the two spins that form this dimer,
�Sd,1 and �Sd,2, to introduce the total-spin operator, �Td = �Sd,1 +
�Sd,2, and the spin-difference operator, �Dd = �Sd,1 − �Sd,2. In
defining �Dd , it is necessary to fix a convention regarding the
assignment of the spin labels 1 and 2, and here we allocate
�Sd,1 to the left (lower) spin on a horizontal (vertical) dimer
in Fig. 1(a). By considering the local spin-singlet and -triplet
states on dimer d,

|S〉d = 1√
2
(|↑↓〉d − |↓↑〉d ),

|0〉d = 1√
2
(|↑↓〉d + |↓↑〉d ), (3)

|+〉d = |↑↑〉d, |−〉d = |↓↓〉d ,
we summarize the action of the total-spin and spin-difference
operators in Table I, where we use the conventional definitions
T ±

d = T x
d ± iT

y

d and D±
d = Dx

d ± iD
y

d .
The Hamiltonian Hext [Eq. (2)] consists of (i) a sum of

the separate local couplings, i.e., JD , within each dimer d,
which one may denote Hd , and (ii) sums over the interdimer
terms, with couplings J and J2, that connect two neighboring
orthogonal dimers. The local contribution may be expressed
as Hd = 1

2
�T 2
d − 3

4 , i.e., in terms only of total-spin operators.
The interdimer coupling for the two dimers d and d ′ indicated
in Fig. 1(a) takes the form

Hdd ′ = 1
2 (J + J2) �Td · �Td ′ − 1

2 (J − J2) �Td · �Dd ′ . (4)

Clearly, in the special case J2 = J , the T D-coupling terms
vanish, and in this limit, which corresponds to the fully
frustrated bilayer model, QMC simulations formulated in the
spin-dimer basis can be performed with no sign problem
[28–32] despite the extreme frustration. By contrast, when-
ever J2 	= J , a finite T D-term is present in addition to the
T T -terms, and in particular for the Shastry-Sutherland model
(J2 = 0) it is strong. This term leads to the reappearance of
a minus-sign problem in the dimer basis, and in Sec. III we
examine its severity in detail.

To complete the construction of the sign-problem-free
Hamiltonian, H̃ , we start from Hext and change the signs of

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
J / JD
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E 0 / 
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D

0.5 0.52 0.54 0.56
J / JD

-0.8

-0.75

E 0 / 
J D

L = 10

FIG. 3. Ground-state energy per dimer of the sign-problem-free
model, H̃ , extracted from QMC simulations. The kink at J/JD =
0.526(1) signals a level-crossing out of the dimer singlet-product
state.

all positive off-diagonal matrix elements in the dimer basis.
The resulting interdimer exchange terms can be expressed
most explicitly in terms of transfer operators within the basis
of two-dimer states. As an example, the off-diagonal compo-
nents of H̃ contributed by the T D-terms are given by

H̃
TD,off
dd ′ = − 1

2 |J − J2|[|+S〉〈+0| + |+0〉〈+S|
+ |+−〉〈0S| + |0+〉〈+S|
+ |+S〉〈0+| + |0S〉〈+−|
+ (+ ↔ −)],

where the notation |S+〉 denotes |S〉d ⊗ |+〉d ′ and the form
is readily obtained with the help of Table I. The full sign-
problem-free Hamiltonian in the dimer basis is the sum of
the diagonal part, Hd , and the contributions from all such
off-diagonal interdimer terms with their signs set to be non-
positive.

Because this Hamiltonian has no minus-sign problem by
construction, it can be studied down to very low temperatures
by QMC. The ground-state energy per dimer, E0, for H̃ is
shown in Fig. 3. As expected, the ground state for weak
interdimer coupling is the product of singlets on all dimer
bonds, of course with energy − 3

4JD per dimer. As in the
Shastry-Sutherland model, this product state remains as the
exact ground state up to a fixed, finite value of the interdimer
coupling, which we find to be J = 0.526(1)JD when J2 = 0.
At that coupling ratio, a level crossing takes place, signaling
a first-order transition to another phase. Because this model is
not physical, but useful only to discuss QMC simulations of
the extended Shastry-Sutherland model, we have not tried to
understand the precise nature of the high-J phase of H̃ . We
note only that it appears to extend up to very large J/JD with
no sign of a further transition, but given the complicated form
of the model we do not speculate on the physics in this regime.

By contrast, at small interdimer coupling, it is straight-
forward to convince oneself that the ground state of the
sign-problem-free Hamiltonian must be the same as that
of the Shastry-Sutherland model. First, we observe that the
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singlet-product state is an element of the dimer basis in
which the Hamiltonian is formulated. Thus, the fact that it
is an eigenstate of the Shastry-Sutherland model implies that
all off-diagonal matrix elements involving that state must
vanish. Because passing from the Shastry-Sutherland model
to the sign-problem-free Hamiltonian involves only changing
the signs of the positive off-diagonal matrix elements, all
off-diagonal matrix elements involving the singlet-product
state will still vanish in H̃ , implying that this state is an
eigenstate of that Hamiltonian. Second, this state is clearly
the ground state of the model with vanishing off-diagonal
matrix elements, and it is separated from the first excited
state by an energy equal to the intradimer coupling. A simple
perturbative argument therefore implies that this situation has
to remain true over a finite regime of parameter space where
the off-diagonal matrix elements are small compared to the
intradimer coupling.

Closing this section with a brief technical summary, we
perform stochastic series expansion [43] QMC simulations in
the dimer basis [28,29] with directed loop updates [44,45]
to compute the thermodynamic properties of the Shastry-
Sutherland model [Eq. (1)] and to characterize the sign
problem in the extended model [Eq. (2)]. These simulations
perform an unrestricted sampling of the configuration space,
meaning one not constrained to any subset of the Hilbert space
defined by the Sz and Dz operators of the total system. We
deploy a parallel tempering approach [28] to enhance state
mixing, which is particularly important near the limit of the
fully frustrated bilayer. We access system sizes N = 2 × L ×
L up to L = 10 and temperatures as low as T = 0.01JD where
the sign problem is mild. Where the sign problem is severe,
we have worked down to average-sign values 〈sign〉′ = 0.06,
where it is necessary to compensate by increasing the QMC
sampling (the CPU time) by a factor of nearly 300.

III. THE MINUS SIGN

Turning now to the minus sign in the model of Eq. (2), it is
always possible to simulate a model with a sign problem using
QMC, by taking the absolute values of the weights, |Wc|, of
each configuration c from the corresponding sign-problem-
free model. In this procedure, the average of any observable,
A, is the ratio of the averages of the observable and of the sign
[46,47],

〈A〉 =
∑

c WcAc∑
c Wc

=
∑

c sign(Wc )|Wc|Ac∑
c sign(Wc )|Wc| = 〈signA〉′

〈sign〉′ . (5)

Here the notation 〈X〉′ indicates that |Wc| is obtained from
the sign-problem-free Hamiltonian, in which the weights are
readily sampled, but we stress that the physics of the original
model is contained in the signs, sign(Wc ) = Wc/|Wc|, of
every configuration c, which appear in both the numerator
and the denominator of 〈A〉. In a typical frustrated quantum
spin model, this approach can no longer be used when the
temperature becomes low compared to the energy scales set
by the coupling strengths, because then the average sign,
〈sign〉′ in the denominator of Eq. (5), tends to zero, inducing
error bars larger than the signal.

The central result of the present contribution is reported in
Fig. 4. While 〈sign〉′ for the Shastry-Sutherland model does

0 0.5 1 1.5 2
T / JD
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0.4
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J / JD = 0.55
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FIG. 4. Temperature dependence of the average sign, 〈sign〉′,
computed for the Shastry-Sutherland model [Eq. (1)] with different
values of the coupling ratio.

indeed become small at temperatures below JD , it increases
again at low temperatures and recovers to a value of precisely
1 at zero temperature. This behavior occurs provided that the
ground state of the sign-problem-free model is the singlet-
product state, and thus it holds up to the coupling ratio
J/JD = 0.526(1). Above that coupling value, the behavior
of 〈sign〉′ is typical of any general model with a minus sign,
i.e., the average becomes very small and never increases again
[46,47].

The fact that the average sign goes rigorously to 1 at zero
temperature is a simple consequence of the fact that both the
Shastry-Sutherland model and its sign-problem-free counter-
part have the same ground state. Then the denominator of
Eq. (5) is strictly equal to 1 and the average of any quantity is
its ground-state expectation value. This should be contrasted
with the frustrated ladder away from perfect frustration, where
the ground state cannot be expressed exactly in the dimer basis
and periodic boundary conditions introduce components with
a minus sign [31]. In that case, the average sign also increases
again as the temperature is lowered, but recovers only to a
value close, i.e., not exactly equal, to 1.

Our motivation for considering the extended Shastry-
Sutherland model of Eq. (2) was that the limit (J2 = J ) of
the fully frustrated bilayer is completely sign-problem-free.
One may therefore hope that a significant fraction of the
phase diagram of Fig. 2, in the regime around this limit, may
have only a mild sign problem and would thus be amenable
to QMC. To investigate this possibility, we have calculated
〈sign〉′ for the extended model by working on a system of
fixed size L = 10 and at a fixed temperature T = 0.1JD . As
Fig. 5 makes clear, the average sign is essentially equal to 1
in a large portion of the singlet-product phase. The border
of the sign-problem-free region is almost vertical near the
Shastry-Sutherland limit (small J2), which is a consequence of
the phase transition at J/JD = 0.526 in the (unphysical) sign-
problem-free model, as discussed in Sec. II and Fig. 3. For J2

values beyond approximately 0.5 J , the boundary of the sign-
problem-free region matches quite accurately the physical
boundary to the antiferromagnetic phase, which we show in
Fig. 5 by reproducing the transition line from the ground-
state phase diagram computed by iPEPS (Fig. 2). In the fully
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FIG. 5. Average sign, 〈sign〉′, computed at a temperature T =
0.1JD throughout the phase diagram of the extended Shastry-
Sutherland model [Eq. (2)] for a system of 10 × 10 dimers. Solid
lines reproduce the phase boundaries computed by iPEPS and shown
in Fig. 2.

frustrated limit, 〈sign〉′ exhibits no transition, which is to be
expected because the physical model is completely free of
any sign problems here [29,30,32]. However, the sign problem
manifestly grows very rapidly with “detuning” (J2 	= J ) away
from the fully frustrated line, leaving very little additional pa-
rameter space where one might hope to use QMC to study, for
example, the dimerized-to-antiferromagnetic phase transition.
We comment that, in the regime of a dominant interaction
J , where the ground state of the Shastry-Sutherland model
[Eq. (1)] is antiferromagnetically ordered (right side of Fig. 2),
one may perform sign-problem-free QMC simulations in the
standard basis of spin configurations only for JD = 0. For any
finite values JD > 0, these simulations are again plagued by
a severe sign problem, which prevents us from examining the
transition regime out of the antiferromagnetic phase.

IV. THERMODYNAMIC CALCULATIONS

For our calculations of thermodynamic properties, we
focus on the original Shastry-Sutherland model of Eq. (1),
i.e., the case J2 = 0 in Eq. (2). By inspection of Fig. 4, the
average sign for a coupling ratio such as J/JD = 0.5 falls (in
calculations using L = 10) to values as low as 0.06 over a
significant range of intermediate temperatures. Nonetheless,
as a consequence of our observations concerning the ground
state (Sec. II) and the minus sign (Sec. III), it remains possible
to obtain very accurate results in the regime J � 0.5 JD for
the magnetic specific heat, C(T ), and susceptibility, χ (T ),
which are shown, respectively, in Figs. 6(a) and 6(b).

Figure 6 shows data obtained by simulations for clusters
of 10 × 10 dimers, corresponding to a system containing
N = 200 S = 1/2 spins. In this regime, finite-size effects are
sufficiently small that these results can be considered as fully
representative of the thermodynamic limit. For this reason,
we have not performed simulations for still larger values of
N , although this would be completely feasible due to the
rather mild sign problem in this parameter regime. In the limit
J = 0, we recover the result for decoupled dimers, which
is known analytically [28,48–50] and is represented by the
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FIG. 6. (a) Magnetic specific heat, C(T ), and (b) susceptibility,
χ (T ), of the Shastry-Sutherland model computed by QMC for
systems of size L = 10, shown per dimer for different values of the
coupling ratio.

dashed lines. As the ratio J/JD is increased, χ (T ) shows
a flattening of its maximum accompanied by a downward
shift of its low-temperature flank [Fig. 6(b)], indicating a
decreasing spin gap. C(T ) exhibits a similar suppression
of both spin gap and peak position [Fig. 6(a)]; although
the full response remains broad in temperature, there is a
distinct sharpening of the low-temperature peak as J/JD

approaches 0.5.
In Fig. 7, we study the challenging regime of coupling ra-

tios between J/JD = 0.5 and the transition from dimer to pla-
quette order. This is also the region of interest to experiment,
for the description of SrCu2(BO3)2. In addition to QMC data,
here we also show ED results, obtained by full diagonalization
of the relevant Hamiltonians for clusters of N = 20 spins, and
the results of interpolated high-temperature series expansions
(HTSEs); technical details of the HTSE approach may be
found in Appendix B. Figures 7(a) and 7(b) revisit C(T )
and χ (T ) for the case J/JD = 0.5 to compare our N = 200
QMC data (Fig. 6) with results for N = 32. The negligible
deviations between the two data sets confirm that N = 200
is indeed well in the thermodynamic limit (whence, again,
we did not perform simulations for any larger N , although
this would still be possible at J/JD = 0.5). However, minor
deviations from the N = 20 ED data do start to become
visible around the maximum of the specific heat, indicating
the onset of finite-size effects for N � 20 at J � 0.5 JD .
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FIG. 7. (a), (c), (e) Magnetic specific heat, C(T ), and (b), (d), (f) susceptibility, χ (T ), of the Shastry-Sutherland model computed by QMC
and shown per dimer for the largest system sizes feasible at coupling ratios J/JD = 0.5 (a,b), 0.55 (c), (d), and 0.6 (e), (f).

Turning to our HTSE calculations, the interpolated tenth-
order HTSEs capture the qualitative behavior visible in the
QMC and ED data for J/JD = 0.5 and improve upon pre-
vious seventh-order studies [26], most notably in that the
interpolation scheme outlined in Appendix B enhances the
stability of the expansion in comparison to earlier work.
However, in contrast to the situation at smaller values of J/JD

(Appendix B), our HTSEs are not able to reproduce the QMC
and ED results for J/JD = 0.5 with quantitative accuracy.
With a view to understanding the limits of the present proce-
dure, we note that the low-temperature edge of C(T ), which is
normally controlled by the spin gap, is reproduced very well
in Fig. 7(a), whereas this is not the case for χ (T ) in Fig. 7(b).
Technically, a possible reason why C(T ) is relatively better
behaved may lie in the additional energy and entropy sum

rules that can be used to stabilize the interpolation [51–53].
Physically, one may suspect this discrepancy of indicating the
onset of a regime where the low-temperature thermodynamics
are no longer controlled in a conventional way by a small
number of low-lying excited states [28], and we return to this
point below.

At J/JD = 0.55 and 0.6, the average sign in the Shastry-
Sutherland model no longer recovers to 1 at low temperatures
[Fig. 4]. Unsurprisingly, dimer-basis QMC simulations be-
come very much more challenging in this regime and we are
forced to reduce the system size to reach meaningfully low
temperatures. System sizes of N = 32 are required to reach
temperatures below the maximum of the specific heat at J =
0.55 JD [Fig. 7(c)], but comparison with N = 128 data does
indicate that N = 32 remains sufficient to keep deviations
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FIG. 8. Schematic representation of the excitation spectrum of
the Shastry-Sutherland model shown as a function of coupling ratio,
based on ED calculations using a cluster of N = 36 spins. Ener-
gies are measured with respect to the ground-state energy, EGS =
− 3

8 NJD . Solid lines denote the gaps to the lowest triplet (S = 1,
red) and singlet (S = 0, blue) excited states. The bandwidth of the
one-particle triplet excitations is approximately the thickness of the
red line. The hatched region represents continua of dispersive S = 0
and S = 1 two-particle bound states. The shaded region, whose lower
boundary is given by twice the triplet gap, indicates the regime where
many-particle scattering continua are allowed.

from the thermodynamic limit within the statistical error bars.
By contrast, ED results for N = 20 at J = 0.55 JD show
definite finite-size effects, specifically in the region 0.2 <

T/JD < 0.4 in C(T ) and around the maximum of χ (T ).
The coupling ratio J/JD = 0.6, shown in Figs. 7(e) and 7(f),
marks the outer limit of the regime where the low-temperature
behavior of the Shastry-Sutherland model can be considered
to be under control in any quantitative sense. Comparison
between N = 20 ED and N = 32 QMC data shows that C(T )
[Fig. 7(e)] remains subject to very significant finite-size ef-
fects for T/JD � 0.5, where it is possible that nonmonotonic
behavior sets in, while it is difficult to benchmark anything
below the maximum of χ (T ) [Fig. 7(f)].

The results of Fig. 7 confirm the physical trends observed
in Fig. 6, namely the downward shift of the low-temperature
rise in both C(T ) and χ (T ) with increasing J/JD , accompa-
nied by a flattening of the maximum in χ (T ) and a sharpening
of the peak in C(T ). The emergence of this distinctive maxi-
mum at a temperature scale very low in comparison with the
coupling constants constitutes the dominant thermodynamic
feature as one approaches the first-order transition from the
dimer-singlet to the plaquette phase at J/JD ≈ 0.675 [39].
This behavior is analogous to that observed on approaching
the boundary of the rung-singlet phase in highly frustrated
spin ladders [28,31], where its origin was traced to the pres-
ence of many low-lying bound rung-triplet excitations. Our
results suggest that the same type of bound-state mechanism
is at work in the less constrained 2D system, and that the
emergence of the low-temperature maximum in the specific
heat is its clearest thermodynamic fingerprint.

To expand upon this point, in Fig. 8 we show a schematic
representation of the excitation spectrum of the Shastry-
Sutherland model in the thermodynamic limit as a function

of J/JD . The solid red and blue lines mark, respectively, the
gaps to the lowest-lying triplet and singlet states, which we
have extracted from earlier N = 36 ED calculations [16]; the
former have their origin in single dimer-triplet excitations,
which are only very weakly dispersive, and the latter in bound
pairs of dimer triplets. We note that the decrease in energy not
only of the spin gap but also of the two-particle bound states
on increasing J/JD is already well documented [25,27,54,55].
A considerable number of dispersive singlet and triplet bound
states remains below the edge of the two-particle continuum
[27], as represented by the blue hatched region in Fig. 8.
We draw attention in particular to the fact that the gap of
the lowest singlet mode decreases faster with coupling ratio
than the triplet gap, until the two cross at J/JD ≈ 0.61 on the
N = 36 cluster. While the singlet spectrum remains unknown
in detail, it is likely that these bound states are responsible
for the sharpening peak in C(T ) at J/JD � 0.6. The fact
that the gap of the lowest singlet bound state for N = 36
closes very near the boundary of the dimer singlet-product
phase, J/JD ≈ 0.675 [39] (right border of Fig. 8), is expected
to indicate the crossing of levels occurring at the first-order
transition to the plaquette phase.

A more detailed analysis of the evolution with J/JD of
the n-particle bound states in the ED spectrum with n > 2
is an involved problem that we defer to a future study. We
stress that, over most of the singlet-product regime of the
phase diagram, and certainly the range J/JD � 0.5, the ther-
modynamic response of the Shastry-Sutherland model (Fig. 6)
should be characteristic of just one gap, that to the lowest
triplet. Only beyond this region, coincidentally in the zone
where QMC becomes dramatically more difficult [Figs. 7(c)-
7(f)], might the proximity of the lowest singlet state(s) indeed
begin to play a role (Fig. 8).

V. CONCLUSIONS AND PERSPECTIVES

We have shown that, even for models where QMC simu-
lations suffer from a minus-sign problem, it may be possible
to obtain extremely accurate results for the low-temperature
thermodynamics. A sufficient condition is that the ground
states of the physical model and of the corresponding sign-
problem-free model, constructed by making all off-diagonal
matrix elements nonpositive, be the same. This condition has
allowed us to compute numerically exact results for the mag-
netic specific heat and susceptibility of the Shastry-Sutherland
model throughout the parameter range where the ratio of the
inter- to intradimer couplings is less than or equal to 0.526(1).

This is the regime of coupling ratios where the ground state
of both models is a product of singlets on every dimer bond,
the state about which Shastry and Sutherland constructed their
Hamiltonian. With regard to the material realizing the Shastry-
Sutherland model, it is of course unfortunate that this critical
ratio for the success of QMC is smaller than the coupling ratio
in SrCu2(BO3)2 [9], which is believed to be approximately
0.63 [25]. Because the real Shastry-Sutherland model has, at
this coupling ratio, not yet undergone the phase transition to
the plaquette state, we are investigating possible modifications
to the conventional sign-problem-free model introduced in
Sec. II with a view toward making the weights sampled in
this model applicable at coupling ratios larger than 0.526.
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Our QMC results offer considerable perspective on other
numerical approaches to the thermodynamics of the Shastry-
Sutherland model. Clearly, finite-size effects become increas-
ingly important at J/JD > 0.5 and thus ED studies, partic-
ularly using clusters of N � 20 spins [19,24,25], must be
interpreted with care at low temperatures and especially at
J/JD ≈ 0.63. This highlights the importance of ED variants
that access larger N by avoiding full diagonalization, such
as that applied recently [56] to compute the thermodynamic
properties of a kagome cluster with N = 42 S = 1/2 spins.
We have also used our QMC results to benchmark some
recent advances in HTSE approaches. While this comparison
demonstrates qualitative progress, in that the problem of
low-temperature divergences, which plagued previous HTSE
implementations [19,26], can be overcome by suitable inter-
polation schemes, it shows at the quantitative level that HTSE
for the Shastry-Sutherland model remains limited by the max-
imum accessible expansion order of ten. Consequently, the
accuracy of our HTSEs remains below that of QMC and even
small-system ED over the full phase diagram of the model.
A combination of deriving higher-order series (the 17th order
has been attained in a recent study [52] of the kagome lattice)
and more refined interpolation schemes [51–53] may offer a
competitive HTSE approach to the parameter regime relevant
for SrCu2(BO3)2.

Beyond the Shastry-Sutherland model, our results imply
that QMC simulations should be possible for any frustrated
model whose ground state is known exactly, provided that the
Hamiltonian matrix can be expressed in a basis that contains
this exact ground state. We anticipate that this observation
will open up the field of QMC calculations of the thermody-
namics for a range of frustrated quantum spin systems, most
straightforwardly those constructed to possess exact dimer-
and plaquette-product ground states. Here we have explored
the extension of the Shastry-Sutherland model to the limit
of the fully frustrated bilayer, where the sign problem is
entirely absent, and demonstrate by comparison with iPEPS
calculations of the ground-state phase diagram how the extent
of the sign problem can be understood.
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APPENDIX A: IPEPS CALCULATIONS

The ground-state phase diagram in Fig. 2 was obtained by
means of a variational tensor-network ansatz known as iPEPS
[57–59]. An iPEPS consists of a unit cell of local tensors
that is repeated over the lattice. Each local tensor has one
physical index which, for the present model, represents the
two sites on a dimer, and four auxiliary indices that connect
neighboring local tensors to form a square geometry in accord

with the lattice structure shown in Fig. 1(b). The auxiliary
vector spaces have a dimension D, the bond dimension, which
controls the accuracy of the ansatz, in that higher D values
allow more entanglement to be captured by the iPEPS. All
three of the phases in Fig. 2 can be represented by an iPEPS
with a two-sublattice unit cell consisting of two local tensors
(four sites).

We compute physical expectation values using a vari-
ant [60] of the corner-transfer-matrix algorithm [61,62]. The
corner matrices have their own boundary bond dimension, χ ,
which should be taken to be sufficiently large (χ (D) > D2)
that the error due to the use of finite χ is negligible compared
to the error due to the finite value of D. To increase the
efficiency of our calculations, we exploit the global U(1)
symmetry of the model [63,64].

Given an initial iPEPS, we obtain an approximate ground
state either by projecting the starting state using imaginary-
time evolution or by direct minimization of the energy using
the variational-update method of Ref. [65]. In the former
approach, the projection operator is decomposed into a series
of two-body gates. Application of a single gate increases the
dimension of the bond connecting the two tensors in question,
which then has to be truncated back to D. This process may be
performed using the simple-update method [66], in which the
truncation of a bond index is based on a local approximation
of the state, or by the more accurate but computationally more
expensive full-update algorithm [59,67,68], where the entire
many-body state is taken into account for the truncation.

To construct the phase diagram shown in Fig. 2, we em-
ployed simple-update calculations at a fixed bond dimension
D = 10, which already provide a good estimate of the phase
boundaries in the limit of infinite D, as we show below. We
computed the transition points along several horizontal and
vertical cuts through the phase diagram. Working at a fixed
value of J2/J for a horizontal cut, the critical coupling Jc/JD

was determined by locating the intersection point where the
energies of states initialized in the two adjacent phases in-
tersect (making use of the hysteresis in the vicinity of a
first-order phase transition). We note that, because the ground-
state energy in the dimer singlet-product phase is known
exactly, the fixed-D estimate of the phase boundary between
this dimer phase and either of the other phases (antiferro-
magnetic or plaquette) shifts to smaller values of J/JD with
increasing D.

To determine the accuracy of the fixed-D simple-update
phase diagram, we have executed additional variational-
update calculations followed by extrapolations to the D →
∞ limit, where our results should be exact, along several
cuts in the parameter space. Extrapolations in this case were
performed on the basis of the truncation error [69]. By
comparison with the D = 10 simple-update phase boundaries
along four horizontal cuts, taken at J2/J = 0.25, 0.50, 0.75,
and 1.00, we observe that the phase boundary for the transition
from the singlet-product to the antiferromagnetic state, dis-
played in Fig. 2, agrees with the variational-update D → ∞
phase boundary up to the first four digits. The uncertainty
in the phase boundaries of the plaquette phase is somewhat
larger, and is represented by the error bars on three of the
points shown in Fig. 9, which were obtained from detailed
studies along two horizontal cuts at J2/J = 0 and a vertical
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FIG. 9. Phase boundaries obtained by simple-update iPEPS cal-
culations. The error bars illustrated for three data points are represen-
tative of all others. These were obtained from extrapolated (D → ∞)
full-update calculations at J2/J = 0 and from variational-update
calculations at J/JD = 0.7. Results for J2/J = 0 were taken from
Ref. [39].

cut at J/JD = 0.7. We comment that the error bars for the
transition from the plaquette to the antiferromagnetic phase
are the largest because this transition appears to be only
weakly first-order. The thickness of the lines marking the
phase boundaries in Fig. 2 was determined on the basis of the
error bars shown in Fig. 9.

APPENDIX B: INTERPOLATION OF
HIGH-TEMPERATURE SERIES EXPANSIONS

As its name implies, the aim of a HTSE is to express
the magnetic susceptibility and specific heat in powers of the
inverse temperature,

χ (T ) =
M∑

n=0

χn T −n, C(T ) =
M∑

n=0

Cn T −n, (B1)

to obtain results exact in the high-T limit and systematic
approximations elsewhere. We began our study by using the
methods and code described in Ref. [70] to generate series to
order M = 10 for χ (T ) and C(T ) in the Shastry-Sutherland
model. However, the truncated bare series of Eq. (B1) diverge
in the low-temperature regime, which is the focus of the
present study. The conventional solution to this divergence
is the use of Padé approximants (reviewed in Ref. [71]), but
this approach is completely unsuitable here because it always
yields a power-law low-temperature behavior, rather than the
exponentially activated behavior characteristic of a gapped
model (Sec. IV).

Thus we adopt a simple approach to constructing an inter-
polation scheme, which is to exchange variables to work with
an expansion in terms of exponential functions, e−�/T , con-
taining a gap parameter �. We comment that several similar
but more sophisticated schemes have been proposed recently
[51–53]. Here we take the additional step of incorporating the
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FIG. 10. (a) Magnetic specific heat, C(T ), and (b) susceptibility,
χ (T ), of an isolated spin-1/2 dimer, shown for comparison with the
interpolated tenth-order HTSE result.

known leading high-temperature asymptotics into the ansatz
to obtain

χT (T ) = 1

T

Mχ∑
n=1

χ̃n e−n �/T , (B2)

CT (T ) = 1

T 2

MC∑
n=1

C̃n e−n �/T . (B3)

Because the exponential functions within the sum decay faster
than any power law, the expressions Eqs. (B2) and (B3) have
well-defined low-temperature behavior and tend to zero as
T → 0. The coefficients χ̃n and C̃n may be determined by
demanding that the Taylor expansions of Eqs. (B2) and (B3)
match the corresponding coefficients in Eq. (B1).

For the susceptibility, indeed we determine the Mχ = M

coefficients χ̃n in this manner. For the specific heat, we
can obtain additional constraints, following Refs. [51–53],
by further imposing two sum rules, one for the ground-state
energy,

E0 = −
∫ ∞

0
dT C(T ), (B4)

and one for the total entropy per dimer of a spin-1/2 system,∫ ∞

0
dT

C(T )

T
= 2 ln 2. (B5)

Performing the relevant integrals in Eq. (B3) yields the two
additional linear equations

MC∑
n=1

C̃n

n�
= −E0 and

MC∑
n=1

C̃n

(n�)2
= 2 ln 2, (B6)

constraining the MC = M + 1 coefficients C̃n. We comment
that the respective relations between the coefficients χn, Cn

and χ̃n, C̃n are highly nontrivial. In particular, the individual
coefficients χ̃n and C̃n are not constrained to converge when
M → ∞, i.e., the entire procedure should be considered only
as an interpolation between the low- and high-temperature
limits using a finite-order approximation to the latter.

This interpolation procedure makes use of two additional
parameters. One is the ground-state energy per dimer unit
cell, which, as noted in Sec. II, is known exactly for the
Shastry-Sutherland model in its singlet-product state [7],
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namely E0 = − 3
4 JD . The other is a value for the gap at any

given coupling ratio J/JD , and in our present HTSE studies
we have used the values of the gap obtained by ED for the
N = 36 cluster, which are shown in Fig. 8. We comment again
that for J/JD � 0.6 the lowest excitation is indeed the one-
particle triplet mode, and thus that no distinction is required
between the gaps used for the susceptibility and specific-heat
expansions.

We illustrate the efficacy of the HTSE interpolation proce-
dure by using the example of the isolated dimer, i.e., the case
J = 0 = J2 in Eq. (2). Exact results for χ (T ) and C(T ) of
a single dimer are known analytically [28,48–50], and in fact

one may observe explicitly that low-temperature expansions
of the exact expressions correspond precisely to the ansatz
used in Eqs. (B2) and (B3). Figure 10 compares these exact
results for χ (T ) and C(T ), shown already in Fig. 6, with the
interpolated tenth-order HTSE. Although the overall level of
agreement could be classified as excellent, some deviations
can be observed upon close inspection. We remark that, even
in the isolated-dimer limit, the energy and entropy sum rules
[Eqs. (B6)] are essential to stabilize the interpolation of C(T )
at lower temperatures, most notably around its maximum. In
χ (T ), which is less well constrained, minor deviations are
evident in the temperature scale [cf. Figs. 7(b), 7(d), and 7(f)]
as well as in the magnitude.
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