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Existing xenon dark matter (DM) direct detection experiments can probe the DM-nucleon interaction
of DMwith a sub-GeV mass through a search for photon emission from the recoiling xenon atom. We show
that LUX’s constraints on sub-GeV DM, which utilize the scintillation (S1) and ionization (S2) signals, are
approximately 3 orders of magnitude more stringent than previous xenon constraints in this mass range,
derived from the XENON10 and XENON100 S2-only searches. The new LUX constraints provide the
most stringent direct detection constraints for DM particles with a mass below 0.5 GeV. In addition, the
photon emission signal in LUX and its successor LZ maintain the discrimination between background
and signal events so that an unambiguous discovery of sub-GeV DM is possible. We show that LZ has the
potential to reconstruct the DM mass with ≃20% accuracy for particles lighter than 0.5 GeV.

DOI: 10.1103/PhysRevD.96.043010

I. INTRODUCTION

Identifying the nature of dark matter (DM) remains one
of the most compelling problems in astroparticle physics.
Motivated by the weakly interacting massive particle
(WIMP) paradigm, DM direct detection experiments have
traditionally concentrated on the 5 GeV to 10 TeV mass
range. The nondetection of DM in this range has led to
significant theoretical efforts focusing on lighter particles.
Initially, sub-GeV DM was mainly considered in the
context of the 511 keV gamma-ray anomaly observed
by INTEGRAL [1–3], but more recently, it has been
recognized that sub-GeV DM is generic in many other
scenarios, e.g., [4–9].
This theoretical activity has motivated both new direct

detection experiments for sub-GeV DM [10–20] and new
searches with existing experiments [21–26]. The major
obstacle faced by low mass searches is that the energy
deposited in a detector by sub-GeV DM is small. For
instance, the maximum recoil energy imparted by DM (of
mass mDM) to a nucleus (with mass number A) in elastic
scattering is Emax

R ≈ 0.1 keV · ð131=AÞðmDM=1 GeVÞ2.
The nuclear recoil energy threshold of dual-phase xenon
detectors ðAXe ≃ 131Þ is approximately 1 keV, implying
that they are limited to mDM ≳ 3 GeV. The lighter nuclei
and lower energy thresholds employed in the CRESST
[27,28], DAMIC [29], EDELWEISS [30] and SuperCDMS
[31,32] detectors allow them to probe lower masses, with
current exclusion limits reaching down tomDM ≃ 0.5 GeV.
Unfortunately, the push to a lower energy threshold often
comes with the loss of good discrimination between

background and DM events, limiting their ability to make
an unambiguous discovery of sub-GeV DM.
Reference [33] demonstrated that existing xenon detec-

tors can probe sub-GeV DM through a new signal channel:
a search for the irreducible photon emission from a
polarized xenon atom, caused by the displacement of the
nucleus and electron charges after the xenon nucleus
recoils, and derived constraints from the XENON10 and
XENON100 S2-only searches [34,35]. In this DMþ Xe →
DMþ Xeþ γ inelastic scattering process with a photon
in the final state, the maximum photon energy is
ωmax ≈ 3 keV · ðmDM=1 GeVÞ. In this paper, we show that
the LUX dual-phase xenon detector can also probe sub-
GeV DM with the more powerful S1þ S2 search, which is
sensitive to photon energiesω≳ 0.3 keV.1 We calculate the
parameter space excluded with data from LUX’s two
WIMP searches (WS2013 [36] and WS2014-16 [37])
and show that the LUX constraints are up to 3 orders of
magnitude more sensitive than the XENON10 and
XENON100 S2-only searches considered in Ref. [33].
This is because the photon’s energy is large enough to
produce detectable scintillation and ionization charge
signals, with the result that events from the fiducial volume,
where the background is lower [38], can be selected.
Moreover, the good discrimination between background
and signal events based on the scintillation and ionization
signals is retained. This further reduces the background rate
and, importantly, allows for an unambiguous detection
of DM to be made. We demonstrate this explicitly for LZ
[39], where we calculate its sensitivity and show that an

*christopher.mccabe@kcl.ac.uk 1The S1 and S2 signals are defined more carefully in Sec. III.
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experiment under construction has the potential to accu-
rately reconstruct the parameters of sub-GeV DM.

II. PHOTON EMISSION SCATTERING RATE

The differential rate for a DM particle to undergo two-to-
three scattering with a nucleus of mass mT is

dR
dω

¼ ρDM
mTmDM

Z
vmin

d3vvfðvþvEÞ
Z

Eþ
R

E−
R

dER
d2σ

dωdER
; ð1Þ

where ρDM ¼ 0.3 GeV=cm3 is the local DM density and
fðvÞ is the DM velocity distribution in the Galactic frame,
which we assume is a Maxwell-Boltzmann (MB) distribu-
tion with a cutoff at vesc ¼ 544 km=s and most probable
speed of v0 ¼ 220 km=s. We boost from the Galactic to the
Earth reference frame with vE [40,41]. Small deviations
from a MB distribution are likely, as seen in numerical
simulations, e.g. [42–44], and predicted by Earth-scattering
effects, e.g. [45–47], but we do not consider them in
this work. The limits of integration are found from
three-body kinematics, E�

R ¼μ2Tv
2=mT · ½1−v2min=ð2v2Þ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1−v2min=v
2

p
�, where vmin ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ω=μT

p
is the minimum

DM speed required for a photon to have energy ω and
μT is the DM-nucleus reduced mass.
The photon emission cross section (derived in

Ref. [33]) is

d2σ
dωdER

¼ 4α

3π

jfðωÞj2
ω

ER

mT

dσ
dER

; ð2Þ

where α is the fine-structure constant, fðωÞ ¼ f1ðωÞ þ
if2ðωÞ are atomic form factors [48], and dσ=dER is the
DM-nucleus cross section for elastic scattering. The price
to pay for photon emission is a factor ER=mT, resulting in a
Oð0.1 keV=100 GeVÞ≃Oð10−9Þ suppression factor.
We parameterize the DM-nucleus cross section as

dσ
dER

¼ mTσ
0
SI

2μ2nv2
FSI
T ðERÞFmedðERÞ; ð3Þ

where μn is the DM-nucleon reduced mass and FSI
T is the

nuclear form factor. It is an excellent approximation to
evaluate FSI

T at ER ¼ 0 keV. We focus on spin-independent
(SI) interaction with equal interaction strength with protons
and neutrons so FSI

T ¼ A2 [49]. Finally, FmedðERÞ is a factor
that depends on the mass of the particle mediating the
interaction. In the heavy mediator limit, mmed ≫ q, where
q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mTER
p

∼ 3 MeV · ðmDM=1 GeVÞ is the momentum
transfer, Fmed ¼ 1 and, hence, σ0SI is the usual DM-nucleon
cross section that is constrained in SI analyses. In the light
mediator limit, mmed ≪ q, Fmed ¼ q4ref=q

4. In this case, σ0SI
must be defined at a reference value of q; we take
qref ¼ 1 MeV, the typical size of q for mDM ≲ 1 GeV.

III. LUX AND LZ DETECTOR SIMULATIONS

Dual-phase xenon detectors do not directly measure
energy. Rather, they measure the “S1” and “S2” signals,
proportional to the initial scintillation and ionization charge,
respectively, produced by an energy deposition [50].
The event rate in terms of the observable signals is

d2R
dS1dS2

¼ ϵðS1; S2Þ
Z

dω
dR
dω

pdfðS1; S2jωÞ; ð4Þ

where ϵðS1; S2Þ represent detection efficiencies and we
determine pdfðS1; S2jωÞ with a Monte Carlo simulation of
the detector. Our simulations are based on the Noble
Element Simulation Technique (NEST) [51–53] and
following Ref. [52], we assume that the electron and
photon yields, Qy and Ly, respectively, from keV-energy
depositions from beta particles and gamma rays are
the same (collectively, electronic recoils). For an energy
E, the mean S1 and S2 values are related to the
yields through S1 ¼ g1LyE and S2 ¼ g2QyE, where g1
and g2 are proportionality (or “gain”) factors. Following
theoretical arguments, we assume that the Oð0.1Þ keV
nuclear recoil associated with the DMþ Xe → DMþ
Xeþ γ inelastic scattering process does not produce
an observable signal [54]. There are proposals to test
this assumption with new low-energy calibration tech-
niques [55].
First, we describe our simulation for electronic recoils

(ERs), where our input isQy. Above 1.3 keV, we fitQy to the
central values of LUX’s tritium calibration data [56]. Below
1.3 keV, we fit to the central values from LUX’s calibration
with 127Xe [57]. There are no calibration data below 0.19 keV
so we assume that Qy is zero below this energy. We self-
consistently determine Ly through the relation nq=E ¼
Qy þ Ly, where nq ¼ E=13.7 eV is the total number of
quanta from an energyE. OurLy agrees perfectlywith LUX’s
Ly calibration data above 1.3 keV [56]. As with Qy, we
assume that Ly is zero below 0.19 keV. Our yields are also in
good agreement with data from the PIXeY xenon detector
[58,59]. We include recombination fluctuations, generating
the recombination probability r and the fluctuations as
described in Ref. [60] with parameters σp ¼ 0.07 and
α ¼ 0.2. Additional parameterizations ofQy are investigated
in Appendixes A and B.
Second, we summarize our simulation for nuclear recoils

(NRs). This is used to check that our simulations correctly
reproduce published LUX NR results and also to calculate
the 8B solar neutrino signal in LZ. As input, we use a Qy

and Ly parameterization that fits LUX’s D-D calibration
data [61] and assume the Lindhard model with k ¼ 0.174
[61]. We include Penning quenching as in Ref. [61], model
the recombination probability following the Thomas-Imel
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model with parameters in Ref. [62], and again use σp ¼
0.07 to model recombination fluctuations.
Unless stated otherwise, S1 and S2 refer to position

corrected values, where S1 is normalized to the center of
the detector and S2 to the top of the liquid. We take into
account the variation of g1 with height within the detector
(we ignore radial variations) using results in Ref. [63] for
LUX and projections for LZ in Ref. [39]. For LUX (LZ),
we use an electron lifetime of 800 (3000) ms and an
electron drift speed 1.5 mm=μs for both.
For LUX WS2013, we use the parameter values from

Refs. [36,64]: g1 ¼ 0.117 phd=γ, g2 ¼ 12.1 phd=e−, an
extraction efficiency of 49%; the S1 detection efficiency
from Ref. [62]; we allow events that satisfy S1raw > 1 phd,
S2raw > 165 phd; and compare against events measured
with radius < 18 cm to set an exclusion limit.
LUX WS2014-16 was more complicated owing to the

changing conditions throughout the run. We do not attempt
to model the changing conditions with time or the spatially
varying electric drift field. Instead we take a simplified
approach and assume the average values from Ref. [37]:
g1 ¼ 0.1 phd=γ, g2 ¼ 18.9 phd=e−, an extraction efficiency
of 73%; the S1 efficiency from Ref. [62] and the S2
efficiency from Ref. [65]; we allow events that satisfy
S1raw > 1 phd, S2raw > 200 phd. We set an exclusion limit
with events measured more than 1 cm from the radial fiducial
volume boundary.
For LZ, we use parameter values recommended in

Ref. [39]: g2 ¼ 50 phd=e−, an extraction efficiency of
100% and allow events that satisfy S2raw > 250 phd. The
S1 signal is the main determinant of the energy threshold so
we show results taking the upper (lower) values of the range
in Ref. [39], namely g1 ¼ 0.1ð0.05Þ phd=γ, and allow events
that satisfy S1 > 2ð3Þ phd.
Before presenting the limits on sub-GeV DM, we dem-

onstrate that our simulations accurately reproduce published
LUX results. First, we derive the efficiency as a function of
energy for ERs and NRs, shown in the insets of Fig. 1, and
compare against the LUX values (black triangles). Good
agreement is found—within 5% above 2 keV for both runs.
Below 2 keV, we slightly underestimate the published
efficiencies, reaching an underestimation of 50% at
1.1 keV. Results for a direct comparison of the ER efficiency
are not available so, instead, we compare with the tritium
calibration run [56], which had only slightly different
parameters from WS2013 and WS2014-16. In the calibra-
tion run, the ER efficiency was 50% at 1.24 keV, consistent
with 1.13 and 1.25 keV that we find for WS2013 and
WS2014-16, respectively.
Lastly, in Fig. 1, we compare our ER and NR bands,

indicated by the blue and red lines, respectively, against the
LUX bands, indicated by squares and triangles at 2 phd
intervals (we use updated LUX WS2013 bands [66]). We
find good agreement in both the central position and the
width of the bands.

IV. LUX CONSTRAINTS

We use two methods to derive constraints on the DM-
nucleon cross section from the WS2013 [36,64] and
WS2014-16 [37] WIMP searches.
The first method is a cut-and-count (CC) approach, the

simplest and most conservative approach that treats all
measured events as signal events. For each mass, we
calculate the signal region that contains 90% of the DM
events that pass all cuts. The black lines in Fig. 1 give
examples of this region for different values of mDM in the
heavy mediator limit. For mDM ¼ 0.1 GeV, all of the DM
events lie far below the ER band, where background events
are expected to lie. For this mass, the mean S1 signal is
below the S1 threshold so only the tail of the upward S1
fluctuations is measured. The S1 signal can fluctuate
upwards in our simulation from the binomial modeling

FIG. 1. Main panels: Blue and red lines indicate, respectively,
ER and NR bands (mean, 10% and 90% contours) from our
simulations of LUX’s WS2013 and WS2014-16 WIMP searches.
Squares and triangles at 2 phd intervals indicate the LUX
published bands. Green circles show LUX’s measured events.
Black contours show regions that contain 90% of DM events. The
log10 S2 scale in each panel is different. Insets: Blue and red lines
show the efficiency for event detection from ERs and NRs,
respectively. Black triangles show the published LUX NR
efficiency.
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of the initial number of ions and excitons, the binomial
modeling of the detection of photons by the photomultiplier
tubes, the Gaussian resolution of the detector or, finally,
from the modeling of recombination fluctuations.2 As mDM
increases, more of the DM contour overlaps the ER band
because fewer upward S1 fluctuations are probed. The
signal more closely follows the ER band but there is still a
small offset. For clarity, we do not show the contours for a
light mediator in Fig. 1. They are similar but extend to
slightly smaller S1 values e.g., to S1 ¼ 4.4ð5.9Þ phd
for mDM ¼ 0.6ð1.0Þ GeV.
We count all of the observed events within the 90% DM

contour and use Poisson statistics to set a 90% C.L.
exclusion limit. This is shown as the pink and purple lines
in Fig. 2 for the WS2013 and WS2014-16 WIMP searches,
respectively. The kinks around mDM ∼ 0.3 GeV occur as
measured events suddenly enter the signal region.
The second more powerful method to derive a constraint

on the DM-nucleon cross section uses a profile likelihood
ratio (PLR) test. This takes into account the S1 and S2
information of each event and allows for the results from
WS2013 and WS2014-16 to be combined. Unlike the CC
method, the background signal must be quantified. We
adopt a simple model that assumes the ER background
rate is flat in energy while ignoring subdominant contri-
butions from neutrons and 8B neutrinos. Additionally, for
the WS2013 search we include a component for the decays
of 127Xe, which contributed in WS2013 but not in
WS2014-16. This simple model provides a good fit to
LUX data [67,68] (a comparison is provided in
Appendix C). The 90% C.L. combined PLR limit is
calculated following Ref. [69] with an unbinned extended
likelihood function [70]. We follow the safeguard method
in Ref. [71] to minimize the effect of background mis-
modeling. The amplitudes of the background components
in each run are treated as a nuisance parameter. The
90% C.L. limit is shown as the red line in Fig. 2. It is
similar to the CC limit at low mass, where the DM signal
region is far from the background region. At higher mass,
the PLR limit is significantly stronger. At mDM ¼ 1 GeV,
the limit corresponds to 5.0 signal events in WS2014-16
(for heavy and light mediators).
In Fig. 2, we also show 90% C.L. exclusion limits from

CRESST-II [27] and XENON100’s S2-only analysis [35]
and a constraint from Earth heating by DM annihilation
[72] (which does not apply if DM annihilation does not
occur). For CRESST-II, we use Lise’s public data [73] and
calculate a limit with the maximum gap method [74].
XENON100 observed a large number of events (13560) so
we use a CC analysis with events in the range 80–1000 PE
to set a limit. Our XENON100 limit is slightly weaker than
in Ref. [33] because we adopt the Qy used in our LUX

analysis, which has a cutoff at 0.19 keV. Before this work,
CRESST-II and XENON100 (S2-only) provided the most
stringent direct detection constraints on the DM-nucleon
cross section in this mass range. The LUX limits are
significantly stronger and already reach the principal reach
projected in Ref. [33]. This is because the displacement of
signal and background regions, not previously considered,
further reduces the background rate below the value
considered in Ref. [33].

V. LZ SENSITIVITY PROJECTION

The next generation of dual-phase detectors, namely LZ,
XENON1T/XENONnT [75] and PandaX-II/PandaX-xT
[76], will be bigger than LUX while having a smaller
background rate. We focus on sensitivity projections for
LZ because it has the most detailed design and performance
studies [39,77]. Within LZ’s fiducial volume, 8B (pp and

FIG. 2. The 90% C.L. exclusion limits on the SI DM-nucleon
cross section. LUX WS2013 (pink line) and WS2014-16
(purple line) limits are calculated with a CC method. The
combined LUX WS2013þWS2014-16 limit (red line) is
calculated with a PLR test. XENON100 (green line) and
CRESST-II (blue line) provided the most stringent exclusion
limits before this work. The projected LZ sensitivity for a 3σ or
greater discovery is shown in black and gray for two LZ
scenarios. The upper panel includes a constraint from Earth
heating by DM annihilation (orange dashed line).

2See Ref. [63] for an extended discussion on fluctuations in
LUX.
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7Be) solar neutrinos produce the dominant NR (ER)
background events. Figure 3 (upper panel) shows a
simulation of the events seen with the more sensitive LZ
scenario that we consider (g1 ¼ 0.1 phd=γ, S1 ≥ 2 phd),
together with the ER and NR efficiencies. Assuming a
5.6 ton fiducial mass, 1000 days of data and the neutrino
fluxes from Ref. [78], we find that 49.8 8B events are
expected. In the less sensitive scenario (g1 ¼ 0.05 phd=γ,
S1 ≥ 3 phd), the ER and NR efficiencies (not shown) are
shifted to higher energies. The ER (NR) efficiency is 1%
at 0.94 (2.3) keV, respectively, so that only 2.7 8B events
are expected.
We quantify LZ’s sensitivity by calculating the median

cross section for LZ to make a discovery at 3σ (or greater)
significance. This is shown for the two LZ scenarios by
the black and gray lines in Fig. 2. We use a PLR test and

include a 2.5% (1%) uncertainty on the 8B (ppþ 7Be)
flux [78]. For both scenarios, these cross sections corre-
spond to approximately 5 (15) expected signal events at
mDM ¼ 0.3ð1.0Þ GeV. For the more sensitive scenario, we
also show the �1σð�2σÞ containment region in green
(yellow). The more sensitive LZ scenario results in a factor
20–50 improvement compared to LUX, while the less
sensitive scenario leads to only a small improvement
above mDM ¼ 0.3 GeV.
For the more sensitive LZ scenario, we investigate the

precision with which LZ can reconstruct the parameters of
sub-GeV DM. Figure 3 (lower panel) shows examples of
two reconstructions where a high-significance (>5σ)
detection of DM is made. All of the signal and background
events used in the reconstruction in the upper benchmark
(star DM benchmark) are displayed in the upper panel of
Fig. 3. For both benchmarks, the mass is reconstructed with
≃ 20% accuracy.

VI. SUMMARY

Upcoming xenon detectors will provide opportunities to
search for signals beyond the standard DM-nucleus inter-
actions. Previous studies have investigated recoils induced
from solar neutrinos [79,80], supernova neutrinos [81–83],
nuclear DM [84,85], products from DM annihilation [86],
and inelastic nucleus scattering [87,88].
We have investigated photon emission from the recoiling

atom, another nonstandard signal that allows dual-phase
xenon detectors to probe sub-GeV DM. We have demon-
strated that the LUX constraints are approximately 3 orders
of magnitude more constraining than the S2-only limits
from XENON100 and extend to smaller masses than the
CRESST-II limit. In addition, a future experiment such as
LZ can accurately reconstruct the parameters of sub-GeV
DM since dual-phase detectors maintain the discrimination
between background and signal events.
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APPENDIX A: SIGNAL MODELS FOR
ELECTRONIC RECOILS

To aid the reproducibility of our results, we here provide
the details of our signal generation model for ER events.
We begin by introducing the general formalism before
presenting assumptions specific to the model used in the

FIG. 3. Upper panel: Our simulation of the more sensitive LZ
scenario. Blue and red lines indicate, respectively, ER and NR
bands (mean, 10% and 90% contours). Black contours show
regions that contain 90% of DM events while the orange contour
contains 90% of 8B neutrino events. Green circles show simu-
lated background and signal events from the star DM benchmark,
mDM ¼ 0.3 GeV and σ0SI ¼ 10−33 cm2. Lower panel: Two exam-
ples of parameter reconstruction for sub-GeV DM with LZ.
The star and triangle symbols show the input mass and cross
section, corresponding to 24.6 and 21.4 expected signal events,
respectively.
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main part of the paper. We then introduce two additional
models based on the Thomas-Imel box model [89]. The
material discussed below only addresses the mean signal
yields. We leave the details of our model for fluctuations to
the main part of the paper.
The number of quanta nq for ER events, in terms of the

number of photons nγ and electrons ne, or in terms of the
number of ions nion and excitons nex, is

nq ¼ nγ þ ne ðA1Þ

¼ nion þ nex; ðA2Þ

where nq ¼ E=W, E is the energy and we take
W ¼ 13.7 eV.
The number of electrons is related to the electron yield

Qy (also referred to as the charge yield) by ne ¼ QyE. The
starting point for our detector simulation for ERs takes Qy

as input. We fit Qy to LUX’s tritium calibration data [56]
above 1.3 keV, while below this, we fit to the central values
from LUX’s low-energy calibration with 127Xe [57]. These
data points are shown by the blue and red data points in the
upper panel of Fig. 4, respectively. In addition, the yellow
data points and lilac boxes in Fig. 4 show the low-energy
calibration data taken with the PIXeY and neriX xenon
detectors. The PIXeY data are from the decays of 37Ar
[58,59], while the neriX data were taken at 190 V=cm and
we show the dominant systematic uncertainty [90]. We do
not include the PIXeYor neriX data in our fits but they are
consistent with the 127Xe data and tritium data.
The number of electrons is related to the number of ions

through

ne ¼ nionð1 − rÞ; ðA3Þ
where r is the fraction of ions that undergo recombination.
From the sum rule in Eq. (A1), we must have that

nγ ¼ nex þ rnion ðA4Þ

¼ nionðrþ αÞ; ðA5Þ

where we have introduced the parameter α ¼ nex=nion.
Values for α used in the literature typically fall between
0.06 and 0.2 [50].

1. Model 1: Interpolation through the data
(used in the main part of the paper)

For the model used in the main part of the paper, Qy is
determined by tracing a line (on a log axis) through the
central points of LUX’s tritium and 127Xe data points. This
is shown by the black solid line in Fig. 4. There is no
physical basis behind this model and we include an

FIG. 4. In descending order, the panels show the electron
(or charge) yield Qy, the photon (or light) yield Ly, the
recombination probability r and the ratio of excitons to ions
α. The upper panels also include LUX’s tritium and 127Xe
calibration data (blue and red data points), neriX data (lilac
boxes), and PIXeY’s 37Ar calibration data (yellow data points).
The solid, dotted and dashed black lines show the different
models that we consider. Model 1 was used to generate the
results in the main part of the paper.
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unphysical cutoff in Qy at the energy of the lowest data
point (0.19 keV). The photon yield Ly (also referred to as
the light yield) is then straightforwardly determined
through the relation 1=W ¼ Qy þ Ly [a rearrangement of
Eq. (A1)]. The solid black line in the second panel from the
top of Fig. 4 shows this parameterization of Ly. It passes
through the central values of Ly from LUX’s tritium
calibration data, shown by the blue data points. The lowest
127Xe data point in the upper panel of Fig. 4 satisfies
Qy ≈ 1=W, which explains why Ly tends to zero at
approximately 0.19 keV.
From simple algebraic manipulation of Eqs. (A1)–(A5),

we can express the recombination probability r as

r ¼ Ly − αQy

Ly þQy
: ðA6Þ

At higher energies, we follow LUX and fix α ¼ 0.2 [60].
Under these assumptions, r > 0 for E > 1.1 keV
(see the solid line in the recombination panel in Fig. 4).
For energies smaller than this, we fix r ¼ 0 by requiring
that α ¼ Ly=Qy. With this approximation, α smoothly
decreases from 0.2 to zero at approximately 0.19 keV
(shown by the solid line in the bottom panel of Fig. 4), as it
must to ensure that nγ ¼ 0 at approximately 0.19 keV
[cf. Eq. (A5)].

2. Model 2: Thomas-Imel box model

The previous model was ad hoc in that it was chosen to
pass through the central value of the data points without any
relation to a physically motivated model. In particular, the
cutoff at approximately 0.19 keV is unphysical as it is more
reasonable to expect that quanta are produced all the way to
energies OðWÞ. We therefore now explore the implications
of a more physically motivated model of recombination:
the Thomas-Imel box model [89]. In this model

r ¼ 1 −
logð1þ ξnionÞ

ξnion
; ðA7Þ

where ξ is a free parameter.
This model for r allows us to rewrite the charge yield as

Qy ¼
1

ξE
log

�
1þ ξE

Wð1þ αÞ
�
: ðA8Þ

In this case, by fixing ξ and α, we determine Qy, r and
Lyð¼ 1=W −QyÞ. We perform a χ2 fit to the tritium and
127Xe data below 10 keV to fit ξ and α, finding α ¼ 0.06
and ξ ¼ 0.0065. The resulting values ofQy, Ly, r and α for
this model are shown by the dotted lines in Fig. 4. This
model slightly underestimates (overestimates) the Qy (Ly)
low-energy data points.

3. Model 3: Thomas-Imel inspired model
with energy-dependent coefficients

The low-energy 127Xe and PIXeY data are consistent
with ne ≈ nq (or equivalently Qy ≈ 1=W ≈ 73e−=keV),
while in the Thomas-Imel model Qy → 1=ðWð1þ αÞÞ as
E → 0. Therefore to improve the fit with the 127Xe and
PIXeY data, we require that α → 0 at low energy.
We therefore modify the Thomas-Imel model to make

the parameters in the Thomas-Imel model energy depen-
dent at low energy. We define α ¼ α0 · erfðα1EÞ and
ξ ¼ ξ0 · erfðξ1EÞ. The justification for this parameteriza-
tion is simply to provide a way to smoothly force the
parameters to zero as E → 0 in order that the fit with the
127Xe and PIXeY data is improved. We perform a χ2 fit to
obtain fξ0; ξ1; α0; α1g. By construction, in this parameter-
ization Qy and Ly now provide a good fit to the low-energy
data points. Comparing the dashed and solid lines in Fig. 4,
we see that model 3 is similar to model 1 but it avoids the
cutoff at 0.19 keV in Qy and Ly and the sharp transitions in
α and r at 1.1 keV.
Finally, we have also shown the Qy parameterization

adopted in the 2017 LZ technical design report [77] by
the dot-dashed green line in the upper panel of Fig. 4.
Both model 1 and model 3 closely resemble this
parameterization.

APPENDIX B: EXCLUSIONS LIMITS AND
DISCOVERY POTENTIAL WITH
DIFFERENT SIGNAL MODELS

We now explore the impact of the different signal models
on the LUX exclusion limits and the LZ discovery
potential. The results for model 1 are presented in the
main part of the paper so we here focus on the results for
model 2 and model 3.
We first focus on the exclusion limits from

LUX WS2013. In the upper panels of Fig. 5, we have
recalculated the ERband (blue lines) and 90% signal regions
for twovalues of the darkmattermass (mDM). TheNRmodel
is the same across all plots. With model 2, the ER band
extends to lower S2 values for small S1 values compared to
model 1 and model 3. Meanwhile, the dark matter signal
regions show only minor changes. Therefore the discrimi-
nation between signal and background is not as high in
model 2. In models 2 and 3, the ER efficiency extends to
lower energies compared to model 1 (a direct comparison is
made in the inset of the upper right panel of Fig. 5) because in
these models Ly is nonzero below 0.19 keV. The result
of the higher efficiency at lower energies is that the LUX
limits are more stringent for models 2 and 3 at lower values
of mDM (see the limit plot in upper right panel of Fig. 5).
We next explore the discovery potential for the more

sensitive LZ scenario. In the lower panels of Fig. 5, we have
again recalculated the ER band (blue lines) and 90% signal
regions for two values of the dark matter mass. We again
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find that the ER band in model 2 extends to lower S2 values
for small S1 values compared to the other models. The
signal regions are again somewhat similar, although the
effect of removing the cutoff at 0.19 keV is that the DM
contours extend further into the 8B region. However the
signal region for these values of mDM still lies between the
8B region and the ER band (where pp neutrinos and other
ER background events are expected to be detected). The
lower right panel of Fig. 5 shows the median cross section
for LZ to make a discovery at 3σ (or greater) significance,
while the inset shows a direct comparison of the ER
efficiencies. For mDM ∼ 1 GeV, the different signal models
result in similar sensitivity. The effect of removing the
cutoff at 0.19 keV means that the efficiencies extend to
small energies, while it allows the sensitivity of models 2
and 3 to be enhanced with respect to model 1 for
mDM ∼ 0.1 GeV.

APPENDIX C: VALIDATION OF THE WS2013
BACKGROUND MODEL

The PLR test requires a background model. We here
show that the simple ER background model that we have
used gives a good fit to published LUX results.
In particular, the background count rate and LUX’s

background model for WS2013 were published in their
axion search paper [68]. As in this work, only events
measured with a radius smaller than 18 cm were consid-
ered. The measured data points and the LUX model are
shown by the black data points and dotted black line in
Fig. 6, as a function of S1 and log10 S2 in the upper and
lower panels, respectively.
For our model of the WS2013 background, we assume a

flat (in energy) component and a component from decays
of 127Xe, a cosmogenic isotope with a half-life of ∼36 days
that decayed during WS2013 (by WS2014-16, this com-
ponent had completely decayed away). Decays of 127Xe
lead to ER depositions at 5.2, 1.1 and 0.19 keV with
branching ratios of 13.1%, 2.9% and 0.6%, respectively
(we do not include the higher-energy decays that make up
the remainder of the branching ratios).
The result of a fit of our model to the data is shown in

Fig. 6. The yellow and blue lines show the contributions
from the flat component and the 127Xe component, respec-
tively. In both panels, we see that this simple model
provides a good fit to the LUX data. It is also in good
agreement with the published LUX model. The largest
difference occurs in the log10 S2 comparison (lower panel)
where we see that our background is slightly displaced to

FIG. 5. Left and center panels: The distribution of background and signal regions in the S1 vs log10 S2 plane for our signal models 2
and 3, for LUXWS2013 (upper) and LZ (lower). Right panels: The upper panel shows how the LUXWS2013 CC 90% exclusion limits
change under the different signal models, while the lower panels show the change in the median cross section for LZ to make a discovery
at 3σ (or greater) significance. The insets in the right panels show that the ER detection efficiency extends to lower energies for models 2
and 3, which explains why the exclusion limits and discovery potential extend to smaller cross sections in these models.
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higher S2 values compared to the LUX model. However,
our model is still in good agreement with the data points.

APPENDIX D: DISCOVERY POTENTIAL
WITH A HIGHER BACKGROUND

In the main part of the paper, we assumed that LZ’s ER
background will be dominated by pp and 7Be solar
neutrinos. For a 5600 × 1000 kg day exposure, we predict
252 events in the energy range from 1.5 to 6.5 keV, which
is in good agreement with the value of 255 events
predicted by the LZ Collaboration (LZ also include
13N solar neutrinos which could explain the small differ-
ence) [77]. In order for the solar neutrino background to
dominate, the background contribution from dispersed
radionuclides (particularly radon, krypton and argon)
must be subdominant. This was the assumption made
in Ref. [39]. However, a more recent estimate in Ref. [77]

suggests that the rate from dispersed radionuclides could
in fact dominate, resulting in a total of 1244 events for a
5600 × 1000 kg day exposure in the energy range from
1.5 to 6.5 keV.
To assess the impact of a higher background on our

LZ sensitivity projection, we recalculate the median cross
section for LZ to make a discovery at 3σ (or greater)
significance assuming a background rate that is 5 times
higher than the rate from only pp and 7Be solar neutrinos.
This results in a total of 1260 events. The solar neutrino
and radionuclide energy spectra are approximately flat in
energy [91], so a simple rescaling of the pp and 7Be energy
spectrum is a good approximation.
The resulting discovery cross sections are shown in

Fig. 7 for the more sensitive LZ scenario. The black solid
line shows the result in the main part of the paper, where the
ER background is dominated by pp and 7Be solar neu-
trinos, while the black dashed line shows the result when
the ER background is 5 times larger. At low masses, the
dark matter signal region is far from the ER backgrounds
so the result does not change. At higher masses where the
impact of the ER background is most significant, the
discovery cross section is only about a factor of 2 higher.
This is because the PLR method still has some discrimi-
nation power between signal and background owing to the
slight displacement of signal and background. Thus our
projections for LZ’s sensitivity are robust against reason-
able variations in the background rate.

FIG. 7. The median cross section for LZ to make a discovery at
3σ (or greater) significance under different assumptions for the
ER background rate. The solid line assumes that the ER back-
ground is dominated by pp and 7Be solar neutrinos, the
assumption that was made in the main part of the paper. The
dashed line assumes that the ER background is 5 times higher
than the solar neutrino rate, allowing for an additional contribu-
tion from dispersed radionuclides. The higher background rate
does not change any of our conclusions.

FIG. 6. The black data points show the background events from
LUX WS2013, together with the LUX Collaboration’s model
(dotted black line). The yellow and blue lines show our back-
ground model, comprised of a flat component and a component
from decays of 127Xe, respectively. Our simple model provides a
good fit to the data.
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