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Abstract—The base-line design and implementation of the
ATLAS DAQ DataFlow system is described. The main compo-
nents of the DataFlow system, their interactions, bandwidths, and
rates are discussed and performance measurements on a 10%
scale prototype for the final ATLAS TDAQ DataFlow system are
presented. This prototype is a combination of custom design com-
ponents and of multithreaded software applications implemented
in C++ and running in a Linux environment on commercially
available PCs interconnected by a fully switched gigabit Ethernet
network.

Index Terms—Computer network performance, data acquisition
(DAQ), data buses, field programmable gate arrays (FPGAs), flow
control, message passing, network testing, networks, optical fiber
communication, particle collisions, radiation detectors, software,
triggering.

I. INTRODUCTION

COLLISIONS of 7 TeV protons will be studied with the
Large Hadron Collider (LHC) at CERN, Geneva, Switzer-

land. The LHC accelerator complex is currently in construction
and scheduled to start operation in 2007. ATLAS is one of four
detectors being built with the aim to explore the physics poten-
tial of LHC in its widest possible range [1].

Bunches of protons will collide at periods of 25 ns at the
interaction point in the center of ATLAS. This will result in
interaction events and charged and neutral particles to be
tracked with every crossing. Although individual proton-proton
interact at GHz, the rate for production of Higgs particles,
or of other new heavy objects will be as low as a few events per
hour and often much less. The event selection of ATLAS will
therefore need to identify interesting physics signatures online
while providing the required event rate reduction of , which
gives a data volume still manageable for further offline analysis.
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A three-level trigger system reduces the initial bunch-
crossing rate of 40 MHz at its first level trigger (LVL1) to
75 kHz with a fixed latency of 2.5 s. The second level trigger
(LVL2) analyzes region of interests (RoI) identified by LVL1
and reduces the event rate further to kHz with an average
latency of 10 ms. The third trigger level is the event filter (EF)
that analyzes the entirety of the event data to achieve a further
rate reduction to Hz, with a latency of s.

The amount of data produced for one ATLAS event is
(1–2) MB read from as many as 140 million detector elements.
At the LHC, design luminosity of cm s , a data rate
of MB/s for mass storage, and a total amount of
(1–2) PB/year for detailed offline analysis needs to be assumed.

The ATLAS DataFlow system is designed to cope with this
amount of data and transports data accepted by LVL1 to LVL2
and EF, i.e., the high level triggers (HLT) [2] and, for accepted
events, to mass storage.

II. DATAFLOW

On reception of a LVL1 accept signal (L1A), event
data is moved from the detectors front-end electronics via
point-to-point links into subdetector specific readout driver
modules (RODs), where the data undergo preparation and
formatting into ROD fragments. There are RODs
foreseen for ATLAS.

ROD fragments are moved at LVL1 rate into readout buffers
(ROBs), which are held in readout systems (ROSs).

The role of the ROS is to provide an interface to the data
kept in the ROB to the LVL2 processing farm and to the event
building system.

A. Readout Link (ROL)

The ROL connects the subdetector RODs with the TDAQ
system and is responsible for transmitting data error-free from
the output of the ROD to the input of the ROB. As shown in
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Fig. 1. The ROL implements the point-to-point connections between RODs and ROBs using the S-Link protocol.

Fig. 2. Schematic diagram of the prototype RoBIn. The ROD fragments are received with LVL1 rate via two independent ROLs and buffered in two respective
memory banks, the ROBs.

Fig. 1, the ROD end of the ROL is called the link source card
(LSC) and the ROB end is called link destination card (LDC).

The ROL is based upon the S-Link protocol [3] and provides

• 32 bit data words at 40.08 MHz, i.e., MB/s;
• Bit error rate ;
• XON/XOFF flow control;
• Error detection.

The high-speed optical link for ATLAS (HOLA) [4] imple-
ments the ROL using a small FPGA, for handling the S-LINK
protocol, and using the SERDES chip from Texas Instruments
running at 2.5 Gbit/s, for handling both the forward and the
return channels (one per card). The use of Small Form Factor
Pluggable Multimode 850 nm 2.5 Gbit/s optical transceivers
with LC Connectors (e.g., the Infineon V23818-N305-B57) is
foreseen, allowing the optical components to be replaced in case
of failure.

III. ROB

The number of ROB buffers is the same as the number of
RODs (indeed, see below, the LVL2 trigger needs to access data
at the level of the individual ROD fragments). Event fragments
are kept in the ROB until they are either moved downstream
(if accepted by LVL2) or they are removed from the system (if
rejected by LVL2). The depth of the ROB buffers is determined

by the time needed by LVL2 to select events (10 ms), plus the
additional overhead to clear (in case of a LVL2 reject) or transfer
the fragment to the Event Builder and then to clear it. Taken the
link speed of a ROL, 10 ms of buffering at the ROB require a
minimum of 1.6 MB of memory per ROB. The current prototype
RoBIn implements 64 MB of memory per ROB buffer allowing
to absorb temporary congestions in the data flow.

Fig. 2 shows a RoBIn, a module implementing the ROB func-
tionality, capable of receiving and buffering ROD fragments via
S-Link and making these available on request.

More than one ROL and thus ROB can be implemented on
a RoBIn module, while the current prototype shows two ROL
interfaces the final RoBIn may hold as many as four [4].

Two output interfaces have been implemented, based on gi-
gabit Ethernet and PCI bus technology. Section IV details the
changes in the flow of control and data messages when using
either of these two interfaces, whereas Section V shows some
respective performance values obtained. However, further study
will be needed to decide which technology will be used in the
final system.

A. ROS

The ROS houses a number of RoBIns, each multiplexing up to
four ROLs into a single output interface. It provides individual
event fragments, out of the ROBs, to the LVL2 trigger and to
the event builder: in the latter case, a further level of buffering,
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Fig. 3. The RoIB collects information relevant for the LVL2 from the LVL1 trigger system, and combines all data into a single block, which serves as input to
the LVL2 trigger.

multiplexing several individual ROBs into a single event builder
input may be provided by the ROS.

Two deployment schemes for the ROS are under study.
1) Bus-Based ROS: Three RoBIns, each with four ROLs

and one PCI output, are mounted into the PCI slots of a PC
equipped with four independent PCI bus segments.

Requests for fragments coming from LVL2 and requests for
superfragments (sequential merging of up to 12 fragments) from
the event builder are handled by the ROS, i.e., by the PC, with
the data moved across the PCI busses of the PC. Two gigabit
Ethernet interfaces connect the ROS to, respectively, the LVL2
and event builder networks.

2) Switch-Based ROS: Ten RoBIns, each with four ROL
interfaces and one gigabit Ethernet output are mounted in an
industrial PC providing enough PCI slots. The role of the PCI
bus is to provide configuration, bookkeeping, and power for
the RoBIns. A 10 4 gigabit Ethernet ports switch, which
concentrates the ten ROB outputs into four gigabit Ethernet
outputs reduces the number network ports needed for the LVL2
network and for the event builder network. No merging of
fragments into superfragments for the event builder is foreseen
[6].

B. Region of Interest Builder (RoIB)

The RoIB collects information from the LVL1 calorimeter
and muon triggers and from the LVL1 central trigger processor
(CTP), and combines all data into a single block (max. 2 kB)
that serves as input to the LVL2 trigger (see Fig. 3). The data
are transmitted in S-LINK format. The RoIB has to operate at
the highest foreseen LVL1 output rates without introducing ad-
ditional dead time.

This enables a LVL2 processor to precisely select the region
of the detector in which the interesting features reside and there-
fore from which ROBs to request the data for analysis.

The RoIB is a VME-based system, which uses FPGAs to
combine the LVL1 fragments into a single record [7].

C. DataCollection

DataCollection is responsible for the movement of event data
from the ROS to the LVL2 trigger and EF and from the EF to
mass storage. This includes the movement of the LVL1 RoIs
to the LVL2 processing units (L2PUs) and the LVL2 result (i.e.,
the LVL2 decision and a detailed LVL2 record in case of accept)
to the EF, which implies collection of RoIs, event building (EB)
and I/O to and from the EF (EF I/O).

DataCollection components are software processes deployed
on Linux PCs that are interconnected via a fully switched gigabit
Ethernet network [8].

1) Level-2 Supervisor (L2SV) : The L2SV receives the RoI
information produced by the RoIB and assigns a level-2 pro-
cessing unit to process the event. The final system will contain
less than 10 L2SVs.

2) Level-2 Processing Unit (L2PU): The L2PU is the com-
ponent which, using the information provided by the L2SV, re-
quests event fragments from the ROS, processes the RoI (i.e.,
runs trigger algorithms in the event data belonging to the RoI)
and produces a decision (accept/reject) for the event. The deci-
sion is passed back to the L2SV. Strictly spoken, the algorithms
performing the LVL2 selection are not DataCollection compo-
nents, but these are embedded into the framework provided by
DataCollection [2]. The final system will contain a few hun-
dreds of L2PUs.

3) Pseudo-ROS (pROS): The pROS receives the detailed re-
sult records of the L2PUs for accepted events and participates
to the event building process, such that the LVL2 detailed re-
sult appears within the full event record. From the point of view
of the event building process there is no difference between the
pROS and the ROS. One pROS will be sufficient for the final
system.
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Fig. 4. Interaction between components of the DataFlow system.

4) DataFlow Manager (DFM): The DFM receives the
information about which events have been accepted or rejected
by LVL2, assigns an event builder node (the SFI described
below), and sends clear messages to the ROSs for their subse-
quent freeing of buffer space. One DFM will be sufficient for
event building in the final system.

5) Subfarm Input (SFI): The SFI receives information
about which events to build and subsequently requests event
data from all participating ROSs (which includes the pROS). It
also implements traffic shaping in order to minimize congestion
occurrences in the switching network. In case of temporary
congestion and thus loss of event fragments, the SFI will re-ask
these from the specific ROSs. Fully built events are buffered
and made available to the EF for the final online trigger
selection. The final system will contain SFIs.

6) Subfarm Output (SFO): The SFO receives events ac-
cepted by the EF and stores them in files on a local hard
disk. These files contain metainformation about the ongoing
datataking and are accessed by the ATLAS mass-storage
system for permanent storage. The final system will contain

SFOs.

IV. MESSAGE PASSING

The flow of event data between components of the DataFlow
system is achieved by the exchange of control messages and
subsequent event data messages via gigabit Ethernet network
connections [6].

Fig. 4 shows the basic interactions between components of
the DataFlow system as realized by the DataCollection sub-
system [9]. The sequence commences with the reception by a
supervisor process of the RoI information, which represents the
LVL1 result, from the RoIB. Using a load-balancing algorithm,
the supervisor assigns the event to a L2PU. The L2PU receives
the RoI information from the L2SV, which it uses to seed its
processing. This results in a series of RoI data requests to a
set of ROSs identified based on a geometry lookup table held
by the L2PU. At a granularity of individual ROB data blocks,
the selected ROSs service the request for data by responding

to the requesting L2PU with a ROS event fragment message.
The data volume per RoI is in the order of 2% of the total event
size that needs to be moved this way from the ROBs into the
requesting L2PU. Upon reaching a decision as to whether to
accept or reject an event, the L2PU sends a LVL2 decision mes-
sage back to its assigned supervisor process. In the case that the
event is accepted for further processing by the EF the L2PU also
sends the detailed result of its analysis to the pROS. The super-
visor process receives the LVL2 decision and forward a group
of them to the DFM. On reception of a group of LVL2 decisions
the DFM, based on a load-balancing algorithm, assigns an SFI
to perform the building of the event for every accepted event.
For rejected events and for events completed event building, the
DFM multicasts a clear message to all ROSs. The SFI builds the
event by sequentially requesting event date from all ROSs (incl.
pROS). The built event is subsequently sent to the EF subfarm
for further processing.

The aggregated bandwidth sent through a switching matrix
for the LVL2 and event building traffic is expected to be
and 5 GB/s, respectively.

Table I summarizes the control and data message rates
exchanged between the DataFlow components. The impact of
switch-based versus bus-based ROS architecture is shown. The
values presented depend on the final number of components
for ROSs, L2SVs, and L2PUs, as well as on event size and its
distribution and thus have to be taken as indicative only.

A wide range of link technologies can handle the mes-
sage rates and bandwidth. The choice is dictated by price,
long-term availability, support, interoperability, and suitability
for DataFlow. Ethernet in its varieties of 100 and 1000 Mbit/s
is the prime candidate and is chosen as base-line technology
for the ATLAS DataFlow system [10].

As Ethernet does not provide guaranteed data transfer, the
protocol implementing the message passing needs to cope with
eventual loss of messages. This can be achieved naturally, as
the applied traffic pattern is based on a request message, which
is followed by a response message. In case of a lost message
(either the request message or the response message got
corrupted or was dropped by an Ethernet switch), the requestor
will timeout and re-ask for the lost message. Policy mechanisms
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TABLE I
MESSAGE RATES AND BANDWIDTHS OF CONTROL AND DATA MESSAGES

BETWEEN DATAFLOW COMPONENTS

in the requestors prevent from sending of re-ask messages to
applications that obviously never provide responses.

V. PERFORMANCE

The final ATLAS DataFlow system requires simultaneous
operation of RoI collection and event building. This section
describes results obtained from a testbed capable of delivering
approximately 10% of throughput as needed for the final
ATLAS TDAQ DataFlow system. Performance measurements
of individual DataFlow components have been made and show
satisfactory results. These are described in detail in [11].

The testbed consists of 37 dual Intel Xeon 2.0–2.4 GHz CPU
[12] rack-mountable PCs, interconnected via a fully switched
gigabit Ethernet network. The operating system used was the
CERN certified version of the Linux Redhat 7.2 distribution
[13]. The software used compiler version gcc-2.95.2.

Three kinds of traffic generators have been used to emulate
large number of ROSs. These were based on custom-built FPGA
boards, providing up to 128 ports; reprogrammed network in-
terface cards, providing up to 16 ports; and ROS emulation
and ROS prototype software applications running on PCs, to be
shared with the PCs available in the testbed [10].

Fig. 5 shows a picture of the testbed as currently deployed
in CERN. The FPGA-based network testers are identifiable on
the right-hand side of the photograph through the 128 Ethernet
cables connected to them. Other visible components are 1 and
4 U high rack-mounted PCs.

A. RoI Collection

The maximum rate at which an L2PU can collect RoI data de-
pends on the size of the RoI, the number of ROSs that contribute
data and the number of threads that collect RoI data in parallel
on the same L2PU. Fig. 6 shows the inverse rate for an RoI of
16 kB collected as 1, 2, 4, 8, 16, or 22 slices of 16, 8, 4, 2, 1, or
0.8 kB, respectively. For this test, the L2PUs were completely
dedicated to data collection and no CPU time was allocated for

Fig. 5. ATLAS DataFlow performance testbed.

Fig. 6. Performance of RoI data collection for various combinations of RoI
sizes.

algorithm processing. The plot shows that the time for acquiring
RoI data is small compared to the execution time of selection
software (currently aimed at 10 ms per event on average).

B. Event Building

The building of events is managed by the DFM and performed
by SFIs requesting data from up to data sources,
respectively, for bus-based readout (with aggregation of the data
from up to 12 ROLs) and switch-based readout (without aggre-
gation of data from individual ROLs) of the ROBIns.

The scalability of the event building of 2.2 MB size events
is shown in Fig. 7. In this test the number of SFIs in the set up
was increased from one to eight and the corresponding event
building rate was measured.

It can be seen that the sustained event building rate increases
linearly with respect to the number of SFIs in the system and
that every additional SFI contributes to the overall system per-
formance by Hz. It should be noted that the results for
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Fig. 7. Scalability of event building for bus-based and switch-based ROS
scenarios.

eight ROLs/ROS were achieved with Ethernet flow control ac-
tive, whereas flow control was not a necessity in the case of one
ROL/ROS.

VI. CONCLUSION

Although the testbed necessarily is a scaled down version of
the final system, individual components have been operated at
rates similar to those expected in the final system. The primary
aims of the 10% testbed are to demonstrate full functionality
of the data collection in both the LVL2 and the EB subsystems
simultaneously and to check for possible interference between
the subsystems. The latter is especially important with respect
to the choice to be made between a switch- or bus-based ROS.
The testbed results have also been used to calibrate and validate
computer models of components and systems [14].

This base-line DataFlow system and the performance figures
reached on the prototype testbed meet the ATLAS requirements
and are documented in the ATLAS High Level Trigger, Data
Acquisition, and Controls Technical Design Report [11].
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