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In this study we investigated the reliability and convergence characteristics of an adaptive
multidirectional pattern search procedure, relative to a nonadaptive multidirectional pattern search
procedure. The procedure was designed to optimize three speech-processing strategies. These
comprise noise reduction, spectral enhancement, and spectral lift. The search is based on a
paired-comparison paradigm, in which subjects evaluated the listening comfort of speech-in-noise
fragments. The procedural and nonprocedural factors that influence the reliability and convergence
of the procedure are studied using various test conditions. The test conditions combine different
tests, initial settings, background noise types, and step size configurations. Seven normal hearing
subjects participated in this study. The results indicate that the reliability of the optimization strategy
may benefit from the use of an adaptive step size. Decreasing the step size increases accuracy, while
increasing the step size can be beneficial to create clear perceptual differences in the comparisons.
The reliability also depends on starting point, stop criterion, step size constraints, background noise,
algorithms used, as well as the presence of drifting cues and suboptimal settings. There appears to
be a trade-off between reliability and convergence, i.e., when the step size is enlarged the reliability
improves, but the convergence deteriorates. 2@4 Acoustical Society of America.
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I. INTRODUCTION ate not only speech intelligibility, but also listening comfort
in order to guarantee better satisfaction from using the hear-
In previous studies, multi-directional strategies haveing aid.
been proposed to optimize hearing-aid parametegs, Neu- In a pilot study we expanded the domain of the modified
manet al,, 1987; Kuk and Lau, 1996 In many studies the S|mp|ex procedure of Neumaat al. (1987) from two dimen-
(modified Simplex procedure has been promoted. The Simsjons to three. The dimensions represented different algo-
plex procedure is especially advantageous over tournament§hms instead of different parameters of a single algorithm.
with respect to time efficiency. Moreover, the procedure canrhe results indicated that the test-retest reliability of the op-
take into account interactions between parameters by consigimization procedure is relatively poor due to the presence of
ering multiple responses at the same time. However, Man¥etiings that were hard to distinguish. Moreover, listening
methodological consequences have not been studied systelmort appeared a more reliable evaluation criterion than
atically. speech intelligibility. Therefore, in this study we selected the

In_ order tp apply the _Smplex prpcedure in the aUd'torylistening comfort criterion to determine subjective prefer-
domain, a paired-comparison paradigm has been used mo ces

frequently: There are several reasons for using paired- In order to improve the reliability we modified the pro-

comparisons. It often appears problematic to use ObJeCtlv{e,edure in the following ways. First, the step size in the pro-

scores like speech intelligibility thresholds, because differen . ; .
. . . cedure has been made adaptive. That is, the step size for each
parameter settings do not always yield different scores. Other. . .
imension was governed by the perceptual differences be-

important advantages of the paired-comparison paradig . . o .
comprise high sensitivity and psychological advantage due ,:Evlvreeen :fetg:nasrefgrrc?t?r(:gs“z;eggr; l;ﬁ:’glz’s tthhee s;eep S;izzee V\\/Iv?s
a high motivation by active subject interaction. For audio- al%/e.d The process of halvin (E,)ontinued unil trf)e listener
logical purposes it appears especially advantageous to evaln- ' > broce ng

could not distinguish the settings any more. In that case the
step size was enlarged for that particular dimension. Second,

@Author to whom correspondence should be addressed. Clinical and Experb i ;
: . . oundary effects for the constrained complex of settings
mental Audiology, Academic Medical Center Amsterdam, P.O. Box 22660 Y P 9

1100 DD, Amsterdam, The Netherlands. Telephoned1-20-5663918; nave been made less influential. This was achieved on the
Fax: +31-20-5669068. Electronic mail: b.a.franck@amc.uva.nl one hand by extreme algorithm settings at the boundary that
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are assumed to be unfavorable. On the other hand the num- The spectral enhancement algorithm expands the spec-
ber of inside settings relative to boundary settings was intral peaks for frequencies between 200 and 5000 Hz. In that
creased. This was achieved by increasing the number of sategion slow spectral fluctuations are slightly compressed, in-
tings from five to ten for each dimension. We hypothesize ariermediate fluctuations expanded, and fast fluctuations re-
increased reliability of the procedure as a consequence ahain intact to avoid statistical variations of noise from being
these modifications. expanded. The spectral enhancement was realized using a
Although the necessity of distinguishable settings is aspower function. Enhancement factif represents the expo-
sumed to be an important prerequisite for a reliable optiminent, the spectral amplitude of the sigrakepresents the
zation procedure, other procedural and nonprocedural factotsase of the power function.
can be of influence as well. Procedural factors that need The spectral lift algorithm is a linear filter that is as-
closer inspection are the initial setting, the stop criterion, ancsumed to reduce upward-spread-of-masking. That is, to try
the maximum number of paired comparisons. This latter conprevent low-frequency high-level formants from masking
straint prevents listeners from losing their attention. Wherhigher-frequency low-level formants. Therefore, the algo-
different initial settings yield different final settingsptima), rithm is designed to progressively emphasize frequencies be-
the optimization procedure performs inconsistently. Next totween 0.3 and 3 kHz, the region in which the second to
this effect, the reliability might depend on the initial setting fourth formant are dominant. For frequencies higher than 3
for reasons yet unknown. The stop criterion is an importankHz the spectral envelope decreases again, so the filter is
tool for proper convergence. When the stop criterion hasawtooth shaped, and the peak of the filter is centered on 3
been chosen falsely, the procedure might end too quicklykHz. Emphasis of high frequencies is avoided, because sharp
The procedure can also end too late. This can happen whesounds are assumed to be uncomfortable.
the, a priori defined, maximum number of paired compari-  The noise reduction algorithm attempts to suppress noise
sons has been reached. In both cases at best a sub-optirhalsed on the temporal behavior of the signal, i.e., the phase
setting will be found. variations. When the temporal behavior of spectral compo-
Non-procedural factors that can influence the reliabilitynents is irregular, the signal is assumed to be noisy, and the
in a negative way can be caused by acoustical constraints afidear suppression filter is given small amplitudes. The am-
cognitive factors. When the stimulus material has been replitude of the filter is set high when spectral components
corded real-life, a smearing effect can be introduced as behave temporally regular, and are assumed to be speech-like
result of reverberation. A shaping effect in the frequencysignals.
domain can be expected when the stimuli are presented It was found to be difficult to assemble a series of ten
through a hearing aid. Both effects could have detrimentagasily discernable settings for each algorithm without intro-
effects on the reliability. Although optimization of speech ducing intolerable distortions. To overcome this difficulty,
perception for hearing aids should be performed in realistiave included settings that, at first inspection, seemed counter-
acoustical conditions in future studies, in this study we usedntuitive. Not only spectral expansion is allowed but also
artificial speech and noises that are presented by headphonspectral compression, not only spectral lift but also spectral
So, both a stationary car noise and a fluctuating speectsuppression, and finally, not only noise reduction but also
shaped noise have been chosen as experimental parametemgise amplification. The settings are labeled frer to 6,
The most important cognitive factor is the criterion that issuch that O is the reference setting.
used by the listener to judge which fragment is better. That  The spectral enhancement facMrranges between 0.25
is, the listener’s criterion can drift during an experiment. Thisand 2.5 in steps of 0.25 dB/dB. For settingM,=1 and
aspect needs close inspection. there is no spectral enhancement. The spectral lift settings
In this study three experimental questions will be an-have values between9 and 18, in nine 3 dB steps. A lift-
swered. Does the adaptive multidirectional pattern searchialue of O represents no spectral lift. The noise reduction
perform reliably? Or, stated differently, does the adaptivemultiplication factors are represented by dimensionless val-
step size result in high reliability of the optimization strat- ues between-3 and 6 in steps of 1, and setting O corre-
egy? Directly related to this, what are the effects of procesponds to a value of 0. The algorithm values have been cho-
dural and nonprocedural factors on the reliability of the mul-sen so that steps are approximately perceptually equidistant.
tidirectional pattern search? Finally, taking all considerations
into account, we evaluate how applicable the multidirec-B. Experimental procedures and conditions

tional pattern search is to the auditory domain for the selecq1. wmuttidirectional pattern search with adaptive step
tion of an optimal setting of complex hearing aids. size

In order to simultaneously optimize multiple hearing aid
1. METHOD algorithms a multidirectional pattern search design is used in
this study. We use three dimensions that represent three hear-
ing aid algorithms. Several procedural features characterize
Three experimental auditory signal-processing algothe search strategy, which is aimed at finding the optimal
rithms are used in the optimization procedure. The individuatombination of all algorithm settings. The search has a single

A. Algorithms

dimensions are spectral enhancen &), spectral lift(SL), initial setting. After the first comparison, the next setting is
and noise reductiofNR), developed and described in detail assumed to have improved performance, i.e., listening com-
by Lyzengaet al. (2002. fort in this study. To search for improved performance, the
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setting under focus is compared pair wise with three neighehoice, which corresponds to a test duration of fifteen min-
bors (n paired comparisons fan dimensiong The settings utes on average.

that are included for paired comparisons are orthogonally  For four different starting points a te€f) and a retest
related to the initial setting under focus and remain orthogo{R) have been performed. In the multidimensional setup we
nally related. So, three orthogonal search directions are usatgsed combinations (F3)=R(—3)=(-3,-3,—3), T(1)
throughout the procedure for this pattern search design. TheR(1)=(1,1,1), T(3)=R(3)=(3,3,3, and the center of grav-
decision as to what will be the next setting under focus deity of the winners of T—3), R(—3), T(1), R(1), T(3), and
pends on the outcome of all three paired comparisons in thB(3). This starting point, which could be a suboptimal setting
following way. When neither of the neighbors wins, the set-instead of an optimal setting is labeled aSjTor R(S) de-
ting under focus remains the best setting. When one neighbgrending on the test or retest status.

wins, this neighbor will be the new best setting. When two or

three neighbors win, the new setting is estimated from the

winning directions. That is, thassumecdew best setting is 2. Multidirectional pattern search with step size as

found by addition of the vectors that represent the searclparameter

directions, i.e., the directions of paired comparisons. As a 14 experimental procedure for this experiment is the

consequence, the progress can be along a diagonal with rgz e a5 for experiment 1, except for the step size. Using the
spect to the orthogonal system of search directions. step size as a parameter, the dependence of the reliability on
The new search directions for the novel best setting deg,q gtep size can be estimated. In this experiment, the step
pend on the h.'StOW of searF:h directions. For each dmgnsmgize is either fixed or variable. The fixed step size is either 3
the search direction remains the same when the neighbey; 4 |atice grid steps. The variable step size has a lower limit
yields higher I|sten|ng. comfort. The search direction is re-q¢ 5 404 an upper limit of 3 steps. Therefore, only the lower
versed when the setting at stake performs better than thgyt s different from the lower limit of experiment 1, which
neighbor in that particular direction. The incorporation of the, 55 1 step. Hence, in combination with the first experiment
history of search directions is very important for this searchynare are four step size configurations. The labeling of the
strategy in order to accelerate the optimization process. Th@onfigurations follows the possible step sizes in the proce-
settings can never escape a predetermined lattice structurgyre. so, the procedure of the experiment 1 is step123, the
This feature is necessary for our study due to the fact that wgayiaple step size with elevated minimum step size is labeled
had to record t.he speech and noise mat_erlal in advance. step23. The fixed step size configurations are labeled step3
The step size has been made adaptive, and can be chakq stepa. The first “orienting” step of the multidirectional
acterized by perceptual distinctness. At the start of theattern search is twice as large as the fixed step size through-
search, the step size is equal to four steps of the lattice strugyt the procedure, i.e., 6 and 8, respectively. For the variable
ture. After one series of three paired comparisons the Steftep size, the first step is equal to 4, comparable to experi-
size is halved to two steps. After another three rounds thenent 1. Experiment 2 has been completed for starting point
step size is halved to one step, the minimum step size. Th@_3'_3,_3) and continuous noise only. For this starting

halving process has been incorporated to speed convergengint three tests were performed instead of a test and a retest
The initial large step size was mainly chosen to ensure augnly, used in experiment 1.

dible differences between settings and to make the listeners  For experiment 1 the reliability of the multidirectional

acquainted with the perceptual dimensions. At any time theattern search was determined. The reliability is the test-
fragments to be compared can be repeated. When the listengitest reproducibility for the pattern search. The reliability
cannot distinguish between the two settings, the step size fajas calculated by the three-dimensiorfaD) distance be-
that particular dimension will be increased until it is equal totween the optima found in the test and in the retest condition.
three. Again, after three series the step size will be halvegtor experiment 2 two measures were determined. First the
and rounded, until the step size is equal to one step. It igeliability was calculated for different pattern search designs
important to note that the “no difference” button can be usedthat comprised different step size configurations. Second a
only after the “repeat” button has been used once, as theonvergence measure was determined. Convergence relates
listeners should be convinced that the fragments are indistino the ability of the pattern search to find the optimum. The
guishable, instead of just rather difficult to judge in terms ofdegree of convergence was studied by comparing the optima
listening comfort. Each pair of fragments can be repeatedound for each step size configuration. That is, for each sub-
once. ject the average optimum settiigvg? was determined for

The multidirectional pattern search procedure terminategach step size configuration for starting paint3,—3,—3).
when one of the following three criteria is met. When the After that the results were compared with the average opti-
same setting is frequented three times or when a setting winsum setting for the continuous noise condition and for all
a paired comparison more than six times, the procedure witarting points of experiment favgl). Finally, the three-
stop. These stop criteria are a compromise between goagimensional distance between avgl and avg2 was calculated.
convergence and limited required average test time. The thirg Subiects and test material
stop criterion is the maximum number of paired comparisons™ I
in the procedure. This criterion has been included to limitthe  Experiment 1 was conducted by seven normal hearing
maximum test time of the procedure. In a pilot experiment asubjects: s1 to s7. Only part of these subjects were available
limit of 54 paired comparisons was found to be a reasonablér experiment 2: s1, s3, and s4. Therefore, two other normal
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hearing subjects were added, s8 and s9, thus the data déchnologies TDT systemAn appropriate DC-voltage was
experiment 2 rely on the results of five subjects. We verifiedied into channel 2 of the signal-processing hardware system
that the performance of s8 and s9 was in agreement with thie order to create positive voltages needed for the experimen-
other subjects for a subset of conditions in experimeffbd  tal hearing aid in stage 2. After that, the signals of both
details see the cluster analysis in the results section channels were transferred via several hardware modules in
The subjects were listening with their “better” ear; three different ways. That is, the AC-part, was converted to analog
subjects used their left, six subjects their right ear. In thgusing a TDT DA3-unit, filtered by an anti-aliasing filter
experiments, the subjects listened to speech in backgroun@DT FT5) with a cut-off frequency of 16 kHz and a slope of
noise. The duration of the fragments in the optimization pro-48 dB/oct, and attenuated 18 dB by a programmable attenu-
cedure range between 1.5 and 2.5 seconds. We used standatdr (TDT PA4). The DC-component was also converted to
Dutch sentence®/U98; see Versfelat al, 2000, uttered by  analog via the same conver{@DT DA3) and summed with
a Dutch female speaker and equated for their root meathe attenuated AC-component using a signal mi&EDT
square (RMS)-values. Two background noises have beenSM3).
used: Continuous car noigeond and fluctuating speech- In stage 2, the signal with the appropriate DC-offset was
shaped noiséfluct, Festen and Plomp, 1990The speech transferred to a flexible experimental hearing &@RIASI-
and noise were presented at a signal-to-noise (&iMR) of  system; Rass and Steeger, 2p@0filter the signal following
0 dB. This SNR was assumed to be appropriate for judging predetermined frequency shape. We applied the correction
the listening comfort of the speech-in-noise fragments usethctors described by Dillo1986 to compensate for the

for the multidirectional search. presentation of signals by headphones instead of by a
behind-the-ear hearing aid. In order to use this study as an
D. Experimental setup appropriate reference for future studies with hearing-

impaired subjects the normal hearing subjects in this study
receive slight amplification for certain frequencies as well.
The stimulus material was processed off-line. TheThe NAL-prescription rule was used for this purpddéa-
speech fragments were preceded by a fixed period of 0.5 s @bnal Acoustic Laboratory, Byrne and Dillon, 1986n ef-
silence and the length of the silence period after the sentendect some frequency shaping was applied.
depended on the length of the sentence, creating a fragment After this filtering, the signal was transferred back to the
of four seconds. Likewise, four-second noise fragments wergignal-processing hardware system in stage 3. In this stage
cut and added to the speech fragments at a signal-to-noiske signal is amplified with a microphone amplifieFDT
ratio of 0 dB. To achieve this, levels of the speech fragment$1A2) and buffered by a headphone-buffer mod(&DT
were compared to the levels of the specific noise fragmentslB6). Finally, in stage 4 the signal was presented monopho-
in dBA. The A-weighting was used to correct for differencesnically by Telephonics TDH-39P headphones to the subjects
in spectral contents of the two noise types. After the speeckeated in a sound-attenuating booth.
and noise had been mixed, the signals were processed by the
three algorithms. IIl. RESULTS
The order of processing is quite straightforward. The
noise reduction was used first, because spectral peaks dfie Pattern search optimization with adaptive step size
more pronounced for higher signal-to-noise ratios and may;. Statistics
be processed more successfully after noise reduction. The

; . . . The optimization procedure ended most often on meet-
spectral lift algorithm is applied last, after the enhancement L L
ng two stop criteria simultaneously. They were a setting is

stage, because the lift will be defined better once the signafs . ) .
o requented three times and a setting has won a paired com-
are enhanced. When the order of processing is reversed, the

amount of lift will depend on the amount of expansion Weparison more than six times. This might indicate that there is

. o : . : a close relation between these stop criteria. The total number
carefully avoided clipping of the signals in the recording. To . . . X
. : of paired comparisons depended on subject and on noise
avoid loudness becoming a cue when fragments are com- : S . .
o . type. To determine the significance of these differences, Wil-
pared pair wise in the experiments, the fragments wer

. : : coxon (matched pairs signed rank surtests were per-
Eg:ahzed with respect to their root-mean-squ&MS) val- ¢ o For continuous noise the number of paired compari-

sons was significantly lowefWilcoxon, p<0.05) than for
fluctuating speech-shaped noise, on average they are 30 and
2. Playback method 38, respectively. In the paired comparisons the second alter-
Before running the optimization procedure the 44 100native is used not significantly more frequently than the first
Hz sampled signals were stored on disk. During the experialternative, although the second alternative tends to be used
ments these monophonic signals were transferred to a signahore often.
processing hardware systefstage 1, filtered using an ex- The relation between use of the “repeat” and “no dif-
perimental hearing aidstage 2, transferred back to the ference” button was also subject dependent. Most subjects
signal-processing hardware systéstage 3, and finally pre-  did not use the “no difference” button frequently. So, these
sented through headphongtage 4. subjects did not seem to have frequent problems in distin-
In the first stage the monophonic signal was fed intoguishing the fragments, irrespective the step size. Two sub-
channel 1 of the signal-processing hardwé@racker Davis jects used the no difference button relatively often, probably

1. Recording method
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FIG. 1. Cumulative distributions for the calculated 3D distances between 0 1 2 3 4 5 6 7 8 9 10

the test and retest optima, averaged for two noise types and seven normal .
hearing subjectéaverage responkeAs a reference, the random distribution 3D distance between test and retest

G. 2. Cumulative distributions for the calculated 3D distances between

he test and retest optima, averaged for six subjects and differentiated by
initial setting. The initial setting wa$—3,—3,-3), (1,1,1, (3,3,3, or the
average optimal settingpt). As a reference, the random distribution is also

because they sometimes had difficulties hearing differencegiven as calculated based on randomly assigned test and retest optima.

between the fragments. One subject almost always used the ) o ) )

repeat button when there was no perceived difference. Fdiercentages are given in Fig. 1. From this graph it appears

. . . . . 0 0 0 - is-
the fluctuating noise relative to the continuous noise, the rethat 11%, 45%, and 76% of the data have a test-retest dis

peat button was used twice as often and the no differencince smaller than3, 2/3, and 33, respectively. These dis-
button a factor four more often. tances represent a maximum step size of 1, 2, or 3, in each

After a startup round with a step size of 4, the step sizélimension. As a reference the random distribution is also
was halved to 2. From this point on the step size was rediven, presented as a dashed line. For this random distribu-

corded to determine the minimum step size and maximuntion 1000 test and retest results have been chosen randomly,
step size used in the search. The minimum step size coufifter which the 3D distances have been calculated. The cu-
either be 1 or 2. The maximum step size could be either 2 ofulative distribution of the normal hearing subjects deviates
3. The results showed that the minimum step size per dimerf!€@rly from the random cumulative distribution. The cumu-
sion was comparable for both noise types and had a value lptive _d|str|but|on of the normal heanng _subje_cts contains a
1 for approximately 80% of all paired comparisons. How- few dlstances. that are very large. This is mainly due tq the
ever, the maximum step size was noise dependent. A maxi€sults of subject 7. To illustrate .the Iargg test—retest dlffe'r-
mum step size of 3 was found in 7% and 27% of the case€NCceS, We have plotted the median 3D distance for each in-
for continuous noise and fluctuating noise, respectively. Thidividual (see Fig. 1, which shows that the performance of s7
large difference was found to be mainly caused in the spec¥@s Very close to completely random. o

tral enhancement dimension. Obviously, spectral enhance- 10 reliably study the dependence of the reliability on

ment settings may be harder to discriminate in fluctuatind’©'S€ type and initial setting the results of s7 have been dis-
noise. carded. For different noise types, the cumulative distribu-

tions were found to be approximately equal. For different
o initial settings, however, differences in the distributions ap-
2. Reliability peared, as shown in Fig. 2. Especially for percentages around
To acquire information about the reliability we used two 80% differences occur. In general, the test-retest reliability
strategies. Cumulative distributions were used to determinevas highest when the average optimal settiogf) was cho-
the factors that influence the reliability. A cluster analysissen as the initial setting of the procedure. Initial setting
provided information of the spread and location of optimal(3,3,3 produced the lowest reliability.
and suboptimal settings for each individual. The one-dimensiond[LD) distances were calculated for
a. Cumulative distributions. The three-dimensional each separate dimension. These results are presented in Fig.
(3D) distance between the optimum found for the test and. It appears that the test-retest reliability depends strongly
retest condition has been calculated in order to determine then the algorithm. The reliability was highest for the noise
reliability of the optimization procedure. In principle, the reduction algorithm and poorest for spectral lift. Addition-
procedure has maximum reliability when the test and retesally, the one-dimensional reliability depended on noise type.
results always yield the same optimum settings for all con-The reliability for SE and NR was highest for continuous
ditions. Cumulative distributions were used in order to ananoise, whereas for SL the reliability was highest for fluctu-
lyze the spread of possible test-retest differences. The cumating speech-shaped noig®t shown in Fig. R
lative percentages were calculated as a function of the b. Cluster analysis. A cluster analysis has been per-
maximum distance between test and retest optima. Thedermed to investigate the spread of optima found for differ-

is also given as calculated based on randomly assigned test and retest
tima. The triangles represent the median 3D distance values for each in(;i!E1
vidual (s1 to s7.
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FIG. 3. Cumulative distributions for the calculated 1D distances, i.e., the i
difference between test and retest for each dimension separately. The dimen- 3D distance

sions of the optimization procedure reprgsent the a_lgorithms Spectral Er|5IG. 4. Cumulative distributions for the calculated 3D distances between
hancementSB), Spectral Lift (SL), and Noise ReductioNR). For com- the test and retest optima, averaged for five normal hearing sulffd

parison, the random distribution is also given. and differentiated by step-size configuration. The pattern searches were per-
formed for continuous noiséont. nois¢ and initial setting(—3,—3,—3)
ent conditions in the three-dimensional space of algorithrr?”'y- The step size can be either adaptive and vary between 1 and 3
settings. The method of hierarchical clustering has bee t?gfjgég?ﬁ”ﬁigdz ;ng (lf:sst;eg :;)X; tger:ft:feﬁ'f: o ?znféﬁerg
used, based on nearest neighbors and Euclidean distanc@giribution is also given as calculated based on randomly assigned test and
The results of the cluster analysis are presented in Table tetest optima.
The numbers of final settings that are included in the cluster
analysis are indicated in the second colu(total). The cri-
terion to assign different optima to the same cluster is thend cluster of reasonable size. For s1 and s4 this is a true
average distance between the cluster center and the otheuboptimum, i.e., a serious competitor for being most com-
points, which should be lower thai3. The number of clus- fortable. The presence of two large clusters for subjects s5
ters that result from the analysis with this criterion is given ingng s7 appear to be optima that relate specifically to the two
the third colu_mn(# clusters. The largest cluster is assumed p5ise conditiong. The percentage of outliers is 25% or less
to be the_ optimum. The one but Igrgest cluster is c0n3|dereﬁJr all but one subject. Subject s7 has a large scatter among
a suboptimum. 'I_'he algorithm settings that represent the Rhe final settings found by the optimization procedure.
timum or suboptimum are rounded values of the cluster cen- .
. . . There proved to be a clear relation between the number

ter. The number of point&# pointg that form the optimum . . .
and suboptimum are also included in Table I. Clusters tha?f palred—comparlsons_ ”eede‘?' and the size Of_ the clusters.
contain only one or two final settings are considered to bd©' the large and medium optimum and suboptimal clusters
outliers and are given in the last colunté outliers. the procedure stopped on average after 25 and 30 paired

For subjects s1 to s6 at least 50% of the final settings i§omparisons, respectively. For the outliers, 54% of the pro-
grouped in one cluster. So, for the majority of the subjectsedures that were performed took 45 to 54 paired compari-
the optimization strategy can find an optimal combination ofsons, which is close to, or at, the upper limit of paired com-
algorithm settings. For s1, s4, s5, and s7 there is also a separisons needed.

TABLE |. Results of a cluster analysis for seven subjésisto s7. The total number of point&otal) included

in the analysis and the number of clustéfslusters that result from the analysis are given in the second and
third column. The two largest clusters are assumed to form the optimum and suboptimum. The algorithm
settings of the optimum and suboptimum are indicated. SE, SL, and NR represent algorithms Spectral Enhance-
ment, Spectral Lift, and Noise Reduction. Clusters that contain only one or two final settings are called outliers.
The number of point$#pointg are given for the optimum cluster, the suboptimum cluster and the clusters of
outliers.

Clusterl: optimum Cluster2: suboptimum .
Outliers

Subject Total #Clusters SE SL  NR #points SE SL  NR # points # points

sl 16 4 -1 5 0 11 0 1 0 3 2
s2 16 4 1 4 0 12 4
s3 16 3 -1 -1 0 14 2
s4 16 6 0 1 0 8 0 -3 1 4 4
s5 14 4 0 3 2 7 -1 -2 1 4 3
s6 14 4 -1 1 1 10 4
s7 16 8 5 -3 5 5 -1 -3 6 4 7
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B. Pattern search with step size as parameter TABLE II. Three-dimensional distances between the cluster optirf@h

and the average optimuit©avg differentiated by subjects1 to s7 and

The results of all four step-size configuratidis¢ep123, noise type. The noise type was either continuous car rose) or fluctu-
step23, step3, stepdire plotted as cumulative distributions ating speech-shaped noiséfluct). Additionally, the average three-
in Fig. 4. For comparison, the random distribution, based onfimensional distanceg@vg and standard deviationstdey are indicated.

randomly assigned test and retest optima, is plotted in th&2Ues arger thans are presented in italic.

dashed line. 3D-dis(Cl, Oavg
The results show that the reliability of the procedure

tends to increase when the minimum step size increases from __ Subiect cont fluct
one to three(for stepl23, step23, and step3, respectively s1 1.3 3.1
For a fixed step size of four the reliability decreases relative s2 0.2 0.3
to a step size of 3. Both for the fixédolid lineg and for the s3 0.2 0.3
variable step size configuratiofgotted line$ there is a par- s4 3.2 0.6
allel shift of the distributions. This shift indicates an increase s6 8'3 8'5
in reliability for the variable configurations and a decrease ;V?g o:g 0:3

for the fixed configurations when the step size is enlarged. stdev 12 11
The degree of convergence was studied by comparing

the optima found for each step size configuration. The aver-

age results indicate that the 3D distance increases with minjistances that are smaller thaB for all but one subject

mum step size, at least for minimum step sizes between {gistances larger thar are presented in gray in Table.ll

and 3. The 3D-distance is 1.0, 1.8, 2.0, and 1.7 for configuajthough the results presented in Table Il cannot simply
rations step123, step23, step3, and step4, respectively. Thej|d information about the quality of the estimators, the
is a significant differencep(<0.05, Wilcoxon matched pairs cjyster center of the largest cluster is assumed to be the best
signed rank sum test for the results of five subjects and fougstimator of the optimum. For in some pattern searcfs
configuration between step123 and the step3 configurationgifferent tests and starting pointhe “real” optimum can be
which indicates that the optimization procedure convergesnissed when there are grave discontinuities in the three-

better for the variable step size configuration. dimensional perceptual landscape or due to procedural inac-
Finally, the number of paired comparisons needed to engyrateness as a result of step sizes used.

the optimization procedure appeared inversely proportional
to the minimum step. For step123, step23, step3, and step4
the number of paired comparisons is 22.2, 16.2, 16.2, and’

Reliability and convergence

13.8, respectively. The cumulative distributions of all subjects except for s7
indicate that the three-dimensional distance between test and
V. DISCUSSION retest is lower than @B for about 50% of the results. The

cluster analysis illustrates the presence of large and interme-
diate clusters around the optimum, small clusters around a
An advantage of the pattern search method is that no auboptimum, and some outliers.
priori information is required. For perceptually governed op- In studies of Neumaret al. (1987, Kuk and Pape
timization that depends on the listener’s capacities and expd1992, and Kuk and Lay1996 the reliability of the modi-
rience this method shows promising capabilities. Howeverfied “Simplex” procedure was higher than in this study. The
the perceptual capacities of the listeners also constrain thmost important explanation for that may well be connected
methodological possibilities of the optimization method. Theto the configuration and the stimulus material of the optimi-
adaptive step size that is used in this study helps to creatgation procedure. In our setup the subjects listened to sen-
perceptually distinguishable fragments to be used in théences that were between 1.5 and 2.5 s in duration. More-
paired comparisons. The results of the pattern search procever, in our experimental paradigm speech-in-noise
dure suggest that settings that differ 2 or 3 steps can bfagments were presented in succession and could be re-
judged reliably for our set of stimuli. That is, the reliability peated only once. A problem of this design is that the audi-
of the optimization procedure is high for a variable step sizeory memory is not sufficient to compare the fragments: At
that ranges between 2 and 3, and for a fixed step size of 3the end of fragment 2, a part of fragment 1 is already forgot-
The optimal settings have been estimated in two differten. In the studies mentioned above the paradigm is very
ent ways considering all pattern searches for each listenedifferent in that continuous discourse is used and listeners
The estimators comprise the average optimum setthigf  are allowed to switch freely between two parameter settings.
and the center of the largest clusté€l). The three- By switching freely, the effects of auditory memory are less
dimensional distance between the two estimators can be decute, because of the possibility to return to the alternative.
termined. The individual results, average results, and starih a small parameter or algorithm space such a paradigm
dard deviations are presented in Table Il for each backgroundppears to be convenient, but for large multidimensional set-
noise type. The results of this study suggest that for bothups, like in this study, such a slow approach is unpractical.
noise types the correspondence between the cluster center Another, maybe more influential difference is the level
and the average optimum setting is close for all but oneequalization of the stimulus material in our study. For the
subject. This can be seen from the small average 3Dstudy of Neumaret al. (1987 the loudness of low frequen-

A. Adaptive pattern search
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cies and high frequencies of the stimulus material was one ainfortunate choices of the step size. The step size configura-
the optimization parameters under study. For the studies dfon appears to affect the reliability. Apart from the fixed step
Kuk and Pap&€1992 and Kuk and Lay1996), the parameter size configurations, we found that the highest reliability was
settings of the two-dimensional optimization procedure wereachieved for a minimum step size of two and a maximum
the degree of amplification used for high and low frequen-step size of threéstep23. A variable step size helps to create
cies. However, because the subjects had to adjust the level pérceptually distinguishable fragments. In the same line, the
the test material to their most comfortable le{®ICL), the  elevated minimum step size has an advantageous effect in
effective levels can be quite different for different settings.avoiding the presentation of indistinguishable fragments.
The advantage of these approaches is that the reliability is In the studies of Neumaset al. (1987 and Kuk and
high because level differences are relevant cues for converdgrape(1992, it seems that the possible existence of multiple
ing on the optimum setting. An additional advantage is thabptimum settings played a minor role. That is, the combina-
(parts of the stimulus material can never be too loud or tootion of the parameters under study yielded a response surface
soft. Our optimization procedure was intended to focus orthat curved smoothly around a single optimum. Yet, in the
the effects of the algorithms themselves and not on levestudy of Kuk and Lau1996 category rating results showed
differences. The reason for this is that loudness differencea multimodal response pattern for three out of seven sub-
can act as a separate and different evaluation criterion. Thiects, when evaluated for clarity for SN and SNR=5
procedure used in this study avoids that the optimum settingB. Also the results of a previous pilot study indicate that the
found is the result of a loudness judgment exclusively. response surface can sometimes be multimodal. In this study,
The choice of the background noise type in combinatiorthe cluster analyses imply the presence of multiple optima.
with the selected signal processing algorithms also affects
the reliability. An explanation could be that the differences
between settings, in the paired comparisons in the optimiza\—/' CONCLUSIONS

tion process, are much more difficult to detect for the fluc- Inclusion of an adaptive step size has two advantages.
tuating noise than for the continuous noise. Subjects indiThe perceptibility between fragments can be controlled. That
cated that processing artifacts are much more prominent fqg, an increase in the step size can be beneficial in order to
the continuous car noise condition relative to the ﬂUCtuating:reate perceptua| differences between Settings that are com-
speech-shaped noise condition. pared. As a result the steps in the procedure can be estimated
When the maximum number of paired comparisons wasnore reliably. The gradual decrease of the step size helps the
reached the end point is not likely to be the optimum, and theyrocedure to converge towards the optimum setting. The re-
setting that has won most paired comparisons is in mosfapility, however, depends on many factors, especially on
cases not the optimal setting either. Conversely, when thgitial value, stop criterion, step size constraints, background
end point is reached rather quickly, within nine to eighteemoise, algorithms used, and the possible presence of subop-
paired comparisons, this point is much more likely to be thejmal settings. Reliability and convergence appear to have a
true optimum. The reliability found for each noise type cantrade-off effect. Specifically, when the step size is enlarged
be directly related to the stop criterion, if addressed. Fokne reliability improves, but the convergence deteriorates.
fluctuating noise, that had a relatively low reliability, the pro-  The results of the cluster analysis and of the cumulative
cedure stopped most often when the maximum number ofjstributions correspond closely, especially for continuous
paired comparisons was reached. For continuous noise, ther noise, with the exception of one subject. The cumulative
procedure ended both on three visits and more than six wingjistributions indicate that for the pattern search about 50% of
This might imply that combining these both stop criteriathe test-retest optima have a three-dimensional distance
yields highest reliability. lower than 23. The cluster analyses show that large clusters
The adaptive pattern search of study(#ep-size con- can be formed that cover many end points of the pattern
figuration stepl2Bappeared to have the best convergencesearch found for different conditions. For four subjects a
properties. The unexpected reversal with respect to the deecond cluster could be identified that either represented the
gree of convergence as a function of step size might be dugptimum for the second background noise, or a suboptimum.
to the case that a grid point was accidentally located near The presence of a suboptimum can cause the optimiza-
anl. Further inSpeCtion of the data revealed that this was thﬁ)n Strategy to Stop premature|y. Another drawback of the
case in only one subject. In three out of five subjects avghresent pattern search procedure is the problematic division
proved to be closer to a grid point in the step3 configuratiorhetween “not distinguishable” and “no preference.” Never-
than in the step4 configuration. So, this effect is not verytheless, the simplicity and efficiency of the search and the

likely to be the only explanation. assimilation of algorithm interactions make the optimization
. ) strategy suitable for fine-tuning of auditory signal-processing
C. Auditory constraints algorithms.

In this study we did not record the difference limens for
each particular dlmenspn. Although these limens can b%\CKNOWLEDGMENTS
measured for each algorithm separately, that would still not
produce any knowledge of the limens for combinations of = This study was supported by the Heinsius-Houbold
these nonlinearly acting algorithms. The present study showsund. We like to thank Lszlo Korossy of the Academic
that the adaptive step size can partly compensate for anyledical Center Amsterdam for his technical support.
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1Using the paired-comparison paradigm the expression “Simplex method” were comparable for subjects s8 and s9 and the other seven subjects.
might be confusing. A “Simplex” designates a Euclidean geometrical spa- Hence, it is assumed that the results of the five subjects in experiment 2 can
tial element bounded by a minimum number of points. For two dimensions be compared safely amongst each other and with the results of experiment
a Simplex is a triangle, in three dimensions a tetrahedron. So for n dimen-1.

sions a Simplex containe+ 1 vertices(boundary points As such, the

expression Simplex can be used, because the settings that are compamgine, D., and Dillon, H.(1986. “The National Acoustic Laboratories’
pair wise correspond to vertices of a Simplex configuration. In the proce- (NAL) new procedure for selecting the gain and frequency response of a
dure new Simplices are formed by reflecting one point in the center of hearing aid,” Ear Hear7(4), 257—-265.

gravity (centroid of the remaining points. This so-called Simplicial feature Dillon, H. (1997. “Converting insertion gain to and from headphone cou-
of the Simplex method is, among others, fundamentally different from the pler responses,” Ear Heat8(4), 346—348.

(modified Simplex procedure of Neumaet al. (1987. When using that  Festen, J. M., and Plomp, RL990. “Effect of fluctuating noise and inter-
procedure in a paired-comparison paradigm, it is impossible to decide what fering speech on the speech-reception threshold for impaired and normal
vertex should be reflected. This meant that different procedural rules had to hearing,” J. Acoust. Soc. An88(4), 1725-1736.

be incorporated. Instead of reflection in one point, as is the case in th&uk, F. K., and Pape, N. C. M(1992. “The reliability of a modified
original procedure, the new Simplex is created by a combination of trans- simplex procedure in hearing aid frequency-response selection,” J. Speech
lations and line-reflections. As a consequence, the new Simplex can share aHear. Res35, 418—429.

most 1 point with the old Simplex, while in the procedure of Spendley Kuk, F. K., and Lau, C(1996. “Comparison of preferred frequency gain

et al. (1962 the new Simplex always shares-1 points with the old settings obtained with category rating and modified Simplex procedure,”
Simplex. This procedural difference indicates that the original elegant J. Am. Acad. Audiol7, 322—-331.

movement of the Simplex was abandoned in the modified procedure ofewis, R. M., Torczon, V., and Trosset, M. \{1998. “Why pattern search
Neuman. To avoid ambiguous terminology, the most important features of works,” Optima (Mathematical Programming Society Newslefter—7.

our (and Neuman’sprocedure have been selected and compared with othetewis, R. M., Torczon, V., and Trosset, (2000. “Direct search methods:
procedures that can be classified as direct search metked<.g., Torc- then and now,” J. Comput. Appl. Mathi24, 191-207.

zon, 1989; Lewiet al, 1998, 2000. To appreciate the lattice structure and Lyzenga, J., Festen, J. M., and Houtgast(ZR02. “Speech enhancement

the constrained search directions, it is convenient to denote our procedurescheme incorporating spectral expansion evaluated with simulated loss of
“multidirectional pattern search.” frequency selectivity,” J. Acoust. Soc. AmM12(3), 1145-1157.

2In order to check this assumption, the Speech Reception ThresI&Ris Neuman, A. C., Levitt, H., Mills, R., and Schwander,(T987. “An evalu-

of six subjects were measured. This threshold represents the signal-to-noisetion of three adaptive hearing aid selection strategies,” J. Acoust. Soc.
ratio at which 50% of sentences in noise are repeated entirely correctly Am. 82(6), 1967—1976.

(Plomp and Mimpen, 197990n average, the subjects’ SRT+s3.6 (1.6) Plomp, P., and Mimpen, A. M1979. “Improving the reliability of testing
and—9.1(2.5 dB for two standard noises, continuous speech-shaped noise the speech reception threshold for sentences,” Audiolb§y43—-52.

and fluctuating speech-shaped noise, respectively. This corresponds wellass, U., and Steeger, G. £2000. “A high performance Pocket-size Sys-
with results of Festen and Plonip990 and is substantially lower than the  tem for Evaluations in Acoustic Signal Processing,” Acta Ac(Bgijing)

SNR of 0 dB for the speech-in noise fragments used in this study. The SNR 86, 374-375.

for continuous car noise, which was not measured here, can be expected &pendley, W., Hext, G. R., and Himsworth, F. @962. “Sequential Ap-

be lower than the SNR for continuous speech-shaped noise due to the factplication of Simplex Designs in Optimisation and Evolutionary opera-
that continuous speech-shaped noise will mask speech more efficiently thantion,” Technometrics4, 441—-461.

continuous car noise. So, the paired comparisons were performed foforczon, V. J.(1989. “Multi-directional search: a direct search algorithm
speech in noise presented at levels for which the percentage correct scordor parallel machines,” Thesis for philosophy doctorate, Rice University,
was well over 50%. Houston, Texas.

SWhen for each noise type cluster analyses were carried out for each indwersfeld, N. J., Daalder, L., Festen, J. M., and Houtgas2d00. “Method
vidual, the same conclusion could be drawn. Moreover, it appeared that thefor the selection of sentence materials for efficient measurement of the
number of optima that form the largest cluster and the number of outliers speech reception threshold,” J. Acoust. Soc. A7(3), 1671-1684.
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