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1
Introduction

Information Retrieval (IR) aims to address searchers’ information needs. Common search
activities often involve someone submitting a query to a search engine and receiving an-
swers in the form of a list of documents in ranked order. The primary focus of the IR field
since the 1950s has been on text documents, e.g., web pages, emails, scholarly papers,
books, and news stories (Croft et al., 2015), which typically have a special structure to
store the information like title, author, date, and abstract. The elements of the structure
are often called attributes or fields. The important distinction between a document in
IR and a typical database record, such as a bank account record or a flight reservation,
is that most of the information in an IR-related document is in the form of text, which
is relatively unstructured (Croft et al., 2015). A basic goal of the research in IR is to
develop the insights and ideas needed to generate a ranked result list to respond queries
from users, and thus to meet their information acquisition.

Before ranking documents, a search system should receive a query from their users.
After that, the relevance of documents to this particular query can be estimated, by which
the documents are then sorted. Query formulation thus was born to produce such queries
to be consumed by the search engine, where typically a text corpus is involved for term
weighting and query expansion related query formulation activities. The main process of
query formulation refers to query suggestion, query rewriting and query transformation,
etc., with the aim to better represent the underlying intent of the user. Thus, the pri-
mary goal of query formulation is to improve the overall quality of the document ranking
presented to the user in response to their query. As a member of the family of query for-
mulation tasks, Query Auto Completion (QAC) has as its task to help the user formulate
her query while she is typing only the prefix, e.g., several characters (Bast and Weber,
2006). The main purpose of QAC is to predict the user’s intended query and thereby
save her keystrokes. In addition, with the advent of instant as-you-type search results
(e.g., Google Instant1), correct query prediction has become very important, because it
determines the speed at which the user sees the suitable results for her intended infor-
mation request while being engaged in search (Bar-Yossef and Kraus, 2011). QAC has
become a prominent features of today’s major search engines, e.g., Bing, Google and
Yahoo!, as well as some popular online properties, e.g., online shopping sites and email
services. In pre-computed auto completion systems, the list of matching candidates for
a prefix is generated in advance and stored in an efficient data structure for fast lookup.

1http://www.google.com/instant/
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1. Introduction

ieee xplore
ieee citation
ieee spectrum
ieee format

IEEE

(a) Query auto completion of the prefix “IEEEt”.

ieee tkde
ieee tkde impact factor
ieee tkde submission
ieee tkde manuscript central

IEEE TKDE

(b) Query auto completion of the prefix “IEEE TKDE”.

Figure 1.1: (Top) Query auto completion for the prefix “IEEEt”, where t indicates
that a space follows after “IEEE”. (Bottom) The refined completions after continu-
ing to type TKDE after “IEEEt”.

When needed, as shown in Figure 1.1, continued typing characters can lead to dynamic
refinements of the completions by exact prefix matching according to the user’s input
prefix until an appropriate completion is found. Where offered, the facility is heavily
used and highly influential on search results (Bar-Yossef and Kraus, 2011; Shokouhi and
Radinsky, 2012).

A straightforward and useful approach in previous work on QAC is to extract past
queries with each prefix from a period of query logs, and then rank them by their popu-
larity (Bar-Yossef and Kraus, 2011; Shokouhi and Radinsky, 2012; Strizhevskaya et al.,
2012), i.e., the count of the occurence of queries, which assumes that the current and
future query popularity is the same as past observed query popularity. Although this ap-
proach results in satisfactory QAC performance on average, it is far from optimal since
it fails to take strong clues from time, trend and user-specific context into consideration
while such information often influences the queries most likely to be submitted.

Previous work (Shokouhi, 2011; Shokouhi and Radinsky, 2012) shows that time-
series analysis techniques can be used for classifying seasonal queries and forecasting
their future popularity, which suggests that these schemes should be embedded into
popularity-based query completion and query categorization approaches. In this thesis
we continue to investigate the characteristics of query popularity and develop a time-
sensitive query auto completion approach, which is further combined with a model that
takes user’s personal search history, both short-term (in the current session) and long-
term (in previous logs), into consideration. Our proposal generally can promote user’s
intended query, returning the correct query candidate early in the QAC list. Moreover,
we extend our model to specifically deal with long-tail prefixes by optimizing the contri-
butions from query popularity and user-specific context.

Following popularity-based query auto completion approaches (Bar-Yossef and Kraus,
2011; Shokouhi and Radinsky, 2012; Strizhevskaya et al., 2012), where counting queries
follows a strict query matching policy, in this thesis, we argue that the popularity of

2



1.1. Research Outline and Questions

queries that are similar to a query completion is also important for ranking the origi-
nal query completions. Thus we consider the contributions from so-called homologous
queries when ranking the initial query candidates. Homologous queries typically include
queries with the same terms but ordered differently or queries that expand the original
query candidate. In addition, we take features from computing semantic similarity be-
tween query terms into consideration as we state that users are prone to combine seman-
tically related terms when generating queries. Based on those newly developed features,
a learning-to-rank approach is directly implemented to generate a ranking model. Our
analysis reveals that features of semantic relatedness and homologous queries are impor-
tant and do indeed help boost QAC performance.

The third focus of the work in this thesis is on diversifying query auto completion
(D-QAC), which has not been studied so far. Previous work on query auto completion
mainly centers around returning a list of completions to users, aiming to push queries
that are most likely intended by the user to the top positions but ignoring the redundancy
among the query candidates in the list. Thus, semantically related queries matching the
input prefix are often returned together. This may push valuable suggestions out of the
list, given that only a limited number of candidates can be shown to the user. Hence, this
may result in a less than optimal search experience. Unlike the task of search result di-
versification (Bache et al., 2013; Carbonell and Goldstein, 1998; Dang and Croft, 2012;
Radlinski and Dumais, 2006; Zhai et al., 2003), where the main focus is centered around
diversifying web search results, we aim to return correct query completions early in a
ranked list of candidate completions and at the same time reduce the redundancy among
query auto completion candidates. We develop a greedy query selection approach that
predicts query completions based on the current search popularity of candidate comple-
tions and on the intents of previous queries in the same search session. We quantify the
improvement of our greedy query selection model against a state-of-the-art baseline in
terms of well-known metrics used in query auto completion and diversification.

To cater for a user’s specific information needs, personalized query auto completion
strategies have been investigated by taking their search history and their user profile into
account. Such methods personalize the list of query completions in the same manner.
However, it is unclear whether personalization is consistently effective to query auto
completion under different search contexts. Consequently, our final focus in this thesis
is on selectively personalizing query auto completion. Based on a lenient personalized
QAC strategy that basically encodes the ranking signal as a trade-off between query pop-
ularity and personal search context, we propose a Selectively Personalizing Query Auto
Completion (SP-QAC) model to study such a trade-off. In particular, we predict an effec-
tive trade-off in each case based on a regression model, where the typed prefix, the clicked
documents and the preceding queries in session are considered for weighing personaliza-
tion in the SP-QAC model. We find that personalization can be selectively embedded
into a QAC approach rather than uniformly implemented in a QAC framework.

1.1 Research Outline and Questions

The broad question that motivates the research for this thesis is: How can we improve
the performance of query auto completion (QAC) in information retrieval? Individual

3



1. Introduction

components towards solving this problem already exist (see Chapter 2 for an overview),
but other aspects, such as how to incorporate strong clues from time, user context or
semantics, have not yet been well investigated. This thesis aims to close some of these
gaps, contributing new scenarios for query auto completion in the field of information
retrieval.

We start our investigation by focusing on combining information from both time-
sensitive characteristics and user-specific features for query auto completion. In previous
work, time-sensitive query auto completion (QAC) models and user-specific QAC ap-
proaches have been developed separately. Both types of QAC methods lead to important
improvements over models that are neither time-sensitive nor personalized. We first pro-
pose the time-sensitive QAC models, i.e., λ-TS-QAC and λ∗-TS-QAC, that employ a
fixed trade-off λ and an optimal trade-off λ∗, respectively, to control the contribution of
recent trends and periodic signals when predicting query’s future popularity. Given that
the seasonal change (Shokouhi, 2011) and the recent trend (Whiting and Jose, 2014) of
the search popularity of queries can be used for predicting a query’s future popularity, we
first aim to understand how these two parts can be integrated to improve the accuracy of
query popularity prediction using time-sensitive information. We compare the prediction
results generated by various models to answer the following questions:

RQ1 As a sanity check, what is the accuracy of query popularity prediction generated
by various models?

RQ2 How do our time-sensitive QAC models (λ-TS-QAC and λ∗-TS-QAC) compare
against state-of-the-art time-sensitive QAC baselines?

In answering these two research questions, we find that our prediction method, based on
the periodicity and on the recent trend of query popularity, can produce accurate predic-
tions of query popularity and perform better in terms of Mean Absolute Error (MAE)
and Symmetric Mean Absolute Percentage Error (SMAPE) than other aggregation- and
trend-based prediction baselines. Based on predicted query popularity, our proposed
time-sensitive QAC model achieves better performance in terms of Mean Reciprocal
Rank (MRR) than previous baselines.

After that, we propose a hybrid QAC model λ∗-H-QAC that considers both time-
sensitivity and personalization to compare with an n-gram based hybrid model λ∗-HG-
QAC. Besides, an extension of λ∗-H-QAC, λ∗-H′-QAC, is proposed to deal with long-
tail prefixes, i.e., unpopular prefixes, by optimizing the contributions from the predicted
query popularity and from the user-specific context. To verify the effectiveness of pro-
posed QAC models, we particularly answer the following research questions:

RQ3 Does λ∗-H-QAC outperform time-sensitive QAC methods, e.g., λ∗-TS-QAC)?

RQ4 How does λ∗-H-QAC compare against personalized QAC method using n-gram
based query similarity?

RQ5 How does λ∗-H-QAC compare against λ∗-HG-QAC?

RQ6 How does λ∗-H′-QAC compare against λ∗-H-QAC on long-tail prefixes? And on
all prefixes?

4



1.1. Research Outline and Questions

Our experimental results show that, after integrating the user-centered search context
with our time-sensitive QAC model, our proposal, i.e., a hybrid QAC approach, further
boosts the ranking performance of query completions.

Analyzing previously developed query auto completion methods, we find that most
of today’s QAC models rank candidate queries by popularity (i.e., frequency), and in
doing so they tend to follow a strict query matching policy when counting the queries
as we pointed out in the following section. That is, they ignore the contributions from
so-called homologous queries, i.e., queries with the same terms but ordered differently,
or queries that expand the original query. Importantly, homologous queries often express
a remarkably similar search intent. Moreover, today’s QAC approaches often ignore
semantically related terms. We argue that users are prone to combine semantically related
terms when generating queries. To address this shortcoming, based on a learning-based
QAC model L2R-U which extract features from user behaviors (Jiang et al., 2014b),
we propose several learning to rank-based QAC approaches, where, for the first time,
features derived from predicted popularity, homologous queries and semantically related
terms are introduced, respectively.

In particular, we consider: (1) the observed and predicted popularity of query comple-
tions, which results in the L2R-UP model; (2) the observed and predicted popularity of
homologous queries for a query candidate, which results in the L2R-UPH model; (3) the
semantic relatedness of pairs of terms inside a query and pairs of queries inside a session,
which results in the L2R-UPS model; and (iv) all these newly proposed features, which
results in the L2R-ALL model. Regarding these new models, we address the following
research questions:

RQ7 Do the features that describe the observed and predicted popularity of a query
completion help boost QAC performance without negatively impacting the effec-
tiveness of user behavior related features proposed in (Jiang et al., 2014b)? That
is, how does L2R-UP compare against L2R-U?

RQ8 Do semantic features help improve QAC performance? That is, how does L2R-
UPS compare against L2R-UP?

RQ9 Do homologous queries help improve QAC performance? That is, how does L2R-
UPH compare against L2R-UP?

RQ10 How does L2R-UPS compare against L2R-UPH? What is the performance gain,
if any, if all features are added for learning (L2R-ALL)?

RQ11 What are the principal features developed here for a learning to rank based QAC
task?

Our experimental analysis reveals that features of semantic relatedness and homologous
queries are important and they do indeed help boost QAC performance. In other words,
query terms are not randomly combined when a searcher formulates a query. Semanti-
cally close terms or queries are likely to appear in a query or in a session, respectively.

We then turn to a practical issue of query auto completion in a web search setting. In
this setting, previous work on query auto completion is mainly centered around return-
ing a list of completions to users, aiming to push queries that are most likely intended
by the user to the top positions but ignoring the redundancy among the query candi-
dates in the list. Thus, semantically related queries matching the input prefix are often

5



1. Introduction

returned together. This may push valuable suggestions out of the list, given that only
a limited number of candidates can be shown to the user, and hence, this may result in
a less than optimal search experience. To address this problem, we consider the task
of diversifying query auto completion (D-QAC), which aims to return the correct query
completions early in a ranked list of candidate completions and at the same time re-
duce the redundancy among query auto completion candidates. In particular, we propose
a series of greedy query selection (GQS) models, i.e., GQSMPC+AQ , GQSMSR+AQ ,
GQSMPC+LQ and GQSMSR+LQ , corresponding to a GQS model that first selects the
most popular completion and use all previous queries in a session as search context, that
first selects the most similar completion and use all previous queries in session as search
context, that first selects the most popular completion and use only the last preceding
query in session as search context and that first selects the most similar completion and
use only the last preceding query in session as search context, respectively. For this new
D-QAC task, we try to answer the following questions for this problem:

RQ12 Do our greedy query selection (GQS) models beat the baselines for diversifying
query auto completion task in terms of metrics for QAC ranking (e.g., MRR) and
for diversification (e.g., α-nDCG)?

RQ13 How does the choice of selecting the first query to be included in the QAC re-
sult list impact the performance in diversified query auto completion of our GQS
model?

RQ14 What is the impact on diversified query auto completion performance of our GQS
model of the choice of search context, i.e., choosing all previous queries in a ses-
sion or only the last preceding query?

RQ15 What is the relative D-QAC performance of our QAC models when evaluated
using a side-by-side comparison?

RQ16 What is the sensitivity of our GQS model? In particular, how is the performance
of our GQS model influenced by, e.g., the number of returned query auto comple-
tion candidates, namely a cutoff N , the number of latent features used in BPMF
kf and a trade-off λ controlling the contribution of search popularity and search
context when modeling the closeness of query completion to search intent?

The proposed GQS models predict query completions based on the current search popu-
larity of candidate completions and on aspects of previous queries in the same search ses-
sion. The popularity of completion candidates at query time can be directly aggregated
from query logs. However, query aspects are implicitly expressed by previous clicked
documents in the search context. To determine the query aspect, we categorize clicked
documents of a query using a hierarchy based on the open directory project. Bayesian
probabilistic matrix factorization (BPMF) is applied to derive the distribution of queries
over all aspects. Our experimental results show that our greedy query selection model
can remove redundant query completions from the returned QAC lists without affecting
the ranking performance of query completions.

Finally, we turn to the question how to incorporate personalization effectively in a
generic QAC approach. We assume that the weight of personalization in a hybrid QAC
model, which considers both the search popularity and search context when ordering the

6



1.2. Main Contributions

query completions, can be non-uniformly assigned. Based on a lenient personalized QAC
strategy that basically encodes the ranking signal as a trade-off between query popularity
and search context, we propose a Selectively Personalizing Query Auto Completion (SP-
QAC) model to study such a trade-off. In particular, we predict an effective trade-off in
each case based on a regression model, where the typed prefix, the clicked documents
and the preceding queries in session are considered for weighing personalization in QAC.
The research questions addressed by our preliminary study are:

RQ17 Does selective personalization scheme help improve the accuracy of ranking query
completions in a generic personalized QAC approach?

RQ18 How is the performance of proposed SP-QAC model under various inputs to the
regression model for weighing personalization in a QAC task?

We demonstrate that the typed prefix yields the most benefits for weighing personal-
ization in a QAC model and that the preceding queries contributes more than the click
information. This work makes an important step towards unifying prior work on per-
sonalized QAC by studying when and how to incorporate personalization in QAC. We
will continue to explore other sources for investigating how to best personalize query
auto completion, e.g., a user’s dwell time on clicked results and their long-term search
history. In addition, it is interesting to zoom in on each particular user to know whether
he is at all susceptible to personalization in QAC.

1.2 Main Contributions

In this section, the main contributions of this thesis are summarized as follows.

• A prefix-adaptive and time-sensitive approach for personalized query auto
completion. As previous time-sensitive and user-specific query auto completion
methods have been developed separately, yielding significant improvements over
methods that are neither time-sensitive nor personalized, we propose a hybrid
query auto completion (QAC) method that is both time-sensitive and personal-
ized. We extend it to handle long-tail prefixes, which we achieve by assigning
optimal weights of the contribution from time-sensitivity and personalization. Us-
ing real-world search log datasets, we first return the top N query completions
ranked by predicted popularity as estimated from popularity trends and cyclic pop-
ularity behavior; we rerank them by integrating similarities to a user’s previous
queries (both in the current session and in previous sessions). Our method outper-
forms state-of-the-art time-sensitive QAC baselines, achieving total improvements
of between 3% and 7% in terms of mean reciprocal rank (MRR). After optimizing
the weights, our extended model achieves MRR improvements of between 4% and
8%.

• A learning to rank based approach for query auto completion. We propose a
learning to rank-based QAC approach, where, for the first time, features derived
from homologous queries and semantically related terms are introduced. In partic-
ular, we consider: (1) the observed and predicted popularity of homologous queries
for a query candidate; and (2) the semantic relatedness of term pairs inside a query

7



1. Introduction

and of query pairs inside a session. We quantify the improvements of the proposed
new features using two large-scale real-world query logs and show that the mean
reciprocal rank and the success rate at the top K can be significantly improved by
up to 9% over state-of-the-art QAC models.

• A greedy query selection approach for diversifying query auto completion.
We consider the task of diversifying query auto completion (D-QAC), which aims
to return the correct query completions early in a ranked list of candidate comple-
tions and at the same time reduce the redundancy among query auto completion
candidates. A greedy query selection approach is proposed to deal with the new
D-QAC task, and finally we quantify the improvement of our greedy query se-
lection model against a state-of-the-art baseline using two large-scale real-world
query logs and show that it beats the baseline in terms of well-known metrics used
in query auto completion and diversification. In addition, we implement a side-by-
side experiment to verify the effectiveness of our outcome.

• A selectively personalizing query auto completion approach. We propose a
model for Selectively Personalizing Query Auto Completion (SP-QAC), re-ranking
the top N query completions by popularity, where personalization is individually
weighted when being combined with ranking signals from search popularity. In
particular, we study the following factors for weighing personalization: the typed
prefix for which we recommend query suggestions, the clicked documents for in-
ferring user’s satisfaction and the topic changes of preceding queries in session
for detecting search intent shifts. The experimental results reveal that the SP-
QAC model, which selectively outweighs or depresses the contribution of person-
alization in a generic QAC approach, outperforms a traditional non-personalization
QAC approach and a uniformly personalized QAC approach with a fixed trade-off
controlling the contribution of search popularity and search context.

1.3 Thesis Overview

This section gives an overview of the content of each chapter of this thesis. Besides the
current Introduction chapter, we have two chapters that summarize the main work related
to query auto completion and the main methodology for evaluating the performance of
various QAC algorithms, respectively. Following that, four research chapters detail our
contributions in this thesis and the conclusion chapter highlights our findings.

Chapter 2: Background. In this chapter, we review previous work on query auto com-
pletion in the field of information retrieval. In particular, we discuss the motiva-
tions for query auto completion mainly in web search and then point out some
recent advances as well as potential research directions in the field of query auto
completion.

Chapter 3: Experimental methodology. In this chapter, we detail the problem for-
mulation of query auto completion used throughout this thesis, describe the public
datasets for experiments and introduce the experimental setup that forms the basis
of the empirical evaluations. In addition, well-known metrics for QAC ranking,
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e.g., MRR (Mean Reciprocal Rank) and SR (Success Rate), and for QAC diver-
sification, e.g., ERR- IA (Intent-aware Expected Reciprocal Rank) and α-nDCG
(Normalized Discounted Cumulative Gain), are introduced in detail.

Chapter 4: Prefix-adaptive and time-sensitive personalized query auto completion.
In this chapter, we adopt a combination of the two aspects of the QAC problem,
where time-series analysis is used to predict a query’s future frequency. To under-
stand a user’s personal search intent, we extend our time-sensitive QAC method
with personalized QAC, which infers the similarity between current requests and
preceding queries in a current search session and previous search tasks at the char-
acter level. We verify the effectiveness of our proposed hybrid model λ∗-H-QAC
on two datasets, showing significant improvements over various time-sensitive
QAC baselines. In addition, we adjust the model specific for long-tail prefixes,
resulting in clear improvements, especially for short prefixes.

Chapter 5: Learning from homologous queries and semantically related terms for
query auto completion. In this chapter, we follow a supervised learning to rank
approach to address the problem of ranking query auto completion (QAC) candi-
dates. We develop new features of homologous queries and semantic relatedness
of terms inside a query and of pairs of terms from a query candidate and from
earlier queries in the same session. Our analysis reveals that features of semantic
relatedness and homologous queries are important and do indeed help boost QAC
performance.

Chapter 6: Diversifying query auto completion. In this chapter, we propose a greedy
query selection (GQS) model to address the query auto completion diversification
task and use the ODP (Open Directory Project) taxonomy to identify aspects of
URLs, based on which we then assign query aspects via clickthrough data derived
from query logs. We experimentally investigate the diversified query auto comple-
tion performance of our GQS models under various settings. Our results show that
the GQS model performs best when starting with the semantically most closely
related query completion and using only the last preceding query in a session as
the search context. This finding indicates that query aspects are commonly shared
by successive queries in a session and may be changed especially in long sessions
with multiple queries. In addition, we find that our GQS model performs better
when more query completions are fed to it.

Chapter 7: Selectively personalizing query auto completion. In this chapter, we pro-
pose a selectively personalized approach for query auto completion (QAC). In par-
ticular, our model predicts whether a specific prefix should be outweighed on per-
sonalization when ranking the query completions. We explore several factors that
influence the weight of personalization in a generic QAC model, such as the typed
prefix, the clicked documents and the preceding queries in session. We find that
the typed prefix yields the most benefits for weighing personalization in QAC re-
ranking and that the preceding queries contributes more than the click information.
This work makes an important step towards unifying prior work on personalized
QAC by studying when and how to incorporate personalization in QAC.

9
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Chapter 8: Conclusion. We go back to the research questions introduced in this chap-
ter and provide detailed answers. Finally, we identify future directions following
the work in this thesis.

Chapter 2 serves as an overview to the related study in the research chapters and can be
read if additional insight in the field is required. Chapter 3 provides some necessary de-
scriptions on the test collections and evaluation metrics that are used for the experiments
in the research chapters and gives additional details about the baseline query auto com-
pletion approaches. The research chapters, i.e., Chapters 4 to 7, can be read individually,
as the content of these chapters is independent of that of other research chapters. Finally,
reading only this introduction chapter and the conclusion in Chapter 8 gives a brief sum-
mary of the whole thesis, and provides insights to the research questions mentioned early
in this chapter.

1.4 Origins

The following publications form the basis of chapters in this thesis.

• Chapter 2 is based on (Cai and de Rijke, 2016b) “Query Auto Completion in
Information Retrieval: A Survey,” submitted to Foundations and Trends in Infor-
mation Retrieval, 2016. Both authors have substantial contributions to the overall
synthesis of the material. The writing was mostly done by Cai.

• Chapter 4 is based on (Cai et al., 2014b) “Time-sensitive Personalized Query
Auto Completion,” published at CIKM 2014 and its extension (Cai et al., 2016a)
“Prefix-adaptive and Time-sensitive Personalized Query Auto Completion,” ac-
cepted subject to minor revisions by IEEE Transactions on Knowledge Discovery
and Engineering, 2016. All authors contributed to the design of the algorithms and
of the experiments. The experiments and analysis were carried out mostly by Cai.
The writing was mostly done by Cai.

• Chapter 5 is based on (Cai and de Rijke, 2016a) “Learning from Homologous
Queries and Semantically Related Terms for Query Auto Completion,” to appear
in Information Processing & Management, 2016. Both authors contribute to the
ideas and experimental designs. The experiments and analysis were carried out
mostly by Cai. The writing was mostly done by Cai.

• Chapter 6 is based on (Cai et al., 2016b) “Diversifying Query Auto Completion,”
to appear in ACM Transactions on Information Systems, 2016. All authors con-
tributed to the design of the algorithms and to the experimental design. The ex-
periments and analysis were carried out mostly by Cai and Reinanda. The writing
was mostly done by Cai.

• Chapter 7 is based on (Cai and de Rijke, 2016c). “Selectively Personalizing Query
Auto Completion,” to appear at SIGIR 2016. Both authors contributed to the design
of the algorithms and to the experimental design. The experiments and analysis
were carried out mostly by Cai. The writing was mostly done by Cai.
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In addition, this thesis draws on insights and experiences from the following materials:

• (Cai et al., 2014a) “Personalized Document Re-ranking Based on Bayesian Prob-
abilistic Matrix Factorization,” published at SIGIR 2014.

• (Cai et al., 2016c) “Behavior-based Personalization in Web Search,” to appear in
Journal of the Association for Information Science and Technology, 2016.

• (Cai and de Rijke, 2015b) “Personalized Web Search Based on Bayesian Proba-
bilistic Matrix Factorization,” published at RuSSIR 2015.

• (Cai and de Rijke, 2015a) “Time-aware Personalized Query Auto Completion,”
published at DIR 2015.

• (Liang et al., 2015) “Efficient Structured Learning for Personalized Diversifica-
tion,” accepted subject to major revisions by IEEE Transactions on Knowledge
Discovery and Engineering, 2015.
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2
Background

In this chapter, we provide a formal definition of the query auto completion (QAC) prob-
lem in §2.1, which is followed by section §2.2 discussing probabilistic QAC models and
a section §2.3 describing learning-based QAC models.

2.1 Problem Formulation

Formulating queries and, especially, formulating effective queries is an important ingre-
dient of the search experience. Since 2008, Google has offered a service named “Google
Suggest,” which provides users with query completions shown below the search box as
a drop-down menu while they type, in real time.1 To a certain degree, the completions
are based on exploring what others are searching for. From Google’s official blog,2 the
Google Suggest project was already launched in 2004. In 2011, Bar-Yossef and Kraus
(2011) referred to this functionality as query auto completion (QAC) and proposed a
straightforward approach to deal with the task of generating query completions, i.e., the
well-known most popular completion (MPC) approach, which is based on the search
popularity of queries matching the prefix entered by the user.

In essence, the QAC problem can be view as a ranking problem. Given a prefix,
possible query completions are ranked according to a predefined criterion, and then some
of them are returned to the user. Typically, a pre-computed auto completion system
is required for generating query completions corresponding to each specific prefix in
advance; it stores the associations between prefixes and query completions in an efficient
data structure, such as prefix-trees, that allows efficient lookups by prefix matching. This
index is similar to an inverted table storing a mapping from query to documents in an
information retrieval system. Figure 2.1 illustrates a basic QAC framework. As users’
queries and interactions can be recorded by search engines, this kind of data is used
for generating an index table offline; it captures the relationships between prefixes and
queries. When a user enters a prefix in the search box, based on the pre-computed table,
a list of query completions will be retrieved. Based on further re-ranking using signals
determined at query time, e.g., time, location and user behavior, the user will receive a
final list of query completions. In deployed systems, the list of completions typically has

1http://searchengineland.com/how-google-instant-autocomplete-
suggestions-work-62592

2http://googleblog.blogspot.nl/2004/12/ive-got-suggestion.html
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Figure 2.1: A basic QAC framework.

a limited length, e.g., at most 4 for Baidu, 8 for Bing, 4 for Google, 10 for Yahoo and
Yandex.

Next, we introduce the problem of query auto completion more formally. Let p de-
note a prefix entered by a user u, i.e., a string of characters. Let QI denote a set of
complete queries that extend p; it is helpful to think of QI as the set of initially retrieved
completions (similar to top-k retrieval in standard document retrieval). The query auto
completion problem is to find a ranking QS of the queries in QI , with |QS | = N , where
N > 0 is a given cutoff denoting the number of top ranked elements ofQI to be included
in QS , such that

Φ(QS) =
∑
q∈QS

φ(q), where φ(q) =

{ 1
rank of q in QS

, if q = q′

0, if q 6= q′
(2.1)

is maximized, where q′ is a query that is finally submitted by the user u. Algorithmic
solutions to the QAC problem aim to predict the user’s intended query and then return it
early in the candidate list QS . We refer to the items in the list QS as query completions
or simply completions.

So far, several approaches have been proposed in the literature for the query auto
completion task and a brief comparison of current approaches to ranking candidate query
completions is proposed by Di Santo et al. (2015). We classify existing approaches to
query auto completion into two broad categories, i.e., probabilistic models and learning-
based models. The probabilistic approaches seek to compute a probability, i.e., a ranking
score, for each query candidate that indicates how likely it is that this query would be
issued. In contrast, learning-based approaches, based on a learning algorithm, aim to
extract dozens of reasonable features to capture the characteristics of each query candi-
date. Each of these two categories of QAC approaches, can be split it into two groups:
time-related and user-centered. In this manner we arrive at a two-by-two grid, which we
adopt to organize the previous work summarized in this chapter; see Table 2.1.
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Table 2.1: Representative query auto completion approaches in the literature.
Representative work

QAC strategy Time-related User-centered

Probabilistic (Cai et al., 2014b; Shokouhi and
Radinsky, 2012; Whiting and
Jose, 2014)

(Bar-Yossef and Kraus, 2011;
Li et al., 2015)

Learning-based (Cai and de Rijke, 2016a),
Chapter 4

(Jiang et al., 2014b; Li et al.,
2014; Mitra, 2015; Shokouhi,
2013)

2.2 Probabilistic QAC Approaches

In this section, we describe representative probabilistic query auto completion approaches
from the literature that consider time-related aspects (see §2.2.1) and personalization
(see §2.2.2) to compute probabilities for ranking query completions. Basically, these ap-
proaches aim to compute a probability P (qc | t, u) of submitting a query completion qc,
given, for instance, the time t and the user u.

2.2.1 Time-sensitive Query Auto Completion Models

A straightforward approach to rank query completions is to use Maximum Likelihood
Estimation (MLE) based on the past popularity (i.e., the frequency) of queries (Bar-
Yossef and Kraus, 2011). Bar-Yossef and Kraus (2011) refer to this type of ranking as
the most popular completion (MPC) model:

MPC (p) = argmax
q∈C(p)

w(q), where w(q) =
f(q)∑

qi∈Q f(qi)
, (2.2)

where f(q) denotes the number of occurrences of query q in search log Q, i.e., its fre-
quency, and C(p) is a set of query completions that start with prefix p. In essence, the
MPC model assumes that the current query popularity distribution will remain the same
as that previously observed, and hence completions are ranked by their past popularity
in order to maximize QAC effectiveness for all users on average. However, query pop-
ularity may change over time. Accordingly, the ranking of query completions must be
adjusted to account for time-sensitive changes, which could be addressed by limiting
the aggregation period of past query log evidence to increase the temporal sensitivity of
QAC.

As the web increasingly becomes a platform for real-time news search and media
retrieval, time plays a central role in information retrieval activities and more people are
turning to find out about unpredictable, emerging and ongoing events and phenomena.
For instance, a substantial volume of daily top queries are issued about the results re-
lated to up-to-date information of recent or ongoing events (Whiting and Jose, 2014). In
addition, 15% of the daily queries to an industrial web search engine have never been
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seen before.3 A substantial proportion of these queries are attributed to fresh events and
real-time phenomena, rather than the long-tail of very uncommon queries (Whiting et al.,
2013). QAC approaches that are based on aggregating long-term historic query-logs are
not sensitive to very fresh real-time events, which may result in poor performance for
ranking query completions as newly popular queries will be outweighed by long-term
popular queries, especially for short prefixes (e.g., consisting of 1 or 2 characters).

Inspired by the interesting findings from Google trends, Shokouhi (2011) focus on de-
tecting seasonal queries using time-series analysis. They depict how a query’s monthly
popularity cycle can be treated as time-series and decomposed by Holt-Winters addi-
tive exponential smoothing (Goodwin, 2010) into three main components, i.e., level (L),
trend (T ) and season (S): Lt = α · (X̂t − St−s) + (1− α) · (Lt−1 + Tt−1)

Tt = β · (Lt − Lt−1) + (1− β) · Tt−1
St = γ · (X̂t − Lt) + (1− γ) · St−s,

(2.3)

where α, β and γ are trade-offs in [0, 1]. The parameter t denotes the current time-span,
and s specifies the length of the seasonal periodicity (e.g., 12 months). Furthermore, X̂t

represents the value of the data point at time t (e.g., in one month). Then, if the de-
composed season component S and raw data X̂ have similar distributions, the query is
deemed to be a seasonal query. For instance, cyclic repeated events such as Halloween
and Christmas happen every year, resulting in periodic spikes in the frequency of re-
lated queries (e.g., “halloween costume” and “Christmas gift”). Other queries, like “sigir
2016,” are requests that target events that are close in time and thus are more likely to
present a relatively obvious search burst than older alternatives (e.g., “sigir 2010”). Thus,
for effective QAC, it is important to correctly identify recent popular queries and make
sure that users who submit such a query do indeed have a temporal information need.

Building on the work of Shokouhi (2011), Shokouhi and Radinsky (2012) propose a
time-sensitive approach for query auto completion. Instead of ranking candidates accord-
ing to their past popularity, they apply time-series analysis and rank candidates accord-
ing to the forecasted frequencies by modeling the temporal trends of queries. Unlike the
ranking criterion specified in (2.2), this time-sensitive QAC approach can be formalized
as follows:

TS (p, t) = argmax
q∈C(p)

w(q | t), where w(q | t) =
f̂t(q)∑

qi∈Q f̂t(qi)
, (2.4)

and where p is the input prefix, C(p) represents a list of query completions matching the
prefix p, and f̂t(q) denotes the estimated frequency of query q at time t in the query log
Q.

In practice, the future frequency of queries ŷt+1 can simply be forecast using the
single exponential smoothing method (Holt, 2004) based on a previous observation yt
and a smoothed output ȳt−1 as follows:

ŷt+1 = ȳt = λ · yt + (1− λ) · ȳt−1, (2.5)

3http://www.google.com/competition/howgooglesearchworks.html
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where yt and ȳt denote the actually observed and smoothed values for the query fre-
quency at time t, λ is a trade-off parameter ranging between 0 and 1, and ŷt+1 is the
estimated future frequency of the query at time t+ 1. As the single exponential smooth-
ing method cannot capture the trend and the periodicity of query popularity, the double
and triple exponential smoothing methods (Holt, 2004) have been applied to forecast a
query’s future frequency (Shokouhi and Radinsky, 2012). For instance, the double expo-
nential smoothing method extends the model in (2.5) as follows: ȳt = λ1 · yt + (1− λ1) · (ȳt−1 + Ft−1)

Ft = λ2 · (ȳt − ȳt−1) + (1− λ2) · Ft−1
ŷt+1 = ȳt + Ft,

(2.6)

where λ1 and λ2 are smoothing parameters, and the forecast ŷt+1 at time t+ 1 depends
on the variable Ft, which models the linear trend of the time-series at time t, and on
the smoothed frequency ȳt at time t. The triple exponential smoothing method adds a
periodicity variable St to (2.6) as follows:

ȳt = λ1 · (yt − St−T ) + (1− λ1) · (ȳt−1 + Ft−1)
Ft = λ2 · (ȳt − ȳt−1) + (1− λ2) · Ft−1
St = λ3 · (yt − ȳt) + (1− λ3) · St−T
λ1 + λ2 + λ3 = 1
ŷt+1 = (ȳt + Ft) · St+1−T ,

(2.7)

where T indicates the periodicity, while λ1, λ2 and λ3 are free smoothing parameters
in [0, 1]. QAC methods based on time series analysis techniques consistently outperform
baselines that use aggregated data; using more accurate query popularity predictions pro-
duced by time-series modeling leads to higher quality query suggestions (Shokouhi and
Radinsky, 2012). Strizhevskaya et al. (2012) study actualization techniques for measur-
ing prediction accuracy of various daily query popularity prediction models using query
logs, which can be helpful to query auto completion.

Compared to query popularity prediction based on long-term query logs, short-range
query popularity estimation has attracted more attention. Golbandi et al. (2013) develop
a regression model to detect bursting queries for enhancing trend detection. By analyz-
ing query logs, they seek to accurately predict what the most trending query items on
the Web are. Various attempts have been made to make search trend predictions more
accurate with low latency relative to the actual event that sparked the trend. Kulkarni
et al. (2011) classify queries into different categories based on the changes in popularity
over time and show that monitoring query popularity can reveal strong signals for de-
tecting trends in query intent. In addition, Michail et al. (2004) develop a compressed
representation for time-series and propose a model for detecting bursts in query frequen-
cies. Instead of applying the time-series analysis technologies to predict a query’s future
popularity for query auto completion (Cai et al., 2014b; Shokouhi and Radinsky, 2012),
Whiting and Jose (2014) propose several practical query completion ranking approaches,
including: (i) using a sliding window to collect query popularity evidence from the past
few days, (ii) generating the query popularity distribution in the stream of last N queries
observed with a given prefix, and (iii) predicting a query’s short-range popularity based
on recently observed trends. The predictions produced by their last N query distribution
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Table 2.2: Comparison of time-sensitive probabilistic query auto completion ap-
proaches.
Evidence Requires Representative references

Short-range
Recent search logs, i.e., search
history in a recent period before
querying time.

(Golbandi et al., 2013; Shokouhi
and Radinsky, 2012; Whiting and
Jose, 2014; Whiting et al., 2013)

Long-range
A large volume of search logs,
i.e., search history covering a
long-term period.

(Bar-Yossef and Kraus, 2011;
Shokouhi, 2011)

Both Short- and long-term search logs. (Cai et al., 2014b; Shokouhi and
Radinsky, 2012)

approach help achieve the best performance for query auto completion after learning the
corresponding parameters online.

In addition to the aforementioned time-based clues for query auto completion, the
relationship between query terms, such as semantic similarity, has also been studied in
the setting of QAC. For instance, Chien and Immorlica (2005) demonstrate that queries
with similar temporal patterns can be semantically related for query completion even in
the absence of lexical overlap. Liu et al. (2008) introduce a unified model for forecasting
query frequency, in which the forecast for each query is influenced by the frequencies
predicted for semantically similar queries. These approaches are able to produce accu-
rate popularity predictions of queries and thus boost the effectiveness of popularity-based
query completion approaches. In Table 2.2, we compare the main approaches of time-
sensitive probabilistic query auto completion in the field of information retrieval. Gener-
ally, more work has been published on the use of recent evidence than on the long-term
search history for query auto completion. QAC models that combine both short-term
observations (ongoing trend) and long-term observations (periodic phenomena) achieve
the best performance in terms of query completion ranking, and QAC models only based
on a long-term aggregated frequency are worse than those that only exploit more recent
data. In addition, QAC models based on observed query popularity, e.g., (Bar-Yossef and
Kraus, 2011; Whiting and Jose, 2014), basically assume that the current or future query
popularity is the same as past query popularity. In contrast, models based on predicted
query popularity, such as, e.g., (Cai et al., 2014b; Shokouhi and Radinsky, 2012), take
strong temporal clues into consideration as such information often influences the queries
to be entered.

2.2.2 User-centered Query Auto Completion Models

User activities recorded in browsers have been used extensively to create a precise picture
of the information needs of users; this concerns both long-term browsing logs (Bennett
et al., 2012; Liu et al., 2010b; Matthijs and Radlinski, 2011; Tan et al., 2006) and short-
term search behavior (Collins-Thompson et al., 2011; Jiang et al., 2011; Shen et al.,
2005; Ustinovskiy and Serdyukov, 2013). Such data has become an important resource
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for search personalization (Dou et al., 2007; Sontag et al., 2012). In this section, we
give an overview of user-centered QAC models, i.e., personalized query auto completion
approaches, where information from a user’s search context and information about their
interactions with a search engine are exploited for query auto completion.

In most work mentioned so far, query completions are computed globally. That is,
for a given prefix, all users are presented with the same list of candidates. But exploiting
the user’s personal context has led to increases in QAC effectiveness (Bar-Yossef and
Kraus, 2011; Liao et al., 2011; Santos et al., 2013; Shokouhi, 2013). The search context
can be collected from the current search session, e.g., the preceding queries. Bar-Yossef
and Kraus (2011) treat the user’s preceding queries in the current session as context and
propose a context-sensitive query auto completion algorithm that produces the comple-
tions of the user input that are most similar to the context queries. In particular, they
propose to output a set of completion qc of prefix p whose vector representation vq has
the highest cosine similarity to the search context C as represented by a vector vC :

qc ← argmax
q∈completion(x)

vq · vC
||vq|| · ||vC ||

, (2.8)

where vq · vC denotes the dot product of vq and vC . By doing so, a ranked list LNC of
query completions of prefix p consisting of the top k completions can be returned. At the
same time, another list LMPC consisting of the top k query completions can be produced
based on query popularity. The final ranked list of query completions is then constructed
by aggregating the two lists LNC and LMPC according to a hybrid score:

hybscore(qc)← α ·NormSim(qc) + (1− α) ·NormMPC (qc), (2.9)

where 0 ≤ α ≤ 1 is a free parameter determining the weight of the normalized sim-
ilarity score NormSim(qc) relative to the weight of the normalized popularity score
NormMPC (qc). This model works well in cases where the immediate search context is
relevant to the user’s intended query and, hence, query similarity can contribute. When
the search context is irrelevant, this model has to rely on query popularity.

Another option is for the search context to be determined by a user’s interactions.
Li et al. (2015) pay attention to users’ sequential interactions with a QAC engine in and
across QAC sessions, rather than users’ interactions at each keystroke of each QAC ses-
sion. Through an in-depth analysis on a high-resolution query log dataset, they propose
a probabilistic model that addresses the QAC task by capturing the relationship between
users’ sequential behaviors at different keystrokes. Zhang et al. (2015) study implicit
negative feed back from a user’s interactions with a search engine, and propose a novel
adaptive model adaQAC that adapts query auto completion to users’ implicit negative
feedback about skipped query completions. This model is based on the assumption that
top ranked but skipped query completions are not likely to be submitted. They propose
a probabilistic model to encode the strength of the implicit negative feedback to a query
completion qc from a user u with personalization.

The user-centered QAC models that we have just discussed mainly explore informa-
tion from the user’s search context, e.g., previous queries, or the user’s interactions while
engaging with QAC, e.g., typing and skipping at each keystroke. This leads to a natural
grouping of approaches as shown in Table 2.3. Search context-based QAC models do
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Table 2.3: Comparison of user-centered probabilistic query auto completion ap-
proaches.

Category Assumption Issue Representative work

Search context

Search context ex-
presses similar query
intent to that of the
intended query.

Search intent may
be changed, thus the
search context is irrel-
evant to the intended
query.

(Bar-Yossef and Kraus,
2011; Cai et al., 2014b)

Interaction

The transition be-
tween keystrokes is
influenced by users’
interactions in a QAC
engagement.

Users may ignore the
completed query candi-
dates before submitting
one.

(Li et al., 2015; Zhang
et al., 2015)

not need a high-resolution query log dataset to record the user’s sequential keystrokes for
specific query completions; however, such data is mandatory in interaction-based QAC
models. In addition, it is more difficult to reproduce interaction-based QAC models, e.g.,
(Li et al., 2015; Zhang et al., 2015) than QAC models based on search context, e.g.,
(Bar-Yossef and Kraus, 2011; Cai et al., 2014b), which are relatively easy to implement.

2.3 Learning-based QAC Approaches

The rise of learning to rank for QAC came on the heels of the introduction of a broad
range of time series-based ranking principles in query popularity prediction (Cai et al.,
2014b; Shokouhi and Radinsky, 2012) and an increased understanding of ranking princi-
ples based on user interactions with search engines (Li et al., 2015; Zhang et al., 2015). In
a typical (supervised) feature-based learning to rank framework for document retrieval,
the training data for a specific learning algorithm (whether pointwise, pairwise or list-
wise) consists of a set of query-document pairs represented by feature vectors associated
with relevance labels, and the goal is to learn a ranking model by optimizing a loss func-
tion (Liu, 2003). In contrast, in a learning to rank-based framework for QAC, the input
is a prefix pi = {char1, char2, . . . , charnc}, i.e., a string of nc characters. Generally,
there is a poolQc(pi) consisting of query completions that start with the prefix pi and that
could be issued after entering pi. These completions can simply be sorted by popularity.
Each completion inQc(pi) can be represented as a prefix-query pair feature vector vq . In
a L2R framework for QAC, the model is trained on prefix-query pairs with binary labels,
i.e., “submitted” or “non-submitted,” similar to the “relevance” label of query-document
pairs in L2R for document retrieval. Table 2.4 provides a high level comparison of L2R
for document retrieval with L2R for QAC.

As illustrated in Figure 2.2, learning-based QAC approaches mainly focus on ex-
tracting useful features to seek a correct prediction of the user’s intended query. Such
QAC models eventually learn a ranking function from the extracted features. We split
learning-based QAC approaches into two groups according to where the features used
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Table 2.4: Comparison of learning to rank for document retrieval (DR) vs. query
auto completion (QAC). In a document retrieval task, for a given query qi, each
of its associated documents d can be represented by a feature vector vd = Φ(d, q),
where Φ is a feature extractor; m(i) is the number of documents associated with
query qi, i.e., D. In a QAC task, for a given prefix pi, each of its auto completed
query candidates q can be represented by a feature vector vq = φ(p, q), where φ is a
feature extractor; n(i) is the number of query candidates associated with prefix pi),
i.e., Qc(pi).

DR

Input Query qi
Ranking candidates Documents d ∈ D
Candidate features TF, IDF, BM25, etc.
Output A ranked list of documents
Ground truth Multi-level relevance labels, i.e., 0, 1, 2
Major metrics MAP, P@K, NDCG@K, etc.

QAC

Input Prefix pi
Ranking candidates Queries q ∈ Qc(pi)
Candidate features Popularity, length, position in session, etc.
Output A ranked list of queries
Ground truth Binary labels: 1 for submitted query and 0 for the others.
Major metrics MRR, SR@K, etc.

come from, i.e., time-related characteristics in §2.3.1 and user interactions in §2.3.2.

2.3.1 Learning from Time-related Characteristics for Query Auto
Completion

So far, time-related characteristics used for learning-based QAC approaches have not
been well studied. In general, time-related characteristics used for learning mainly relate
to popularity-based features from two sources: previous observations and future predic-
tions. Such signals have been used in probabilistic query auto completion (Cai et al.,
2014b; Whiting and Jose, 2014). Similar to (Whiting and Jose, 2014), query popularity
is determined from recent days, for instance, from the recent 1, 2, 4, or 7-day interval
preceding the prefix submission time as well as from the entire query log. In addition,
the predicted query popularity for learning is generated by considering the recent trend
as well as the cyclic behavior of query popularity. Such a scheme will be discussed in
detail in Chapter 5.

2.3.2 Learning from User Interactions for Query Auto Completion

There is more published work on learning-based QAC approaches that focus on features
based on user related characteristics than work than on features based on time-related
characteristics. User centered features typically originate from one of two sources:
(1) from user behavior in search sessions (Jiang et al., 2014b; Mitra, 2015; Shokouhi,
2013), which can capture user’s search interests and how they change queries during
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Figure 2.2: A general framework for learning-based query auto completion ap-
proaches.

search sessions; or (2) from high-resolution query logs (Li et al., 2014) that capture user
feedback like query typing, skipping, viewing and clicking as feedbacks in an entire QAC
process.

It has been observed that the popularity of certain queries may vary drastically across
different demographics and users (Shokouhi, 2013). To better understand the role played
by user profile and search context, the author presents a supervised framework for person-
alized ranking of query auto completions, where several user-specific and demographic-
based features are newly extracted for learning. In particular, for user-specific context
features, Shokouhi (2013) investigates the effectiveness for personalizing query auto
completion of features developed from the search context consisting of both the short-
term and long-term search history of a particular user. To generate the short-history fea-
tures, the queries submitted previously in the current search session are used. To produce
the long-history features, the whole search history of the particular user is considered.
Then, similarity features of query completions can be measured by n-gram similarity to
those queries in the context. Similar features have been used in previous work for per-
sonalized re-ranking web search results (Bennett et al., 2012; Teevan et al., 2011; Xiang
et al., 2010) and suggested query candidates (Cao et al., 2008; Mei et al., 2008a). For
demographic-based features, the information of a user’s age, gender and location (e.g.,
zip-code) is considered. Based on a learning algorithm, e.g., (Burges et al., 2011), the
experimental results show that demographic features such as location are more effective
than others for personalizing query auto completion. In addition, adding more features
based on users demographics and search history leads to further boosts in performance
of personalized query auto completion.

Similarly, focusing on search context in the current search session, Jiang et al. (2014b)
investigate the feasibility of exploiting the search context consisting of previously sub-
mitted queries to learn user reformulation behavior features for boosting the performance
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of query auto completion. An in-depth analysis is conducted to see how the users refor-
mulate their queries. Three kinds of reformulation-related features are considered, i.e.,
term-level, query-level and session-level features, which can capture clues as to how
users change their preceding queries along the query sessions. Compared to traditional
context-aware QAC methods that directly model term similarities or the query depen-
dencies, this learning-based QAC approach tries to learn how users change preceding
queries, i.e., user reformulation behavior, along query sessions, which results in signifi-
cant improvement over the performance of start-of-the-art context-aware query comple-
tion or suggestion approaches (Bar-Yossef and Kraus, 2011; He et al., 2009; Liao et al.,
2011).

Mitra (2015) builds on the insight that search logs contain lots of examples of fre-
quently occurring patterns of user reformulations of queries. They represent query refor-
mulations as vectors, which is achieved by studying distributed representations of queries
learnt by a deep neural network model, like the convolutional latent semantic model
(CLSM) (Shen et al., 2014). By doing so, queries with similar intents are projected to
the same neighborhood in the embedding space. Based on the distributed representation
of queries learnt by the CLSM model, topical similarity features measured by the co-
sine similarity between the CLSM vectors corresponding to query completions and the
previous queries in the same search session are computed and used as features for learn-
ing in the QAC ranking model. In addition to the CLSM topical similarity features, the
CLSM reformulation features, represented by low-dimensional vectors which map syn-
tactically and semantically similar query changes close together in the embedding space,
are used in the supervised learning model. Interestingly, Mitra and Craswell (2015) focus
on recommending query completions for the prefixes that are sufficiently rare as previ-
ous QAC approaches only center around recommending queries for prefixes that have
been frequently seen by the search engine. In particular, a candidate generation approach
using frequently observed query suffixes mined from historical search logs is proposed
by adopting the CLSM (Shen et al., 2014) trained on a prefix-suffix pairs dataset. The
training data for the CLSM model is generated by sampling queries in the search logs and
segmenting each query at every possible word boundary. This approach provides a solu-
tion to recommend queries that could have never been seen before in the training period,
an issue that cannot be addressed by previously proposed probabilistic algorithms, e.g.,
(Bar-Yossef and Kraus, 2011; Cai et al., 2014b, 2016a; Shokouhi and Radinsky, 2012;
Whiting and Jose, 2014) and Chapter 4, nor by learning-based QAC approaches, e.g.,
(Cai and de Rijke, 2016a; Jiang et al., 2014b; Shokouhi, 2013) and Chapter 5, because
these proposed models depend on the query popularity: only previously seen, sufficiently
frequent queries can be returned.

High-resolution query logs capture more detail information than traditional logs,
which typically contain the timestamp of a query, the anonymous user ID and the final
submitted query. High-resolution logs may capture user interactions at every keystroke
and associated system response. Based on observations from such rich data, Li et al.
(2014) observe the phenomenon that, in QAC, users often skip query completion lists
even though such lists contain the final submitted query and most of the clicked queries
are concentrated at top positions of the query completion lists. Based on this observation,
they propose two types of bias related to user behavior, i.e., a horizontal skipping bias
and a vertical position bias, that are crucial for relevance prediction in QAC. First, the
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Table 2.5: Comparison of learning-based query auto completion approaches.
Feature source Strengths Weaknesses

Time

Easy to implement; effective for
fresh events.

Limited number of features; hard
to predict unpopular completions;
sensitive to the unpredictable
events.

User

Dynamic intent by interaction;
static interest by user profile.

Poor performance if intent shifts;
hard to record a detailed QAC en-
gagement; sensitive to user search
habit; relatively difficult to repro-
duce.

horizontal skipping bias refers to the assumption that a query completion will not receive
a click if the user does not stop and examine the suggested list of query completions,
regardless of the relevance of the query completion. The vertical position bias relates to
the exact position of query completion in the provided list that a query on higher rank
tends to attract more clicks regardless of its relevance to the search intent.

Based on these observations, the authors propose a two-dimensional click model to
interpret the QAC process with particular emphasis on these two types of behaviors.
The phenomenon of position bias has previously been observed for traditional document
retrieval (Craswell et al., 2008; Granka et al., 2004), and several solutions have been
proposed in the setting of click models (Chapelle and Zhang, 2009; Chuklin et al., 2015b;
Dupret and Piwowarski, 2008; Liu et al., 2010a; Richardson et al., 2007; Zhang et al.,
2011; Zhu et al., 2010). Newly extracted features from high-resolution query logs, which
accurately explain user behavior during QAC engagement, reveal that people tend to
stop and look for query completions when they are typing at word boundaries, which is
consistent with the findings in (Mitra et al., 2014).

Finally, we summarize the main strengths and weaknesses of the learning-based QAC
approaches in Table 2.5. So far, user-centered QAC approaches have received more
attention than time-related methods. We believe that this is due to the rich data recorded,
based on which user’s search intent can often be correctly predicted, resulting in good
QAC performance.

2.4 Practical Issues

In this section, we discuss two practical issues related to query auto completion, i.e.,
efficiency in §2.4.1, presentation and interaction in §2.4.2.

2.4.1 Efficiency

Over the past couple of years, QAC has popped up in a range of search engines, like web
search engines, e.g., Bing and Google, as well as social media platforms, e.g., Facebook
and Twitter. It makes for an improved user experience (Zhang et al., 2015), but it can
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be a challenge to implement efficiently. In many cases, a practical implementation of
QAC requires the use of efficient algorithms and data structures for fast lookups. While
efficiency issues in traditional keyword search (Ji et al., 2009; Li et al., 2011) and docu-
ment retrieval (Bast et al., 2007; Francès et al., 2014) have been addressed in numerous
publications, relatively few papers report on efficiency in query auto completion.

However, efficiency must be taken into consideration in a practical QAC framework
as query completion systems should help users form queries when they enter a query
prefix. After summarizing previous work related to efficiency issues in QAC, we find
two main types of practical efficiency issues in QAC, i.e., computational efficiency and
error-tolerant efficiency.

Computational efficiency in QAC

In this section, we discuss a practical issue related to QAC efficiency that has been studied
in the literature that are centered around computational complexity, mainly focusing on
reducing the precessing time for completing a query prefix.

Before be able to rank query completions, indexing hundreds of millions of distinct
queries is required to guarantee a reasonable coverage corresponding to an input prefix.
A trie is a simple data structure that supports a fast query completion lookup. Hsu and
Ottaviano (2013) focus on the case where the completion set is so large that compression
is needed to fit the data structure in memory. The authors present three trie-based data
structures to handle such cases, i.e., Completion Trie, RMQ Trie and Score-Decomposed
Trie. Each has different space vs. time vs. complexity trade-offs. Trie-based indexes of
queries need to be maintained continuously. Such a scenario supports fast query com-
pletion lookups but needs too much memory. To solve the memory problem of tries, a
ternary tree is a good solution where each trie node is represented as a tree-within-a-tree.
Typically, the ternary tree is stored on a server before testing. Then, in a real-time QAC
process, the client will send a prefix to the server to get query completions based on the
constructed ternary tree. Matani (2011) present an algorithm that takes time proportional
to O(k log n) for providing the user with the top k ranked query completions out of a
corpus of n possible suggestions based on the ternary tree for completing the prefix of
the query that user has entered so far.

As a trie-based data index scheme suffers an inherent problem that the number of
prefixes is huge for the first few characters of the query and is exponential in the alpha-
bet size, this will result in a slow query response even if the entire query approximately
matches only few prefixes. In addition, the efficiency critically depends on the number
of active nodes in the trie. To deal with this problem, Xiao et al. (2013) study a QAC
problem that tolerates errors in user’s input using edit distance constraints and propose a
novel neighborhood generation-based algorithm, i.e., IncNGTrie, which can achieve up
to two orders of magnitude speedup over existing methods for the query auto completion
problem. Their proposed algorithm only needs to maintain a small set of active nodes
in a trie, thus saving both space and time to process the query. In addition, they pro-
pose optimization techniques to remove duplicates and reduce the index size by merging
common data strings and common subtrees.

Instead of keeping query completions in one trie, Kastrinakis and Tzitzikas (2010)
propose to partition a trie into two or more subtries to make query completion services
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more scalable and faster. In doing so, the query auto completion mechanism involves
a forest of tries. In particular, each subtrie contains queries whose starting characters
belong to a specific set of characters assigned to this trie. The key challenge is to partition
the trie. A subtrie is created as a partition and gFigurerows until its size becomes greater
than a desired partition capacity. After that, a new partition is created and so on. The
experimental results show that the proposed partitioning scheme allows increasing the
number of query completions to be hosted and speeding up their computation at real
time.

Similar to the work on learning-to-rank for document retrieval (Liu, 2003), where the
features of query-document paris are generated offline, learning-based QAC approaches
(Cai and de Rijke, 2016a; Jiang et al., 2014b; Shokouhi, 2013) extract features of prefix-
query completions in the training period before online testing for effective QAC per-
formance. Figure 2.3 shows an example of typical data format for learning-to-rank in
document retrieval and for learning-to-rank in query auto completion. As shown in Fig-
ure 2.3a, the features depict the relationships between the query and its associated doc-
uments, such as the query frequency in the document title, the word frequency in the
document abstract, and the query frequency in the whole document. Such features are
used for measuring the similarity between a query and a document. The labels in Fig-
ure 2.3a indicate the relevance between a query and a corresponding document. However,
in a learning-based QAC framework as shown in Figure 2.3b, the features are introduced
for measuring the possibility of submitting a query completion after entering the prefix
and the label denotes whether the provided query completion is submitted or not after
entering the prefix. For instance, the features related to the popularity of a query comple-
tion in the query log, the similarity of a query completion to the search context in session
and the similarity of a query completion to a user’s interest contained in their profile, etc.,
are commonly used in a learning-to-rank baed QAC approach. All these features are gen-
erated offline for training a ranking model. In an online test setting, the main time cost
for ranking query completions are on the lookups for matching such query completions
and on calculating a final ranking score based on a trained model, which generally incurs
very limited time costs (Cai and de Rijke, 2016a; Jiang et al., 2014b); see also Chapter 5.

Error-tolerant efficiency in QAC

Another aspect related to efficiency of QAC is concentrated on efficient approaches that
are resilient to typing errors. Just as there is a basic need for making the lookup operation
tolerant to such typing errors, a QAC system needs to be error-tolerant when respond-
ing to an input query prefix. Chaudhuri and Kaushik (2009) take a first step towards
addressing this problem by capturing input typing errors via edit distance and propose a
naive approach of invoking an offline edit distance matching algorithm. Their proposal,
a trie-based QAC strategy, is desirable to generate query completions per-character at a
minimal cost, generally reporting an average per-character response time at a millisecond
level and significantly outperforming an n-gram based algorithm.

As misspellings are commonly found in web search and more than 10% of search en-
gine queries are misspelled according to (Cucerzan, 2007), Duan and Hsu (2011a) study
the problem of online spelling correction for query completions, which involves not only
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(a) An example of data format for learning-to-rank in document retrieval.

(b) An example of data format for learning-to-rank in query auto completion.

Figure 2.3: An example of data format for learning-to-rank in document retrieval
and in query auto completion.

completing a typed prefix but also correcting parts of incorrectly typed prefix when pro-
viding query completions as the query is being entered. Specifically, the search engine
responds to each keystroke with a list of query completions that best correct and com-
plete the partial query. To deal with this online spelling correction for query completion
task, they model search queries with a generative model, where the intended query is
transformed into a potentially misspelled query through a noisy channel that describes
the distribution of spelling errors, and finally propose to find the top spell-corrected query
completions in real-time by adapting an A∗ search algorithm with various pruning heuris-
tics to dynamically expand the search space efficiently. The experimental results demon-
strate a substantial increase in the effectiveness of online spelling correction over existing
techniques.

2.4.2 Presentation and Interaction

In search engines, the most common way that search results are displayed is as a vertical
list of items summarizing the retrieved documents. The search results listings returned
by search engines are often known as search engine result pages (SERPs). In query
auto completion (QAC), a similar way to present query completions responding a typed
prefix can be implemented that as a user enters a query in a search box, matching query
completions appear below the search box as a drop-down menu with the typed characters
highlighted in each query completion.

In addition, users can interact with SERPs in the form of clicking, reading and skip-
ping, etc., which provide valuable feedbacks indicating the relevance of documents to a
query as well as user’s search intent. In contrast, in a QAC process, user’s interaction
behaviors with a QAC system, e.g., typing, skipping and clicking, also can be recorded
to generate a personal search pattern for a particular user, which could improve the pre-
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diction accuracy of their intended query. Most research efforts are directed towards im-
proving the accuracy of query completions, e.g., (Bar-Yossef and Kraus, 2011; Cai et al.,
2014b; Shokouhi, 2013; Shokouhi and Radinsky, 2012), and generally pay less attention
to the presentation issues.

In this section, we specifically discuss how to present QAC results and how people
interact with QAC results during an information retrieval process. These two points could
affect the QAC usage in practice.

Presenting Query Auto Completions Results

The representation for a retrieved document in SERPs is called a search hit (Kazai et al.,
2011; Morris et al., 2008), which is sometimes referred to as document surrogate (Beitzel
et al., 2005; Marchionini and White, 2007). Example of result presentation in document
retrieval and in query auto completion are shown in Figure 2.4 and Figure 2.5, respec-
tively. As shown in Figure 2.4, in a SERP, a brief summary of a relevant portion of
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Figure 2.4: SERP resulting after querying “foundation and trends in information
retrieval.”

the document intended to help the user understand the primary object (Marchionini and
White, 2007) is highlighted. The quality of the document surrogate has a strong effect
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foundations and trends in information retrieval
foundations and trends
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foundations

Figure 2.5: Query completions after entering “foundations.”

on the ability of the searcher to judge the relevance of the document (Clarke et al., 2007).
Even the most relevant document is unlikely to be selected if the title is uninformative or
misleading. In addition, users are known to be biased towards clicking documents higher
up in the rankings (Joachims et al., 2005). Such presentation issues in document retrieval
have, for instance, been studied in (Joho and Jose, 2006, 2008).

In a QAC system, as shown in Figure 2.5, the query completions are listed below the
search box and only a limited number of query completions are displayed to the user. In
addition, the query completions that have been issued before can be highlighted with a
different color. However, other information about the query completions is not provided.
Similarly, the bias towards clicking query completions at top positions of the QAC list
does exist (Li et al., 2014; Zhang et al., 2015). In fact, more than three quarters of clicks
on query completions for desktop search are located within the top 2 positions of query
completions lists and an even higher percentage is observed on mobile devices (Li et al.,
2014). On the other hand, if this intended query is ranked outside the top 2 positions, only
13.4% of them will be clicked by users (Li et al., 2015). Hence, in a QAC system, the
issues related to QAC result presentation should be taken into consideration for designing
a QAC system as well as improving user’s QAC experience.

Amin et al. (2009) focus on the presentation of query completions to see how it
influences user’s search performance. They implement user studies that investigate orga-
nization strategies, e.g., alphabetical order, group and composite, of query completions
in a known-item search task, i.e., searching for terms taken from a thesaurus. They find
that for a geographical thesaurus, a sensible grouping strategy, e.g., by country or by
place type, that people can understand relatively easily is preferred. Regarding organiza-
tion strategies of query completions, both group and composite interfaces help the user
search for terms faster than alphabetical, and are generally easier to use and to understand
than alphabetical. These findings provide insights on designing a better QAC interface
for further improving user experience.

Based on the assumption that users would benefit from a presentation of query com-
pletions that are not only ordered by likelihood but also organized by a high-level user
intent, Jain and Mishne (2010) specifically focus on organizing query completions by
topic for web search, which is achieved by clustering and ordering sets of query com-
pletions. In particular, they first present a variety of unsupervised techniques to cluster
query completions based on the information available to a large-scale web search engine,
and then label each cluster by various scenarios. Finally, the clusters are ranked by min-
imizing an expected cost of locating query completions, e.g., time to read a cluster label
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and time to scan a cluster.
Through a pilot user study, a few interesting and promising observations are obtained

from (Jain and Mishne, 2010). For instance, users prefer query completions displayed in
a clustered style rather than an unclustered presentation. The user effort in identifying the
set of relevant completions can be substantially reduced by grouping query completions
and labeling them, resulting in increased user’s satisfaction. However, the tasks related
to the clustering, e.g., selection of the queries to cluster, assignment of a label to each
cluster, ordering the clusters as well as the query completions within each cluster, are
still challenging. In general, this work opens new and promising directions towards
improving the user experience by reducing the user effort in identifying the set of relevant
query completions. These conclusions motivate follow-up work on diversifying query
auto completion (Cai et al., 2016b); see Chapter 6.

Interaction with Query Auto Completion Results

In this section, we discuss users’ interactions with the QAC results in some detail. With
special devices, a user’s explicit interactions during query auto completion engagement
may be recorded. Such interactions provide valuable information for capturing a user’s
personal characteristics, e.g., typing habits and search interests.

Mitra et al. (2014) present the first large-scale study of user interactions with query
auto completion. Their investigations reveal that lower-ranked query completions receive
substantially less engagement, i.e., fewer clicks, than those ranked higher. In addition,
users are most likely to submit a query by clicking a completion after typing about half
of the query and in particular at word boundaries. Another factor that affects QAC en-
gagement is related to the distance of query characters on the keyboard. For instance, a
monotonic increase in the probability of QAC engagement with keyboard distance up to
a distance of 4 keys can be observed, which demonstrates a clear relation between the
position of the next character on the keyboard and the likelihood of QAC usage. Overall,
such results appear to confirm typical intuitions of when users would like to use QAC.
Furthermore, these results could be due to other attributes like user’s typing habit, e.g.,
skipping and viewing completions. Such problems are studied in (Li et al., 2014; Zhang
et al., 2015), based on a high-resolution query log dataset.

An in-depth eye-tracking study of user interactions with query auto completion in
web search is performed by Hofmann et al. (2014). In their study, the participants’
interactions are recorded using eye-tracking and client-side logging when they complete
the assigned web search tasks. A strong position bias towards examining and using top-
ranked query completions is identified, which is consistent with similar findings on user
interactions with web search results (Chuklin et al., 2015a,b; Guo et al., 2009a; Yue
et al., 2010). Due to this strong position bias, ranking quality does affect QAC usage, as
evidenced by different behavioral patterns, which includes activities such as monitoring,
skipping and searching for query completions. This work suggests that injecting user
feedback into a QAC framework may be beneficial. The issue is partially addressed by
Zhang et al. (2015), where user behavior such as skipping and viewing query completions
is taken into account for query auto completion.

As the QAC process typically starts when a user enters the first character into the
search box and ends until he clicks a completed query, a series of user interactions with
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the QAC system involves examining the list of query completions, continuing to type,
and clicking on a query in the list. Such complete interactions in the QAC process have
not been well studied by previous QAC approaches. Li et al. (2014) adopt a click model
to shed light on QAC user interactions, which consists of a horizontal component that
captures the skipping behavior, a vertical part that depicts the vertical examination bias,
and a relevance model that reflects the intrinsic relevance between a prefix and a query
completion. This model is motivated by the fact that users frequently skip query comple-
tion lists even though such lists contain the final submitted query because the intended
query is not ranked at top positions of the list.

Following (Li et al., 2014), Zhang et al. (2015) exploit implicit negative feedback in
a QAC process, e.g., dwelling on query completion lists for a long time without selecting
query completions ranked at the top. Such user feedback indicates that the user may not
favor these unselected query completions although they are ranked at the top positions
in the list. To model this negative feedback, the dwell time and the position of unse-
lected query completions are taken into account. By incorporating a (static) relevance
score with implicit negative feedback, the proposed model re-ranks the top-N queries
initially returned by popularity. Finally, a case study verifies that the new model gener-
ally outperforms start-of-the-art QAC models for the cases that users submit new queries
when reformulating older queries and that users have clear query intent so as to prefer
disambiguated queries.

2.5 Summary

In this chapter, we have summarized related work on query auto completion, which is
based on either probabilistic models or on a learning framework. In particular, the work
on probabilistic models that we have surveyed so far is mainly based on either the search
context (Bar-Yossef and Kraus, 2011; Cai et al., 2014b) or on user interactions (Li et al.,
2015; Zhang et al., 2015) to estimate a probability of submitting a query completion.
Despite their intuitiveness, these probabilistic QAC approaches have been shown to be
outperformed by relatively simple methods such as the MPC model (Bar-Yossef and
Kraus, 2011), regardless of their choice of how to compute the ranking scores for query
completions. In addition, we have summarized learning-based query auto completion
approaches that explore features from time-related characteristics and from user-specific
characteristics. Such approaches use time series analysis to predict the future popularity
of queries and on user behavior analysis by understanding the interaction data in a QAC
engagement.

Finally, we have discussed some practical issues related to QAC, i.e., efficiency, pre-
sentation and interaction. Addressing these issues makes a QAC service fit together with
search engines well. So far, researcher have paid less attention to these practical issues
in QAC than to query completion ranking models even though QAC services have to run
subject real-time constraints. Most processing steps in a QAC system can be done offline
and the QAC ranking models can be trained regardless of the time consumption. Based
on a trained QAC ranking model, the test phase only requires very limited time cost.

This chapter has introduced the task of query auto completion and its corresponding
methods. In the chapters to come we build on the methods introduced here; the experi-
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mental methodology and setup that we use to assess our proposals is introduced next.
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3
Experimental Methodology

In this chapter, we move on to the experimental methodology for query auto completion
(QAC) that is commonly used in later research chapters, Chapter 4–7. In particular, we
present the experimental setup in §3.1, detail the benchmark datasets used for experi-
ments in §3.2, and describe the metrics used for evaluations in §3.3.

3.1 Experimental Setup

In essence, QAC approaches deal with a re-ranking problem (Bar-Yossef and Kraus,
2011; Cai and de Rijke, 2016a; Cai et al., 2014b; Jiang et al., 2014b; Shokouhi, 2013).
That is, as shown in Figure 3.1, QAC models focus on re-ranking a ranked list of query
completions that is initially returned by a basic ranker when a user enters a prefix. In this
flow, the initial query list, i.e., query list 1 in Figure 3.1, is at least as long as the final
re-ranked query list, i.e., query list 2 in Figure 3.1. Thus, we can think of QAC models
as re-rankers. The dominant types of signals used for re-ranking are either time-related
or user-centered as described in Chapter 2. In addition, for evaluation purposes, in our

prefix basic 
ranker

1.
2.
3.
4.
5.
6.…

1.
2.
3.
4.
5.
6.…

Query list 1 Query list 2

re- 
ranker

Figure 3.1: General flow of a QAC approach.

experiments, the typed prefixes are simulated from all possible prefixes of the submitted
query. Typically, the prefix consists of 1 to 5 characters. This setting is consistently
shared in later research chapters. Some very particular parameter settings will be dis-
cussed in the relevant research chapters.

For comparisons, note that we do not compare our approach with query suggestion
methods, e.g., (Liao et al., 2011; Ma et al., 2008; Mei et al., 2008b), because such meth-
ods focus on the task of query suggestion, which is a subtly different task from QAC (Cai
et al., 2014b). For instance, in the case of query suggestion, the user input typically is
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a full query but it is only a prefix in QAC. Also, for generating the original query com-
pletion list to re-rank in our QAC task, only the candidates matching the typed prefix are
taken into consideration. However, for a query suggestion task, each query in the query
log could be included in the candidate list to re-rank given that it is deemed relevant to
the user input. With this limitation we follow a standard practice in research on QAC
(Bar-Yossef and Kraus, 2011; Cai et al., 2014b; Shokouhi and Radinsky, 2012; Whiting
and Jose, 2014), where only appropriate QAC approaches are used as baselines rather
than query suggestion approaches. In addition, QAC is different from query correction
oriented tasks such as those discussed by Duan and Hsu (2011b), where the main focus
is on correctly modifying a misspelled word or query.

3.2 Benchmark Datasets

For a QAC task, each record in a benchmark test collection has at least three main com-
ponents: a submitted query, a user ID (or session ID) and a timestamp. The timestamp
and the user ID (or session ID) are used for extracting time-sensitive and user-specific
characteristics, respectively, while the query can be used to manually generate the query
prefix and to count the appearance in the query logs. Besides, some additional informa-
tion, e.g., the clicked URLs and their ranks, could be available too. Such data could be
developed to infer user’s search intent.

Three publicly available query log datasets, i.e., the AOL dataset (Pass et al., 2006),
the MSN dataset (Craswell et al., 2009), and the Sogou dataset,1 have been widely used
for QAC training and evaluation. For instance, the AOL dataset is commonly used in
time-sensitive QAC approaches (Cai and de Rijke, 2016a; Cai et al., 2014b; Whiting
and Jose, 2014), as a relatively long period of query logs is provided, as well as in per-
sonalized methods (Bar-Yossef and Kraus, 2011; Shokouhi, 2013). The MSN dataset is
preferred in (Cai and de Rijke, 2016a; Cai et al., 2016b) for personalizing query auto
completion. And the Sogou dataset is used in (Whiting and Jose, 2014). Other query log
datasets from modern commercial search engines, which record more search details but
are not publicly available because of privacy or competitiveness issues, have also been
applied for research (Jiang et al., 2014b; Li et al., 2015, 2014; Shokouhi and Radinsky,
2012; Zhang et al., 2015).

Table 3.1 shows an example of search session2 in the well-known AOL query log
dataset (Pass et al., 2006). In this case, this user submitted three queries in total. Each
of the two previous queries, i.e., “goodyear” and “hyundaiusa”, has one clicked URL,
which is ranked at position 1 in the returned corresponding list of URLs. The last query,
i.e., “order hyundai parts,” has three clicked URLs, at position 2, 9 and 6, respectively.
The AOL dataset is one of the few datasets that contain actual queries and is sufficiently
large to guarantee statistical significance. The queries in the AOL dataset were sampled
between March 1, 2006 and May 31, 2006. The MSN logs were recorded for one month
in May 2006 from the MSN search engine. An early version of the Sogou dataset was
released in 2008 but it was replaced by a bigger dataset in 2012. Privacy information has
been removed as well as illegal query sessions. Statistics of the three publicly available

1http://www.sogou.com/labs
2Segmented by a fixed time window of 30 mins inactivity (Jones and Klinkner, 2008; Lucchese et al., 2011).
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Table 3.1: Snapshot from a search session in the AOL query log dataset.

Table 3.2: Statistics of publicly available query log collections, i.e., the AOL dataset
(AOL), the MSN dataset (MSN) and the Sogou dataset (Sogou), for query auto com-
pletion evaluation.

Statistic AOL MSN Sogou

Language English English Chinese
Start date 2006-03-01 2006-05-01 2008-06-01
End date 2006-05-31 2006-05-31 2008-06-30
# Days 92 31 30
# Records 36,389,567 14,921,285 43,545,444
# Queries 10,154,742 8,831,281 8,939,569
# Users 657,426 – 9,739,704
# Sessions – 7,470,916 25,530,711
# URLs 1,632,788 4,975,897 15,095,269

query log collections presented in this section are provided in Table 3.2. Although these
logs largely facilitate research on query auto completion in information retrieval, they are
limited to the detailed user interaction with a QAC engine.

In addition, we use a dataset made available by the Netherlands Institute for Sound
and Vision,3 to which we will refer as “SnV” (Huurnink et al., 2010). SnV is one of
the largest audiovisual archives in Europe. The SnV logs were recorded for one year
between January 1, 2013 and December 31, 2013 using an in-house system tailored to the
archive’s online interface. We filter out a large volume of navigational queries containing
URL substrings (.com, .net, .org, http, .edu, www.) from the datasets and remove queries
starting with special characters such as &, $ and # from all datasets. The chapters in
this thesis are mainly based on the AOL and MSN query log datasets. In particular, the
AOL dataset is used in all research chapters, Chapter 4–7; the MSN dataset is used in
Chapter 5 and 6; and the SnV dataset is used in Chapter 4.

3.3 Evaluation Measures

To evaluate the effectiveness of QAC rankings in all research chapters, Mean Reciprocal
Rank (MRR) is a standard measure. For a prefix p of a query q in the query setQ, assume
that a list of matching query completions S(p) and the user’s final submitted query q′ are

3http://www.beeldengeluid.nl
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3. Experimental Methodology

given. Then, the Reciprocal Rank (RR) for this prefix is computed as follows:

RR =

{ 1
rank of q′ in S(p) , if q′ ∈ S(p)

0, otherwise.
(3.1)

Finally, the MRR score is computed as the average of all RR scores for tested prefixes of
queries in Q. From this formula, MRR can be taken as a precision-oriented metric.

The choice of MRR as a performance metric is common in settings that are concerned
with finding a single known solution. However, because of the issues reported in (Hof-
mann et al., 2014) on the formulation of MRR (averaging over a non ratio-scale), a less
problematic metric, i.e., success rate at top K (SR@K), is also used for QAC evaluation,
which denotes the average ratio of the actual query that can be found in the top K query
completion candidates over the test data. This metric is widely used for tasks whose
ground truth consists of only one instance such as query completion (Jiang et al., 2014b).

For measuring the accuracy of predicting a query’s future popularity in the time-
sensitive QAC model (Chapter 4), Mean Absolute Error (MAE) is widely used:

MAE = 1
n

∑n
i=1 |ŷi − yi|, (3.2)

where yi is the true value and ŷi is the prediction. MAE is an unbounded measure and
is not strongly resilient to outliers. Therefore, its is often used along with another metric
such as Symmetric Mean Absolute Percentage Error (SMAPE) to diagnose the forecast
variation. SMAPE is defined as:

SMAPE = 1
n

∑n
i=1

|ŷi−yi|
ŷi+yi

, (3.3)

In contrast to MAE, SMAPE is bounded between 0 and 1. To evaluate the quality of
QAC rankings, Mean Reciprocal Rank (MRR) is a standard measure.

For evaluating the D-QAC performance in Chapter 6, which is studied in (Cai et al.,
2016b), the official evaluation metrics in the diversity task of the TREC 2013 Web track
(Collins-Thompson et al., 2013), e.g., ERR-IA (Chapelle et al., 2009), α-nDCG (Clarke
et al., 2008), NRBP (Clarke et al., 2009) and MAP-IA (Agrawal et al., 2009) can be
borrowed. We take the metric α-nDCG at cutoff N as an example for evaluating the
diversity of a QAC rankings, which extends the traditional nDCG metric (Järvelin and
Kekäläinen, 2002) for aspect-specific rankings according to:

α-nDCG@N = ZN

N∑
i=1

∑
a∈Ap

gi|a(1− α)
∑i−1

j=1 gj|a

log2(i+ 1)
, (3.4)

where a is an aspect in the set of query aspects Ap, gi|a denotes the aspect-specific gain
of the i-th query given aspect a, and the normalization constant ZN is chosen so that
the perfect QAC list gets an α-nDCG@N score of 1. The α-nDCG@N commonly is
computed at a trade-off α = 0.5 in order to give equal weights to both relevance and
diversity and all rewards are discounted by a log-harmonic discount function of rank.
Generally, these diversity metrics reward newly-added aspects and penalize redundant
aspects of query completions. See the referred literature for details on how these metrics
are computed.

In our experiments, the statistical significance of observed differences between the
performance of two approaches is tested using a two-tailed paired t-test and is denoted
using N (H) for significant differences at level α = .01 and M (O) at level α = .05.
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3.4. Summary

3.4 Summary

In this chapter, we have detailed the currently established methodology for evaluating
query auto completion rankings. In particular, we have presented the general experi-
mental setup for query auto completion in information retrieval and then described the
publicly available benchmark query log collections used for query auto completion. In
addition, we have introduced the most widely used metrics for QAC evaluation, includ-
ing the measure for the accuracy of query completion as well as for the diversification of
query auto completion.

So far, we have introduced the background and experimental methodology of this the-
sis. From the next chapter, we will focus on our investigation on query auto completion
in information retrieval.
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4
Prefix-adaptive and Time-sensitive

Personalized Query Auto Completion

A common and effective approach in previous work on query auto completion (QAC) is
to extract, for each prefix, all past queries that expand it from a period of query logs, and
then rank them by their popularity (Bar-Yossef and Kraus, 2011; Shokouhi and Radinsky,
2012; Strizhevskaya et al., 2012), i.e., by the number of times they have been submitted.
This assumes that the current and future query popularity are the same as the past query
popularity. Although this kind of approach results in satisfactory QAC performance on
average, it is far from optimal since it fails to take strong clues from time, trend and user-
specific context into consideration while such information often influences the queries
most likely to be typed.

For instance, as illustrated in Figure 4.1, personalized QAC may inject the most popu-
lar completions from a user as query completions for that particular user; see Figure 4.1a
(not personalized) and Figure 4.1b (personalized). From Figure 4.2a and Figure 4.2b,
obtained using Google Trends,1 we see that query popularity strongly depends on time.
We observe a clear burst for the query “MH17” around July 18, 2014. We also see that
query popularity may be subject to cyclic phenomena: there is a yearly cycle for the
query “New year” and a weekly cycle for the query “Movie.” These phenomena can be
explored to forecast a query’s future popularity, which motivates a QAC approach that
takes both the temporal aspect and the personal context into account. The work in this
chapter is an attempt towards this objective.

In addition, some user inputs are easier to complete than others, depending on the
“popularity” of the prefix, as measured by the number of returned query completions.
Consider, for instance, Table 4.1, which displays a search session with three queries
from the well-known AOL query log (Pass et al., 2006). For the sake of the example, let
us assume that we have not yet seen the last query (row 4 in Table 4.1a, the query “json-
line”), and that there are three lists in Table 4.1b of query completions with the initial
prefix “js,” “jso” and “json,” respectively, of this query “jsonline,” for which we want to
recommend completions. A regular baseline based on the most popular query is applied
to produce these completions (Bar-Yossef and Kraus, 2011). More query completions
are returned for the first prefix (row 2 in Table 4.1b) than for the second and third prefix
(rows 3 and 4, respectively, in Table 4.1b). This means that, for a single popularity-based

1http://www.google.com/trends
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ieee 
ieee xplore
ieee citation
ieee spectrum

IEEE

(a) Completion of the prefix “IEEE” without logging in.

ieee transactions on knowledge and data engineering
ieee member
ieee xplore
ieee citation

IEEE

(b) Completion of the prefix “IEEE” after logging in.

Figure 4.1: Query auto completions of the typed prefix “IEEE” under different
settings.

QAC approach, if the user inputs the prefix “jso” (or “json”), then, since there are few
queries that start with “jso” (or “json”), the auto completion task is easier and is likely to
produce better predictions. On the other hand, if the user’s inputs are the letters “js” as
a prefix, the large number of possible completions makes the prediction task harder. We
treat the prefix “jso” (or “json”) as a long-tail prefix and the prefix “js” as a normal one if
we set the threshold N = 10 for the number of returned query completions. This ratio-
nale motivates us to work with a modified QAC model to adaptively deal with long-tail
prefixes.

In this chapter, we focus on how to incorporate information of time-sensitivity with
that of user-personality for boosting the performance of QAC. This chapter addresses
research questions RQ1–RQ6 as specified in §1.1. In particular, we propose to return
the top N query completions by predicted popularity based on their cyclic behavior and
recent trend, and then rerank these completions by user-specific context so as to output
a final list of query completions. We propose two time-sensitive QAC models, λ-TS-
QAC and λ∗-TS-QAC, that employ either a fixed trade-off λ or an optimal trade-off λ∗

to answer the following research questions:

RQ1 As a sanity check, what is the accuracy of query popularity prediction generated
by various models?

RQ2 How do our time-sensitive QAC models (λ-TS-QAC and λ∗-TS-QAC) compare
against state-of-the-art time-sensitive QAC baselines?

We propose to predict a query’s future popularity based on its recent trends as well as its
cyclic popularity behavior, with a trade-off controlling these two parts when combining
them together for a final ranking score. Such a trade-off can be assigned with a fixed value
or can be individually optimized for each particular query based on a regression model.
Our results show that λ∗-TS-QAC performs better in terms of MAE and SMAPE than
all aggregation- and trend-based baselines, as well as λ-TS-QAC. We use the predicted
query popularity to rank query completions for answering RQ2 and find that λ∗-TS-QAC
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(a) Relative query popularity in the past few years (2004–present).

(b) Relative query popularity within 3 months (June, 2014–August, 2014).

Figure 4.2: Relative query popularity for different queries over time. Queries:
“MH17” in blue, “Movie” in red and “New year” in yellow. The snapshot was taken
on Thursday, February 12, 2015.

outperforms the baseline as well as λ-TS-QAC in terms of MRR for most cases.
After incorporating the personal information from a user’s search context into our

time-sensitive QAC model, we propose a hybrid QAC model λ∗-H-QAC that considers
both time-sensitivity and user personalization to compare with an n-gram based hybrid
model λ∗-HG-QAC so as to answer the research questions:

RQ3 Does λ∗-H-QAC outperform time-sensitive QAC methods, e.g., λ∗-TS-QAC?

RQ4 How does λ∗-H-QAC compare against personalized QAC method using n-gram
based query similarity?

RQ5 How does λ∗-H-QAC compare against λ∗-HG-QAC?

Finally, in this chapter, an extension of λ∗-H-QAC, named λ∗-H′-QAC, is proposed to
deal with long-tail prefixes, i.e., unpopular prefixes, by optimizing the contributions from
the predicted query popularity and from the user-specific context. To verify its effective-
ness, we address another research question:

RQ6 How does λ∗-H′-QAC compare against λ∗-H-QAC on long-tail prefixes? And on
all prefixes?

We prove that, after integrating the user-centered search context with our time-sensitive
QAC model, our proposal, i.e., a prefix-adaptive hybrid QAC approach, further boosts
the accuracy of ranking query completions.

Our contributions in this chapter can be summarized as follows:
(1) We address the challenge of query auto completion in a novel way by considering

both time-sensitive query popularity and user-specific context.
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Table 4.1: An AOL session example (Top) and lists of top ten (at most) candidates
returned based on frequency after typing the corresponding prefix (Bottom).

(a) An AOL session example.

1 SessionID UserID Query Time

2 310 1722 badjocks 20060523, 10:17:44
3 310 1722 jsonline 20060523, 10:21:30
4 310 1722 jsonline 20060523, 10:21:37

(b) Lists of top ten (at most) candidates after typing corresponding prefix.

1 Prefix List of top ten (at most) QAC candidates

2 js jsonline, jsu, js, jstor, js online, jsfirm, jsp, js collection, jso, jscfcu
3 jso jsonline, jso
4 json jsonline

(2) We propose a new query popularity prediction method that explores the cyclic
behavior and recent trend of query popularity, achieving a better approximation to
the real popularity in terms of Mean Average Error (MAE).

(3) We extend our hybrid QAC model to deal with long-tail prefixes by optimizing the
contributions from query popularity and user-specific context.

The remainder of this chapter is organized as follows. Our prefix-adaptive and time-
sensitive personalized query auto completion approach is described in §4.1, while the
experimental setup is presented in §4.2; §4.3 reports our experimental results. We con-
clude in §4.4 where we also recommend several directions for future work.

4.1 Approach

In this section we describe our time-sensitive personalized query auto completion ap-
proach, a hybrid model that not only inherits the merits of time-sensitive query auto
completion but also considers a user’s personal context. Table 4.2 provides an overview
of various QAC approaches; the baselines (rows 1–3) are described in the literature; we
detail our models (rows 4–10) in three steps: time-sensitive QAC first, then personalized
QAC, and, finally, hybrid QAC.

4.1.1 Periodicity and Trend Based QAC

We propose a time-sensitive QAC method, TS-QAC, that ranks query completions by
predicted query popularity (i.e., their frequency) based on periodicity and recent trends
so that we can detect both cyclicity and instantly frequent queries. TS-QAC not only
inherits the merits of time-series analysis for long-term observations of query popularity,
but also considers recent variations in query counts. Specifically, we predict a query q’s
next-day popularity ỹt0+1(q, λ) at day t0 + 1 after day t0 by both its recent trend and
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Table 4.2: Description of query popularity prediction methods and QAC ap-
proaches.
Approach Description Source

Pk Predict a query’s future popularity by ag-
gregating the frequency in the past k days

(Shokouhi and
Radinsky, 2012)

MPC-ALL Rank query completions according to the
popularity on the whole log

(Bar-Yossef and
Kraus, 2011)

MPC-R-TW Rank query completions according to the
popularity within a fixed time window

(Whiting and Jose,
2014)

O-MPC-R Rank query completions according to the
popularity within an optimal time win-
dow

(Whiting and Jose,
2014)

Ptrend Predict a query’s future popularity by its
recent trend as described in (4.3)

This chapter

λ∗-TS-QAC A TS-QAC model with an optimal param-
eter λ∗ used in (4.1), achieved by (4.7)

This chapter

Personalized QAC Rank query completions according to the
similarity to previous queries as (4.8)

This chapter

λ-H-QAC A hybrid model integrating λ-TS-QAC as
(4.13) and personalized QAC as (4.14)

This chapter

λ∗-H-QAC A hybrid model integrating λ∗-TS-QAC
by (4.7) and personalized QAC as (4.14)

This chapter

G-QAC A hybrid model integrating MPC-ALL
and n-gram based personalization as
(4.12)

This chapter

λ∗-HG-QAC A hybrid model integrating λ∗-TS-QAC
and n-gram based personalization as
(4.12)

This chapter

λ∗-H′-QAC A modified λ∗-H-QAC model with long-
tail prefix detection added

This chapter

periodicity with a free parameter λ (0 ≤ λ ≤ 1) controlling the contribution of each
component:

ỹt0+1(q, λ) = λ · ŷt0+1(q)trend + (1− λ) · ȳt0+1(q)peri, (4.1)

where λ = 1 for aperiodic queries and 0 ≤ λ < 1 for periodic queries. The term
ŷt0+1(q)trend is estimated via a linear aggregation of predictions from Ndays recent ob-
servations:

ŷt0+1(q)trend =
∑Ndays

i=1 norm(ωi) · ŷt0+1(q, i)trend, (4.2)

where norm(ωi) normalizes the contributions from each day to ensure
∑
i ωi = 1.

We introduce a temporal decay function to output the weight before normalizing as
ωi = fTD(i)−1, where f is a decay factor and TD(i) refers to the interval from day i to
the future day t0 + 1. We identify the highest prediction accuracy parameter Ndays for
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each query based on past observations in the whole log using a multiple linear regression
model, following (Whiting and Jose, 2014). The prediction ŷt0+1(q, i)trend from each
day i (i = 1, . . . , Ndays) is derived from the first order derivative of q’s daily count
C(q, t) as:

ŷt0+1(q, i)trendyt0−TD(i)(q, i) +

∫ t0+1

t0−TD(i)

∂C(q, t)

∂t
dt, (4.3)

where yt0−TD(i)(q, i) is the observed query count of q at day i.
The periodicity term ȳt0+1(q)peri in (4.1) is smoothed by simply averaging the recent

M observations ytp at preceding time points tp = t0 + 1− 1 · Tq, . . . , t0 + 1−M · Tq
in the log:

ŷt0+1(q)peri = 1
M

∑M
m=1 yt0+1−m·Tq

(q), (4.4)

where Tq denotes q’s periodicity.
For detecting cyclic aspects of a query q’s frequency, we use the autocorrelation co-

efficients (Chatfield, 2004), which measure the correlation between Ns successive count
observations C(q, t) at different times t = 1, 2, . . . , Ns in the query log. The correlation
is computed between a time series and the same series lagged by i time units as:

ri =

∑Ns−i
t=1 (C(q, t)− x̄1)(C(q, t+ i)− x̄2)(∑Ns−i

t=1 (C(q, t)− x̄1)2
) 1

2
(∑Ns

t=i+1(C(q, t+ i)− x̄2)2
) 1

2

, (4.5)

where x̄1 is the mean of the first Ns − i observations and x̄2 is the mean of the last
Ns− i observations. For Ns reasonably large, the denominator in (4.5) can be simplified
by approximation. First, the difference between the means x̄1 and x̄2 can be ignored.
Second, the difference between summations over observations 1 to Ns − i and i + 1 to
Ns can be ignored. Accordingly, ri can be approximated by:

ri ≈
∑Ns−i
t=1 (C(q, t)− x̄)(C(q, t+ i)− x̄)∑Ns

t=1(C(q, t)− x̄)2
, (4.6)

where x̄ =
∑Ns

t=1 C(q, t) is the overall mean.
In addition, we choose an optimal λ∗ by minimizing the metric Mean Absolute Error

(MAE) (described in §4.2) as:

λ∗ = arg min
0≤λ≤1

1

|Q|
· 1

|Lv|
∑
q∈Q

|Lv|∑
s=1

|ỹs(q, λ)− ys(q)|, (4.7)

where ỹs(q, λ) and ys(q) are the predicted and the true query counts at day s in the
validation period (Lv days), respectively.

Algorithm 1 details the major steps of our time-sensitive QAC method. We write λ-
TS-QAC for the version with a fixed λ and λ∗-TS-QAC for the version where an optimal
λ∗ is chosen. We fix the optimal number of days for predicting the popularity trend by
minimizing the MAE in line 10 in Algorithm 1.
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Algorithm 1 Time-sensitive query auto completion (TS-QAC).

Input: All queries: Q;
Length of training and validation days: Lt and Lv;
Querying time: t0;
Number of returned completions: N ;

Output: Predictions: Q̄ = {ȳt0+1(q) : q ∈ Q};
Top N completions of each prefix of all queries;

1: for each q ∈ Q do
2: Tq ← autocor(Count(q));
3: for i = 1, · · · , Lt do
4: for j = 1, · · · , Lv do
5: ŷt0+1(q)trend[j]← Regression(Count(q)[1 : i]);
6: AbsoluteError[j]← ŷt0+1(q)trend[j]− yt0+1(q)|;
7: end for
8: MAE (i)← mean(AbsoluteError);
9: end for

10: Ndays ← arg min1≤i≤Lt
MAE (i);

11: Update ŷt0+1(q)trend with optimal Ndays and Compute ȳt0+1(q)peri;
12: end for
13: Find an optimal λ∗ by (4.7);
14: λ← λ∗;
15: for each q ∈ Q do
16: ỹt0+1(q, λ)← λ× ŷt0+1(q)trend + (1− λ)× ȳt0+1(q)peri;
17: end for
18: for each q ∈ Q do
19: for each prefix p of q do
20: Return top N completions of p ranked by ỹt0+1(q, λ);
21: end for
22: end for

4.1.2 Personalized QAC

Next, we extend our time-sensitive QAC model described in §4.1.1 with personalized
QAC. After sorting the queries with typed prefix p by predicted popularity following
(4.1), we are given a ranking list of top N query completions. Let S(p) represent the set
of returned top N query completions of prefix p.

Our personalized QAC works by scoring candidates qc ∈ S(p) using a combination
of similarity scores Score(Qs, qc) and Score(Qu, qc), where Qs relates to the recent
queries in the current search session and Qu refers to those of the same user issued
before, if available, as:

Pscore(qc) = ω · Score(Qs, qc) + (1− ω) · Score(Qu, qc), (4.8)

where ω controls the weight of the individual components. Personalized QAC works at
the session-based and user-dependent level.

To compute the required similarity scores, we first consider how to represent queries
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in Qs and Qu. A naive approach would be to represent a query by n-grams or its terms
as “a bag of words.” The resulting similarity measure can capture syntactic reformula-
tions. However, the problem is that queries are short, and thus their vocabulary is too
sparse to capture semantic relationships. In order to overcome this sparsity problem, we
use another solution to measure similarity. We observe in our datasets (see Table 4.3 and
Figure 4.4) that users often request the same query or reformulate the query by modifying
previous ones within the same session. We treat a user’s preceding queries Qs in the cur-
rent session and their preceding queries Qu in the historical log as context to personalize
QAC where we measure similarity at the character level.

We represent a query qs ∈ Qs and qc ∈ S(p) by the terms as {ws1, ws2, . . . , wsm}
and {wc1, wc1, . . . , wcn} and let N(w∗, q∗) denote the count of w∗ appearing in q∗. We
estimate the similarity between qc and Qs as a conditional probability:

Score(Qs, qc) = p(qc | Qs) (4.9)

=
∑
qs∈Qs

norm(ωs) · p(qc | qs),

where norm(ωs) introduces a decay function ωs = fTD(s)−1 as in (4.2) except that here
TD(s) refers to the interval between qc and qs, and p(qc | qs) is calculated following (Cai
et al., 2014a) as:

p(qc | qs) =
∏

wci∈qc

p(wci | qs)N(wci,qc) (4.10)

=
∏

wci∈qc

p(wci |W (wci))
N(wci,qc),

where W (wci) = {w : w ∈ qs | w[0] = wci[0]} is a set of terms in qs sharing the same
start with wci, and define

p(wci |W (wci)) ≡ Similarity(wci,W (wci))

=
1

|W (wci)|
∑

wj∈W (wci)

Similarity(wci, wj)

=
1

|W (wci)|

|W (wci)|∑
j=1

len(common(wci, wj))

min(len(wci), len(wj))
,

where len(common(wci, wj)) is the maximal length of common string appearing in wci
and wj from the beginning.

We compute Score(Qu, qc) in a different manner from Score(Qs, qc) in (4.9) be-
cause in this setting it is desirable to consider both query count and time interval. We
output Score(Qu, qc) as:

Score(Qu, qc) = p(qc | Qu) =
∑
qu∈Qu

norm(ωu) · p(qc | qu), (4.11)

where norm(ωs) only depends on the query count—we assume that frequent queries
reflect a user’s personal search clues.

46



4.1. Approach

Algorithm 2 Hybrid QAC model

Input: Predictions: Q̄;
user: u;
prefix: p;
number of query completions to be reranked: N ;
fixed trade-off: γ;

Output: Ranked list of top N query completions of p;
1: Produce S(p) consisting of top N query completions by (4.1);
2: List u’s queries Qu and Qs;
3: for each qc ∈ S(p) do
4: Compute TSscore(qc) based on (4.13);
5: for each qs ∈ Qs do
6: p(qc | qs) = Similarity(qc, qs);
7: end for
8: Compute Score(Qs, qc) based on (4.9);
9: for each qu ∈ Qu do

10: p(qc | qu) = Similarity(qc, qu);
11: end for
12: Compute Score(Qu, qc) based on (4.11);
13: Compute Pscore(qc) based on (4.8) and (4.14);
14: end for
15: Re-rank S(p) by HQscore(qc) based on (4.12);
16: Return a reranked list of S(p);

4.1.3 Hybrid QAC
We introduce a hybrid QAC model that combines time-sensitive QAC (TS-QAC)

with personalized QAC. First, TS-QAC produces a list of query completions S(p) of
prefix p. We assign TSscore(qc) to each candidate qc ∈ S(p) using its predicted popu-
larity, i.e., ỹt0+1(qc, λ) in (4.1). Like (Bar-Yossef and Kraus, 2011), we then define our
hybrid models as convex combinations of two scoring functions:

Hscore(qc) = γ · TSscore(qc) + (1− γ) · Pscore(qc). (4.12)

As TSscore(qc) and Pscore(qc) use different units and scales, they need to be stan-
dardized before being combined. We standardize TSscore(qc) (used in (Bar-Yossef and
Kraus, 2011)) as:

TSscore(qc)←
ỹt0+1(qc, λ)− µT

σT
, (4.13)

where µT and σT are the mean and standard deviation of the predicted popularity of
queries in S(p). Similarly, we use (4.8) to obtain

Pscore(qc)←
Pscore(qc)− µP

σP
, (4.14)

where µP and σP are the mean and standard deviation of similarity scores of queries
in S(p). Algorithm 2 describes our hybrid QAC model, which requires a ranked list of
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Algorithm 3 Optimization on long-tail prefixes (OLP)

Input: Predictions: Q̄;
prefix set: P̄ ;
number of query completions to be reranked: N ;
threshold: Num;

Output: Subset P̄1 for long-tail prefixes and P̄2 for others;
1: P̄1 = P̄2 = {};
2: for each prefix p ∈ P̄ do
3: Produce S(p) consisting of top N query completions by (4.1);
4: if N < Num then
5: P̄1 = P̄1 ∪ {p};
6: else
7: P̄2 = P̄2 ∪ {p};
8: end if
9: for each qc ∈ S(p) do

10: Compute TSscore(qc) based on (4.13);
11: Compute Pscore(qc) based on (4.8) and (4.14);
12: end for
13: end for
14: Apply linear regression on P̄1, producing an optimal weight γ̄ in (4.12);
15: Return γ̄, P̄1 and P̄2;

query completions along with their predicted popularity as produced by Algorithm 1;
(4.12) provides the overall ranking score (see Algorithm 2, row 15).

We write λ-H-QAC to refer to the hybrid combination of λ-TS-QAC (used at line 4
in Algorithm 2) and the personalization approach described in the previous section; we
write λ∗-H-QAC for the variant where λ has been optimized according to (4.7). For com-
parison, we also introduce other combined QAC models that consider query popularity
and personalization. For instance, the G-QAC model derives the TSscore(qc) score in
(4.12) by MPC-ALL and Pscore(qc) by using an n-gram representation similarity. Sim-
ilarly, λ∗-HG-QAC model generates TSscore(qc) by our λ∗-TS-QAC (in §4.1.1) and
Pscore(qc) by the same n-gram representation similarity.

4.1.4 Modified λ∗-H-QAC (λ∗-H′-QAC)

In (4.12), the λ∗-H-QAC model assigns a fixed weight γ to TSscore(qc) and 1 − γ
to Pscore(qc) when calculating the final ranking score for the candidate qc. All prefixes
are handled equally when we score the candidates associated with them. However, we
observe that some typed prefixes are easier to complete than others. This depends on the
prefix popularity discussed in the beginning of this chapter. This observation motivates
an extended ranking model upon λ∗-H-QAC. Rather than using a fixed weight γ for all
prefixes, we assign an optimal weight γ̄ to long-tail prefixes after checking their prefix
popularity.

More specifically, to derive γ̄ we first partition the prefixes in the training data into
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Algorithm 4 λ∗-H′-QAC

Input: Predictions: Q̄;
prefix set: P̄ ;
number of query completions to be reranked : N ;
optimal trade-off: γ̄;

Output: Ranking list of top N query completions for each p ∈ P̄ ;
1: for each prefix p ∈ P̄ do
2: List S(p);
3: if p ∈ P̄1 then
4: Perform λ∗-H-QAC for p with γ̄ instead of γ in (4.12);
5: else
6: Perform λ∗-H-QAC for p with a fixed γ in (4.12);
7: end if
8: end for
9: Return a reranked list of S(p);

two buckets according to the number of query completions returned by TS-QAC: long-
tail and the other, i.e., P̄1 and P̄2 in Algorithm 3; then we directly perform a linear
regression on P̄1 to generate an optimal weight γ̄ for long-tail prefixes. Finally, λ∗-H′-
QAC coincides with λ∗-H-QAC for normal prefixes with a fixed weight γ in (4.12) but
unlike λ∗-H-QAC, for long-tail prefixes it uses the optimal weight γ̄. The details are
described in Algorithm 3 and Algorithm 4. We visualize the main steps of our model
λ∗-H′-QAC in Figure 4.3, where most steps are done offline, including generating S(p)
by λ∗-TS-QAC and finding the optimal γ̄ for long-tail prefixes, etc.

4.2 Experiments

In this section, §4.2.1 lists interesting observations from the datasets for experiments; we
detail our settings and parameters in §4.2.2.

4.2.1 Datasets and Baselines

We use two query logs2 in our experiments: AOL (Pass et al., 2006) and one made
available by the Netherlands Institute for Sound and Vision,3 to which we will refer as
“SnV” (Huurnink et al., 2010). For consistency, we partitioned each log into two parts: a
training set consisting of 75% of the query log, and a test set consisting of the remaining
25%. Traditional k-fold cross-validation is not applicable to temporally ordered data
since it would obviously mess up the order (Gama et al., 2014). Queries in the training set
were submitted before May 8, 2006 in the AOL dataset and before October 1, 2013 in the

2Other popular query logs used in recent research, such as the MSN log (Craswell et al., 2009) and the
Sogou log (http://www.sogou.com/labs) were not used. The former lacks user IDs and the latter
is too small.

3http://www.beeldengeluid.nl
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Figure 4.3: Main steps of the λ∗-H′-QAC model.

SnV dataset. We also use the last week of training data to generate optimal parameters:
Ndays in (4.2) and λ∗ in (4.7).

In addition, only queries appearing in both partitions were kept. In total, 95,043
unique queries (21%) in the processed AOL and 6,023 (7%) in SnV show cyclic phe-
nomena in terms of query frequency. Session boundaries are identified by 30 seconds of
inactivity in the AOL dataset; in the SnV dataset a session boundary occurs when a query
has no overlapping terms with the previous query as users routinely view audiovisual
material during the search process; this can lead to periods of inactivity even though the
user is still fully engaged in the search process (Huurnink et al., 2010). Table 4.3 details
the statistics of the datasets.

We display the overlaps of queries with various ways of binning in Figure 4.4. Fig-
ure 4.4a shows the rates of unique 〈user, query〉 pairs posted at different numbers of
repeats. A considerable number of queries are posted more than once by the same user
within the training period (15.9% for AOL and 56.9% for SnV). The discrepancy between
the rates can be explained by considering the type of user the search engine serves: gen-
eral web users in the case of AOL vs. media professionals in the case of SnV. Figure 4.4b
gives us the distribution of sessions containing queries that “evolved” from preceding
queries within the session, where we say that query q2 evolved from query q1 if q2 is
issued after q1 and shares at least one query term with q1. Sessions with more than one
query are considered. In total, there are 983,983 sessions in AOL and 35,942 in SnV left.
Clearly, users reformulate a query very often from its previous queries. The difference
between the sum of all rates (0.531 for AOL and 1 for SnV) is a consequence of different
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4.2. Experiments

Table 4.3: Statistics of the processed AOL and SnV datasets. Queries: Qs, Sessions:
Ss, Users: Us.

AOL SnV

Variables Training Testing Training Testing

#Qs 6,904,655 3,609,617 291,392 154,770
#Unique Qs 456,010 456,010 86,049 86,049
#Ss 5,091,706 2,201,990 176,893 102,496
#Unique Us 466,241 314,153 1051 804
Qs/Session 1.36 1.63 1.65 1.51
Qs/User 14.81 11.49 277.25 192.50
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Figure 4.4: Query repeat rates (left) and variation rates (right) for AOL and SnV.

session segmentation methods.
In Figure 4.5, we plot the the ratios of long-tail prefixes among all prefixes in the

training and test periods of the AOL and SnV datasets, respectively. For AOL, more than
13% of the prefixes are relatively rare in both training and test period. For SnV, fewer
long-tail prefixes are detected, resulting in 12.5% and 12.7% for the training and test
datasets, respectively. This means that, on average, we will encounter at least one long-
tail prefix among every 10 prefixes. This finding motivates us to handle long-tail prefixes
in a dedicated manner. In addition, we find that long-tail prefixes are often observed in
search sessions where users resubmit queries that have been issued before in the current
session, as shown in Figure 4.1. Interestingly, for both datasets the percentage of prefixes
with few candidates (e.g., 1 and 2) is higher than those with more candidates (e.g., 8 and
9).

We consider several QAC baselines: (1) the most popular completion (MPC) QAC
method based on the whole log, referred as MPC-ALL (Bar-Yossef and Kraus, 2011);
(2) an MPC-based QAC method within recent time windows (TW = 2, 4, 7, 14 and
28 days, respectively) denoted as MPC-R-TW (Whiting and Jose, 2014); (3) a recent
QAC method with an optimal time window referred as O-MPC-R, which learns the op-
timal time window for each prefix and performs best on the AOL data in (Whiting and
Jose, 2014). To select the best baseline against which we compare our newly introduced

51



4. Prefix-adaptive and Time-sensitive Personalized Query Auto Completion

Number of returned query completions
>=10 1 2 3 4 5 6 7 8 9

P
er

ce
n

ta
g

e 
(%

)

0

1

2

3

4

10

20

40

80

90

100
Training
Testing

(a) AOL

Number of returned query completions
>=10 1 2 3 4 5 6 7 8 9

P
er

ce
n

ta
g

e 
(%

)

0

1

2

3

4

10

20

40

80

90

100
Training
Testing

(b) SnV

Figure 4.5: Distribution of prefixes with varying numbers of returned query com-
pletions in the AOL and SnV datasets, tested on the training and test periods, re-
spectively.

models, we compare the performance of the three approaches just listed and report the
results in Table 4.4. For both datasets, O-MPC-R outperforms the other two approaches
at different prefix lengths. For instance, it results in near 10% MRR improvements over
MPC-ALL and MPC-R, respectively. Hence, we select O-MPC-R as the baseline for
comparisons against our proposed models in latter experiments.

4.2.2 Settings

Following (Bennett et al., 2012), we set the factor f = 0.95 in the decay function in
§4.1.1. For time-sensitive prediction, we use a fixed λ = 0.5 in (4.1) to compare with
the results produced with an optimal λ∗ returned by (4.7). To detect periodicity, we
count queries per hour for AOL and per day for SnV because of the difference in time
spans of the collected data. This means that for SnV, we compute ŷt0+1(q)peri in (4.4)
directly by averaging the day-level predictions yt0+1−m·Tq

, while for AOL, we firstly
generate predictions per hour and then accumulate them to produce yt0+1−m·Tq . For
identifying trends, we use per day counts to overcome sparsity. For smoothing in (4.4),
we set M = 3, as it performs best when M changes from 1 to 10 in our trials. In our
time-sensitive QAC experiments, we are given a list of top N query completions; we set
N = 10 as this is commonly used by many web search engines.

We balance the contributions of Qs and Qu in (4.8), if available, by setting ω = 0.5,
and construct Qu using the ten most frequent queries of the user while collecting all
preceding queries in the current session to form Qs (see Table 4.3). In particular, for
users without long-term search history, i.e., for cold-start users, we only consider their
short-term search history in the current session for personalization. It could help if we
use the long-term search logs from similar users seen in the training period. For instance,
based on the preceding queries within a current session issued by a new user, we can find
a group of seen users in the training period who have often submitted the same queries
before. By using the long-term search logs of users in this group, we can model the
interests of the new user for personalization. For personalized QAC comparisons, we
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4.3. Results and Discussion

Table 4.4: Selecting our baseline. The performance of various baselines in terms of
MRR, tested on the AOL and SnV datasets after typing 1 to 5 characters as prefix.
The best performing baseline in each column is highlighted in boldface.

AOL

Model #p = 1 #p = 2 #p = 3 #p = 4 #p = 5

MPC-ALL 0.1090 0.1903 0.3018 0.3996 0.4813

MPC-R-

2 days 0.1093 0.1866 0.2989 0.3970 0.4681
4 days 0.1082 0.1814 0.2902 0.3875 0.4593
7 days 0.1120 0.1938 0.3107 0.4113 0.4830
14 days 0.1140 0.1994 0.3217 0.4254 0.4985
28 days 0.1147 0.2009 0.3233 0.4276 0.5076

O-MPC-R 0.1175 0.2027 0.3267 0.4318 0.5087
SnV

Model #p = 1 #p = 2 #p = 3 #p = 4 #p = 5

MPC-ALL 0.1573 0.2497 0.3281 0.4762 0.5438

MPC-R-

2 days 0.2467 0.3526 0.4917 0.6096 0.6913
4 days 0.2281 0.3349 0.4751 0.5794 0.6681
7 days 0.2209 0.3158 0.4519 0.5528 0.6327
14 days 0.1953 0.2946 0.4318 0.5317 0.6108
28 days 0.1731 0.2690 0.3873 0.5167 0.5731

O-MPC-R 0.2519 0.3607 0.5034 0.6133 0.6992

set the size of n-grams to n = 4, which has been recommended in string search (Litwin
et al., 2007) to represent queries. For our hybrid models, we set γ = 0.5 in (4.12), which
is also used by λ∗-H′-QAC for non-long-tail prefixes. In addition, we set the threshold
Num = 10 when classifying prefixes in Algorithm 3.

4.3 Results and Discussion

In §4.3.1, we examine the performance of our time-sensitive QAC model in terms of
its query popularity prediction performance, which we follow with a section about the
trade-off of the parameter λ in §4.3.2. We examine the performance of various TS-QAC
approaches in §4.3.3. Then, §4.3.4 details the effectiveness of our hybrid QAC model;
§4.3.5 provides an analysis of the hybrid QAC model with various personalized QAC
scenarios; §4.3.6 zooms in on the effect on QAC ranking by varying the contribution
weight in hybrid QAC model. §4.3.7 compares the performance of combined QAC mod-
els. Finally, §4.3.8 and §4.3.9 detail the results of our model on long-tail prefixes.
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Table 4.5: The forecast metrics produced by different methods on the AOL and SnV
dataset. The best performer in each column is highlighted in boldface and the best
performing baseline is underlined. Statistical significance of pairwise differences
(λ-TS-QAC vs. the best baseline P∗ and λ∗-TS-QAC vs. the best baseline P∗) are
indicated.

AOL SnV

Method MAE SMAPE MAE SMAPE

P1 0.2906 0.2278 1.2287 0.3104
P3 0.2944 0.2363 1.3739 0.3265
P6 0.2893 0.2325 1.5751 0.3412
Ptrend 0.2996 0.2313 1.2492 0.3117
λ-TS-QAC 0.2848M 0.2197N 1.2291 0.2959N

λ∗-TS-QAC 0.2832M 0.2145N 1.2067N 0.2813N

4.3.1 Query Popularity Prediction Evaluation

Since the true popularity of query completions is unavailable at runtime, QAC ranking
models sort query candidates according to their previously observed popularity (Bar-
Yossef and Kraus, 2011) or predicted popularity inferred from previous logs (Shokouhi
and Radinsky, 2012). In this section, we first evaluate the prediction accuracy on query
popularity, and then measure the impact of these predictions on the quality of QAC rank-
ings in §4.3.3.

Our time-sensitive prediction method considers both the recent and long-term query
frequency to predict the popularity for future. To compare, the predicted query frequen-
cies are aggregated over a past query log (used in (Shokouhi and Radinsky, 2012)) or
only contributed over recent trend as described in (4.3). We denote the former by Pk
where k is the number of previous days used for averaging (k ∈ {1, 3, 6}) and refer to
the latter as Ptrend. We do not take the prediction produced only by periodicity as base-
line because of the unavailability of sufficiently many periodic queries (21% in AOL and
7% in SnV, see §4.2.1). Table 4.5 includes the forecast error rates of different methods
on datasets. The numbers show that λ∗-TS-QAC performs better in terms of MAE and
SMAPE than all aggregation- and trend-based baselines, as well as λ-TS-QAC.

Still focusing on Table 4.5, we take a closer look at the error rates produced by various
models. The MAE achieved on AOL is much smaller than 1 due to the sparseness of
query frequencies. Among the aggregated baselines, MAE favors P6 and SMAPE prefers
P1 on AOL. However, for SnV, P1 wins the competition on both metrics. The numbers
show that with the exception of P1 on SnV, our predictions are better than all aggregated
baselines on both metrics. The differences are statistically significant on SMAPE but not
so according to MAE. Overall, the competitive performance on the AOL dataset can be
explained by the fact that compared to the daily query frequency used in the SnV dataset,
the data here is less sparse and has lower variance.
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Table 4.6: Performance in terms of MRR at prefix length #p ranging from 1 to 5
characters on the AOL and SnV datasets. The best performer in each column is
highlighted in boldface. Statistically significant differences are determined against
the baseline, i.e., O-MPC-R in Table 4.4, and marked in the upper right hand corner
of the corresponding scores; statistically significant differences between λ∗-H-QAC
and λ∗-H′-QAC vs. λ∗-TS-QAC are also detected and marked in the upper left hand
corner of the corresponding scores.

AOL

Model #p = 1 #p = 2 #p = 3 #p = 4 #p = 5

Baseline 0.1175 0.2027 0.3267 0.4318 0.5087
λ-TS-QAC 0.1169 0.1982O 0.3270 0.4390M 0.5115M

λ∗-TS-QAC 0.1208 0.2056M 0.3317M 0.4455N 0.5143N

λ∗-H-QAC 0.1224N 0.2091N M0.3387N M0.4562N M0.5236N

λ∗-H′-QAC 0.1224N 0.2103N N0.3408N N0.4594N M0.5278N

SnV

Model #p = 1 #p = 2 #p = 3 #p = 4 #p = 5

Baseline 0.2519 0.3607 0.5034 0.6133 0.6992
λ-TS-QAC 0.2536 0.3726N 0.5117M 0.6296N 0.7103N

λ∗-TS-QAC 0.2637N 0.3864N 0.5193N 0.6439N 0.7203N

λ∗-H-QAC 0.2662N 0.3907N N0.5355N N0.6690N N0.7491N

λ∗-H′-QAC 0.2662N 0.3913N N0.5376N N0.6702N N0.7505N

4.3.2 Impact of the Trade-off Parameter λ

Next, we manually vary the parameter λ in (4.1) to determine the best prediction accu-
racy, with 0.01 increments. We show the results in Figure 4.6. For AOL (Figure 4.6a),
λ∗-TS-QAC performs best in terms of prediction accuracy with λ∗ = 0.62, suggesting a
light emphasis on recent variations. We repeat our analysis on SnV and summarize the
results in Figure 4.6b. The results are consistent with the overall AOL numbers. SnV
receives an optimal value of λ∗ = 0.83 in our experiments. This is due to the fact SnV
contains fewer periodic queries than AOL and hence it favors predictions from the trend.

Another interesting finding on both datasets from Figure 4.6 is that MAE and SMAPE
favor a relatively larger value of λ and they their behaviors are similar: MAE decreases
as SMAPE comes down. This implies that (1) recent trends are important to predict
future popularity; and (2) periodic phenomena also contribute as the errors go up if their
contribution is removed (that is, with λ = 1).

Next, we have a close look at the optimal λ, i.e., λ∗. We find that for periodic queries,
the optimal λ∗ is often larger than 0.5. For instance, the mean of all these optimal λ∗

in the AOL dataset is close to 0.6. In other words, the contribution from the cyclic
behavior of query popularity is relatively less important than that from the recent trend.
However, neither of them is negligible for predictions of query popularity as both weights
are substantially larger than 0.
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Figure 4.6: Impact of the trade-off parameter λ in TS-QAC on the accuracy of
query popularity prediction for AOL and SnV.

4.3.3 Performance of TS-QAC Ranking

For RQ2, we use MPC-based models to generate QAC rankings for each prefix to com-
pare with our results produced by time-sensitive QAC models, namely, λ-TS-QAC and
λ∗-TS-QAC. Table 4.6 contains the evaluation results of different QAC models in terms
of MRR. On both two datasets, each prefix is used to generate ten QAC rankings. For
now, ignore the λ∗-H-QAC row as we will get to it later. All pairwise differences are
detected and marked if statistically significant.

We find that λ∗-TS-QAC outperforms the baseline as well as λ-TS-QAC in terms of
MRR, while λ-TS-QAC loses against the baseline for #p = 1 and 2 on AOL. Specif-
ically, λ∗-TS-QAC offers a maximal MRR increase against the baseline of 3.2% for
#p = 4, which is significant, and λ-TS-QAC brings an increase by up to 1.7% over
the baseline for #p = 4 on the AOL corpus. On the SnV dataset, we see the biggest
performance improvements over the baseline: almost 7.1% for λ∗-TS-QAC and 3.3%
for λ-TS-QAC, both when expanding a 2-character prefix. The limited improvement of
λ-TS-QAC is probably due to predictions on occasional queries such as news search,
whereas λ∗-TS-QAC smoothes it with cyclic phenomena for QAC.

With an optimal λ∗ specifying the contributions from the recent trends and the cyclic
behavior, the TS-QAC model produces better QAC rankings than with a fixed λ, as we
can see by comparing λ-TS-QAC and λ∗-TS-QAC in Table 4.6. Generally, at different
prefix lengths, λ∗-TS-QAC receives larger MRR gains over λ-TS-QAC on SnV than
AOL. We attribute this to the volume of periodic queries in different datasets as discussed
in §4.3.2.

4.3.4 Hybrid QAC Ranking Performance

Research question RQ3 is aimed at examining whether a user’s personal query similarity
helps generate better QAC rankings. We first give the absolute MRR scores of λ∗-H-
QAC in Table 4.6. For convenience, we report the MRR changes produced by comparing
O-MPC-R against λ∗-H-QAC and λ∗-TS-QAC against λ∗-H-QAC in Table 4.7. With
the appropriate regression model and query similarity measure, λ∗-H-QAC is able to
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Table 4.7: MRR changes observed by comparing O-MPC-R against λ∗-H-QAC and
λ∗-TS-QAC against λ∗-H-QAC, respectively, with a query prefix p of 1–5 characters
on AOL and SnV query logs. The symbol “–” before MRR changes means λ∗-H-
QAC outperforms the corresponding method. Statistical significance of pairwise
differences (O-MPC-R vs. λ∗-H-QAC and λ∗-TS-QAC vs. λ∗-H-QAC) is indicated.

AOL SnV

#p O-MPC-R λ∗-TS-QAC O-MPC-R λ∗-TS-QAC

1 –4.00%H –1.31% –5.37%H –0.94%
2 –3.06%H –1.67% –7.68%H –1.10%
3 –3.54%H –2.07%O –5.99%H –3.03%H

4 –5.35%H –2.35%O –8.33%H –3.75%H

5 –2.85%H –1.79%O –6.67%H –3.84%H

marginally outperform the baselines on both query logs at each prefix length. How-
ever, despite the additional overhead of scoring similarity between queries, λ∗-H-QAC
presents relatively small (∼2%) improvements over λ∗-TS-QAC on AOL. This is due to
the fact that no strongly differential features are explored yet for users.

Compared to AOL, λ∗-H-QAC on SnV achieves more relative MRR gains over the
baselines and the MRR differences are generally enlarged for longer prefixes. In part,
this may be due to the following. Firstly, AOL contains more queries than SnV, although
these are spread sparsely over a three-month period. This could suggest that a search
engine serving more queries is able to generate better completion candidates since it
has a larger sample of similar behavior. Secondly, AOL is a more general search log
across topics while SnV focuses on multimedia search. Thirdly, there may be underlying
demographic differences between users of the two search logs that lead to changes in
query distributions, for example, AOL covers more public users while SnV mostly serves
for media professionals. Additionally, the higher performance of SnV as compared to
AOL could be a consequence of the difference in user activity as Qs/Us in Table 4.3
indicates SnV users submit v20 times more queries than AOL users.

Clearly, for both query logs, λ∗-H-QAC is considerably more effective with a longer
prefix, see Table 4.6 and 4.7. To verify this, we examine the MRR scores with a longer
prefix of up to 10 characters in Figure 4.7. We find that effectiveness converges more
quickly on SnV than AOL when the length of prefix increases, probably because QAC
is constrained by how much evidence is available, and a slightly longer prefix hugely
narrows the number of possible completion candidates, certainly on the SnV dataset.

To illustrate the effectiveness of our model, we consider a test example from the AOL
query log; see Table 4.8. Assume that our user has entered the prefix vo of the last query
in this session, so that we need to recommend query completions for this prefix. The
results shown in Table 4.9 are generated by the O-MPC-R, λ∗-TS-QAC and λ∗-H-QAC
approaches, respectively. Clearly, the queries “volkswagon” and “volkswagen” benefit
more from the search context than others as they are ranked at the top by the λ∗-H-QAC
approach; this is because they are closely related to the earlier query “volks wagon”
(line 4 in Table 4.8). Based on this insight, the queries “volkswagon” and “volkswagen”
are more sensible completions. We could also explain it by introducing the semantic
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Figure 4.7: QAC performance in terms of MRR observed for each approach, with
a query prefix p of 1–10 characters for the AOL and SnV query logs.

Table 4.8: An AOL test session.
1 SesionID UserID Query Time

2 221 1038 euro car 20060519, 15:19:12
3 221 1038 eurocar 20060519, 15:19:53
4 221 1038 volks wagon 20060519, 15:21:07
5 221 1038 volkwagon 20060519, 15:21:21

similarity between the query completion and the previous queries in session. We consider
the query pair likelihood ratio (Jones et al., 2006, (LLR)) in (4.15) as

LLR(q1, q2) = −2 log
L(q2 | ¬q1)

L(q2 | q1)
,

where L(q2 | ¬q1) denotes the number of queries containing q2 but without q1, and
L(q2 | q1) indicates the volume of queries containing both q1 and q2, to see whether their
co-occurrence in a search session is statistically significant. We find that, for instance,
the pairs of query “volks wagon” and “volkswagon” or of query “volks wagon” and
“volkswagen” co-occur relatively more often in sessions than other pairs.

4.3.5 Personalized QAC Performance Analysis
To help us answer RQ4, we compare the performance of λ∗-H-QAC with two personal-
ized QAC scenarios (G-QAC and Personalized QAC listed in Table 4.2) and record the
MRR scores of these two methods in Table 4.10. We also report the MRR changes pro-
duced by comparing G-QAC against λ∗-H-QAC, as well as Personalized QAC against
λ∗-H-QAC in brackets in Table 4.10.

λ∗-H-QAC significantly outperforms G-QAC and Personalized QAC on both AOL
and SnV in terms of MRR scores at all cases, which again confirms the above observa-
tions in Table 4.6. For AOL, Personalized QAC does not work well and its MRR scores
are always substantially lower than those of G-QAC, suggesting that ranking query com-
pletions only according to query similarity on bigger dataset is not reliable because the
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Table 4.9: Ranked lists of query completions for the prefix “vo”.
(a) Ranked by O-MPC-R.

1 vonage
2 voyeur
3 volvo
4 voyeurweb
5 volcanoes
6 volkswagon
7 volkswagen
8 voyeur web
9 volume

10 volcano

(b) Ranked by λ∗TS-QAC.

1 vonage
2 voyeur
3 volvo
4 volkswagon
5 voyeurweb
6 volkswagen
7 volcanoes
8 volume
9 voyeur web

10 volcano

(c) Ranked by λ∗H-QAC.

1 volkswagon
2 volkswagen
3 volvo
4 volume
5 volcanoes
6 volcano
7 vonage
8 voyeur
9 voyeurweb

10 voyeur web

number of query completions is very large and users often issue new queries. Interest-
ingly, Personalized QAC outperforms G-QAC on SnV. We believe this can be attributed
to (i) SnV users frequently issue similar queries in the current search session or in a long-
term period, yielding distinguishable similarity scores for query completions; and (ii) the
average number of queries of SnV users is larger, resulting in a better estimation of Qu
in (4.8).

Additionally, the MRR improvements of λ∗-H-QAC over G-QAC are still very high,
indicating that MPC-ALL in G-QAC may often eliminate useful query completions. This
negative effect is strengthened by low volumes of queries as the relative changes on SnV
(around 15%) are larger than those on AOL (around 7%). We conclude that a small
dataset suffers more from uncertainty on query popularity for ranking query completions.

4.3.6 Effect of the Contribution Weight γ

Next, we examine the effect on the overall QAC performance of varying the contribution
weight γ in (4.12) in our hybrid QAC model, λ∗-H-QAC, from 0 to 1, on AOL and SnV.
See Figure 4.8. For AOL (Figure 4.8a), if the value of γ used in λ∗-H-QAC goes up from
0 to 0.4, the performance increases more dramatically compared with the results under
other settings (0.4 < γ ≤ 1). If we rank query completions only by query similarity, i.e.,
γ = 0, the performance is worse than any other result. The MRR value of λ∗-H-QAC
reaches its peak around γ = 0.7 for all cases, which shows that λ∗-H-QAC favors time-
sensitive popularity over user’s query similarity on AOL. This finding is confirmed when
we average MRR values produced under different settings: 0 ≤ γ ≤ 0.5 and 0.5 ≤ γ ≤ 1
for each length of prefix. Obviously, the average MRR of the latter (0.5 ≤ γ ≤ 1) is
higher for all cases.

In contrast to AOL, the optimal value of γ on SnV (Figure 4.8b) is around 0.3, which
indicates that QAC ranking on SnV favors user’s query similarity a bit more. The dis-
crepancy between the optimal value of γ on SnV and the optimal value of γ on AOL
can be explained by considering the number of issued queries of each user. Having suf-
ficiently many personal queries results in effective personalized QAC on SnV. The MRR
of SnV tends to be more sensitive to γ than that of AOL as it varies dramatically with
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Table 4.10: MRR scores of G-QAC and Personalized QAC (Per. QAC), as well as
MRR changes in bracket produced by comparing G-QAC against λ∗-H-QAC (in
Table 4.6), and Personalized QAC against λ∗-H-QAC, respectively, with a query
prefix p length of 1–5 characters tested on AOL and SnV query logs. Significant
differences against λ∗-H-QAC are indicated.

AOL SnV

#p G-QAC Per. QAC G-QAC Per. QAC

1 0.1132H 0.0174H 0.2313H 0.2427H

(-7.52%) (-85.78%) (-13.11%) (-8.83%)

2 0.1987H 0.0688H 0.3443H 0.3619H

(-4.97%) (-67.10%) (-11.88%) (-7.35%)

3 0.3175H 0.1371H 0.4564H 0.5018H

(-6.26%) (-59.52%) (-14.76%) (-6.29%)

4 0.4180H 0.2256H 0.5658H 0.6197H

(-8.37%) (-50.55%) (-15.43%) (-7.37%)

5 0.4981H 0.3312H 0.6353H 0.7098H

(-4.88%) (-36.75%) (-15.19%) (-5.25%)

the increase of γ, especially when 0.5 ≤ γ ≤ 1. The overall MRR score of λ∗-H-QAC
is better than that produced by just setting γ = 0 or γ = 1, which is consistent with our
findings for AOL.

4.3.7 Performance of Combined QAC Models

To answer RQ5, we compare λ∗-HG-QAC (in Table 4.2) with λ∗-H-QAC (MRR scores
reported in Table 4.6). The MRR scores of λ∗-HG-QAC and the corresponding changes
against λ∗-H-QAC tested on AOL and SnV are recorded in Table 4.11. We find that
λ∗-HG-QAC performs better on SnV than on AOL, with higher MRR scores in all cases.
However, λ∗-H-QAC consistently outperforms λ∗-HG-QAC as the MRR changes pro-
duced by comparing λ∗-HG-QAC against λ∗-H-QAC are always negative.

Another interesting finding is that λ∗-HG-QAC performs very competitive with λ∗-
H-QAC, especially on SnV, and the differences are limited (MRR changes: ∼1%). This
appears to be due to the fact that: (1) λ∗-HG-QAC scores the query similarity on a
close character level but confronts the sparseness problem: (2) the number of grams n is
artificially fixed, resulting in failure to rank query completions properly.

4.3.8 Performance on Long-tail Prefixes

To answer RQ6, we examine the performance of λ∗-H′-QAC on the subsets of the AOL
and SnV datasets that only contain long-tail prefixes to compare against the results pro-
duced by λ∗-H-QAC under setting γ = 0.5 in (4.12). We report the results in Table 4.12
in terms of MRR at various number of returned query completions (No.) ranging from 1

60



4.3. Results and Discussion

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

γ

M
R
R

#p=1 #p=2 #p=3 #p=4 #p=5

(a) AOL

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

γ

M
R
R

#p=1 #p=2 #p=3 #p=4 #p=5

(b) SnV

Figure 4.8: Performance of λ∗-H-QAC when varying the combination weight γ with
a query prefix p length of 1–5 characters for the AOL and SnV query logs.

Table 4.11: MRR scores of λ∗-HG-QAC, as well as MRR changes produced by com-
paring λ∗-HG-QAC against λ∗-H-QAC (MRR scores presented in Table 4.6), with
a query prefix p length of 1–5 characters tested on the AOL and SnV query logs.
Significant differences (λ∗-HG-QAC vs. λ∗-H-QAC) are indicated.

AOL SnV

#p MRR change MRR change

1 0.1213 -0.90% 0.2650 -0.45%
2 0.2066O -1.21%O 0.3891 -0.41%
3 0.3330O -1.68%O 0.5309 -0.86%
4 0.4476H -1.89%H 0.6617O -1.10%O

5 0.5179 -1.09% 0.7398O -1.24%O

to 9, including the case of No. = 1, where λ∗-H′-QAC and λ∗-H-QAC display the same
performance.

From Table 4.12 we can see that, generally, λ∗-H′-QAC outperforms λ∗-H-QAC in
terms of MRR on both datasets. It achieves 1.94% and 2.45% MRR improvements on
average over λ∗-H-QAC for all long-tail prefixes in the AOL and SnV subsets, respec-
tively. Moreover, we checked the weights returned by a regression model, which control
the contributions from the time-sensitive part and the personalized aspect in λ∗-H′-QAC,
i.e., γ and 1 − γ in (4.12), and found that γ is less than 0.5 on both datasets (∼0.42 for
AOL and ∼0.31 for SnV), implying that personalization is more important for long-tail
prefixes. For long-tail prefixes, the final submitted queries often occurred in the current
session. In other words, for these cases, repeated query submissions in the same session
are often observed.

One particularly interesting observation from Table 4.12 is that λ∗-H′-QAC achieves
relatively larger MRR gains over λ∗-H-QAC when the median number of query comple-
tions (e.g., No. = 4 or 5) are returned. This can be attributed to the following: (i) for cases
with fewer query completions returned, e.g., No. = 2 or 3, λ∗-H′-QAC achieves similar
results, resulting in many draws; (ii) the cases with more query completions returned,
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Table 4.12: Performance of λ∗-H-QAC and λ∗-H′-QAC in terms of MRR at various
numbers of returned query completions (No.) ranging from 2 to 9 on the subset
of AOL and SnV datasets only containing long-tail prefixes. Significant differences
(λ∗-H′-QAC vs. λ∗-H-QAC) are indicated.

AOL SnV

No. λ∗-H-QAC λ∗-H′-QAC λ∗-H-QAC λ∗-H′-QAC

1 1.0000 1.0000 1.0000 1.0000
2 0.7756 0.7842 0.8217 0.8305
3 0.6119 0.6207 0.6412 0.6547
4 0.4701 0.4863N 0.5231 0.5398N

5 0.4197 0.4318M 0.4729 0.4921N

6 0.3558 0.3617 0.3927 0.4035M

7 0.2987 0.3014 0.3138 0.3198
8 0.2461 0.2492 0.2793 0.2816
9 0.2074 0.2098 0.2239 0.2267

e.g., No. = 8 or 9, account for the minority of long-tail prefixes, as shown in Figure 4.5,
resulting in limited improvements.

4.3.9 Performance of Modified Hybrid QAC

Finally, we examine the overall performance of λ∗-H′-QAC on the complete datasets
(AOL and SnV) to compare against other models. The results in terms of MRR scores
are listed in Table 4.6, row 7.

We can see from Table 4.6 that (1) with long-tail prefix detection, our extended hybrid
QAC model, i.e., λ∗-H′-QAC, receives the highest MRR scores among the five methods
at all lengths of prefix, suggesting that long-tail prefix detection helps boost QAC per-
formance; (2) for some cases, e.g., #p = 3 on AOL, significant improvements at level
α = .01 are observed by comparing λ∗-H′-QAC against λ∗-TS-QAC, however, which
are not seen on the comparisons between λ∗-H-QAC and λ∗-TS-QAC; (3) λ∗-H′-QAC
achieves the equal performance with λ∗-H-QAC at #p = 1 because there is no long-tail
prefix consisting of only one character.

In general, λ∗-H′-QAC achieves limited improvements over λ∗-H-QAC. This is be-
cause the majority of prefixes in the datasets are returned by more than ten candidates, in
other words, they are not long-tail prefixes, and in such cases, λ∗-H′-QAC will degener-
ate to λ∗-H-QAC and then reports the same MRR scores with λ∗-H-QAC.

4.4 Conclusion

Most previous work on query auto completion (QAC) focuses on either time-sensitive
maximum likelihood estimation or context-aware similarity. In this chapter we have
adopted a combination of the two aspects of the QAC problem, where time-series analy-
sis is used to predict a query’s future frequency. To understand a user’s personal search
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intent, we have extended our time-sensitive QAC method with personalized QAC, which
infers the similarity between current requests and preceding queries in a current search
session and previous search tasks at the character level. In addition, we have adjusted the
model specifically for long-tail prefixes. In particular, we assign an optimal weight γ̄ in
(4.12) to long-tail prefixes after checking their prefix popularity rather than using a fixed
weight γ consistent with that assigned to normal prefixes.

As to future work, we intend to have a closer look at the topN candidates returned by
the popularity-based ranking method for N > 10: how much can we gain from the good
candidates that were ranked at lower ranks? Moreover, we aim to transfer our approach
to other datasets with long-term query logs, which should help us benefit from queries
with longer periodicity than we have access to in the AOL and SnV logs used in our cur-
rent work. To which degree it is beneficial to diversify QAC results (Cai et al., 2016b)?
In addition, we could study a cold-start problem where a user’s long-term search logs are
unavailable, which could be addressed by using the logs from a group of similar users
seen in the training period. A further possible step is to model personalized temporal pat-
terns for active users, especially professional searchers, requiring a generalization from
actual query terms to topics or intents. This might help generate a better QAC ranking.
In the next chapter, we will turn to explore information from similar query submissions
as well as from semantic term closeness, both of which are ignored by current QAC
approaches.
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5
Learning from Homologous Queries and

Semantically Related Terms for Query
Auto Completion

We have introduced a time-sensitive personalized query auto completion approach in
Chapter 4. In doing so we follow a strict query matching policy when counting the
queries, a policy that is shared by most of today’s query auto completion models that
rank query completions by popularity. However, such models ignore the contributions
from so-called homologous queries, queries with the same terms but ordered differently
or queries that expand the original query. Importantly, homologous queries often express
a remarkably similar search intent. Moreover, today’s QAC approaches often ignore se-
mantically related terms. We argue that users are prone to combine semantically related
terms when generating queries. In this chapter, we propose a learning to rank-based
QAC approach, where, for the first time, features derived from homologous queries and
semantically related terms are introduced. In particular, we consider: (1) the observed
and predicted popularity of homologous queries for a query candidate; and (2) the se-
mantic relatedness of pairs of terms inside a query and pairs of queries inside a session.

First of all, we formally define the two types of homologous queries for a given
query q = (term1, term2, . . . , termm): (1) Given q, a super query of q is a query
sq = (term1, term2, . . . , termm, termm+1, . . . , termL) that extends q; (2) A pseudo-
identical query for q is a query pq that is a permutation of q. To a certain extent, ho-
mologous queries express similar search intents. For instance, in late 2014, for the two
queries “Chile SIGIR” and “SIGIR Chile” (a pseudo-identical query of “Chile SIGIR”),
the same SERPs should probably be returned. And in 2015 the SERPs for “Chile SIGIR”
and “Chile SIGIR 2015” (a super query of “Chile SIGIR”) should probably overlap to a
very large degree. Based on these examples, we hypothesize that it is advantageous to
consider homologous queries as a context resource for QAC.

QAC features inferred from homologous queries are one important innovation that
we study in this chapter. A second way of using lexical variations for QAC that we pro-
pose is based on semantically related terms. As discussed in the literature, a user’s search
history usually reveals their search intent, often expressed by the queries or by clicked
documents. For instance, Shokouhi (2013) studies the similarity between a query com-
pletion and previous queries in both the short-term and long-term history for reranking
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Table 5.1: An AOL session example.
SessionID UserID Query Time

1 821174 1662425 google 20060408, 17:02:46
2 821174 1662425 evanescence 20060408, 17:04:21
3 821174 1662425 ulitimate guitar 20060408, 17:05:13
4 821174 1662425 evanescence videos 20060408, 17:09:44
5 821174 1662425 evanescence videos 20060408, 17:16:23
6 821174 1662425 music videos 20060408, 17:17:31

query completions. And Jiang et al. (2014b) infer features from users’ reformulation be-
havior for reranking query completions. We exploit a similar intuition but operationalize
it differently, by considering the semantic relatedness of terms in a query completion and
of terms from a query completion and queries previously submitted in the same session.
Let us give an example. Consider Table 5.1, which contains a session from the well-
known AOL query log. For the sake of the example, let us assume that we have not yet
seen the last query (query 6, “music videos”) and that it is in fact the initial segment
“mus” of this query for which we want to recommend completions. A regular baseline
based on query frequency is likely to rank the completion “music” first, as shown in Ta-
ble 5.2a. If we consider the observed frequency of homologous queries for a candidate,
we would return the list seen in Table 5.2b, which is a reranked version of the list in
Table 5.2a. Clearly, the queries “music” and “music video” benefit more homologous
queries than others as they are now ranked at the top. But if we look in the user’s search
session (e.g., at query 4 and 5 in Table 5.1), we would see that “videos” is semantically
closely related to earlier queries. Based on this insight, the query “music videos” in Ta-
ble 5.2a is a more sensible completion. By considering the semantic similarity of terms,
both inside a candidate and of queries inside a session, we may be able to generate an-
other reranked QAC list, as shown in Table 5.2c. We can see that semantically close
queries, e.g., “music videos” and “music video codes,” have now been moved to the top
of the list.

Table 5.2: Ranked lists of query completions for the prefix “mus”.
(a) Ranked by frequency of
candidates.

1 music
2 music dowloads
3 music videos
4 music lyrics
5 music video codes
6 music codes
7 music new
8 music download
9 music friend

10 mustang

(b) Reranked by frequency
of homologous queries.

1 music
2 music videos
3 music download
4 music new
5 music codes
6 music music dowloads
7 music lyrics
8 mustang
9 music video codes

10 musicians friend

(c) Reranked by semantic
similarity.

1 music videos
2 music video codes
3 music dowloads
4 music new
5 musicians friend
6 music codes
7 music dowload
8 music lyrics
9 music

10 mustang
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Motivated by the examples above, and based on a learning-based QAC model L2R-U
that extract features from user behavior (Jiang et al., 2014b), we propose several learning
to rank-based QAC approaches, where, for the first time, features derived from predicted
popularity, homologous queries and semantically related terms are introduced, respec-
tively. In particular, we consider: (1) the observed and predicted popularity of query
completions, which results in the L2R-UP model; (2) the observed and predicted popu-
larity of homologous queries for a query candidate, which results in the L2R-UPH model;
(3) the semantic relatedness of pairs of terms inside a query and pairs of queries inside a
session, which results in the L2R-UPS model; and (4) all these newly proposed features,
which results in the L2R-ALL model. Building on LambdaMART (Burges et al., 2011),
these learning to rank (L2R) based QAC models aim to rerank the top N query comple-
tions returned by popularity. In doing so, we answer the following research questions:

RQ7 Do the features that describe the observed and predicted popularity of a query
completion help boost QAC performance without negatively impacting the effec-
tiveness of user behavior related features proposed in (Jiang et al., 2014b)? That
is, how does L2R-UP compare against L2R-U?

RQ8 Do semantic features help improve QAC performance? That is, how does L2R-
UPS compare against L2R-UP?

RQ9 Do homologous queries help improve QAC performance? That is, how does L2R-
UPH compare against L2R-UP?

RQ10 How does L2R-UPS compare against L2R-UPH? What is the performance gain,
if any, if all features are added for learning (L2R-ALL)?

RQ11 What are the principal features developed here for a learning to rank based QAC
task?

We address these questions by adding newly extracted features for learning to generate
a new QAC ranking model upon a baseline which similarly works in a learning-to-rank
framework but less features are considered. We apply these models to experiments on two
publicly available query log datasets, finding that features of semantic relatedness and
homologous queries are both important and they do indeed help boost QAC performance.

Our contributions in this chapter can be summarized as:
(1) We propose a learning to rank based query auto completion model (L2R-QAC) that

exploits contributions from so-called homologous queries for a query completion,
in which two kinds of homologous queries are taken into account.

(2) We propose semantic features for QAC, using the semantic relatedness of terms
inside a query candidate and of pairs of terms from a candidate and from queries
previously submitted in the same session.

(3) We analyze the effectiveness of our L2R-QAC model with newly added features,
and find that it significantly outperforms state-of-the-art QAC models, either based
on learning to rank or on popularity.

Our experimental results also reveal that semantic features are probably more important
than those of homologous queries for QAC tasks in our setting even though the dif-
ferences are not statistically significant. In other words, query terms are not randomly
combined when a searcher formulates a query. Semantically close terms or queries are
likely to appear in a query or in a session, respectively.
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Table 5.3: Summary of popularity features of query completions (10 features) and
the corresponding formulas. The periods considered for the popularity features are
whole , 1-day , 2-day , 4-day , 7-day for observations and predictions.

Period Description Formula

whole , 1-, 2-, 4-, 7-day Observation fre(q, period) in §5.1.1
1-, 2-, 4-, 7-day Predicted by trend ŷt0(q, i)trend as in (5.1)
whole Predicted by periodicity ŷt0(q)peri as in (5.2)

The remainder of this chapter is organized as follows. Features for the specific QAC
learning problem are described in §5.1. Then, §5.2 presents our experimental setup. In
§5.3 we report our experimental results. We conclude in §5.4, where we suggest future
research directions.

5.1 Approach

Here, we formally describe the problem of learning to rank (L2R) for query auto com-
pletion, and then propose a number of L2R-based QAC models. Four categories of query
features that are likely to affect QAC rankings are taken into account: query popularity,
user reformulation behavior, features inferred from homologous queries, and semantic
features. See Tables 5.3, 5.4 and 5.5 below for a tabular overview.

We use LambdaMART (Burges et al., 2011) to re-rank the top N query comple-
tions initially returned by an MPC baseline. Any reasonable L2R algorithm can be
employed to obtain our ranking model and will likely yield similar results; we choose
LambdaMART because it has been shown to be one of the best algorithms for L2R tasks
(Shokouhi, 2013).

5.1.1 Popularity-based Features

Popularity-based features are extracted from two sources: the query candidate (Table 5.3)
and its homologous queries (Table 5.4). Both the observed and the predicted query fre-
quency are introduced.

Popularity from observations

We observe the query popularity within various periods, producing pairs of time-sensitive
features, denoted as fre(q, peri). The period, identified by a changing time window, can
be chosen from the set {1 -day , 2 -day , 4 -day , 7 -day , whole}, where whole indicates
that the popularity is determined based on the entire training query log while the others
are collected from logs for the recent 1, 2, 4, or 7 day(s) only. We only focus on these five
period options as: (1) our available datasets for learning are not big enough to sensibly
consider longer intervals, e.g., the MSN log that we use only covers a one month period;
(2) the sliding windows chosen as part of the time-sensitive approach to QAC in (Whiting
and Jose, 2014) can successfully reveal recent trends of query popularity.
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Table 5.4: Summary of popularity features of homologous queries for query com-
pletions (60 features) and the corresponding formulas. There are two categories of
homologous queries, super queries and pseudo-identical queries. The weight of su-
per queries can be determined using either query term overlap (§5.1.2) or common
prefix weighting (§5.1.2). We consider two choices for each feature: maximum or
summation as described in §5.1.2.
Period Impact Description Formula

Super query

whole , 1, 2, 4, 7-day w in (5.5) or (5.6) Observation fre(q′, peri) in §5.1.1
1-, 2-, 4-, 7-day w in (5.5) or (5.6) Predicted by trend ŷt0(q

′, i)tre in (5.1)
whole w in (5.5) or (5.6) Predicted by periodicity ŷt0(q

′)per in (5.2)

Pseudo-identical query

whole , 1, 2, 4, 7day w = 1 Observation fre(q′, peri) in §5.1.1
1-, 2-, 4-, 7-day w = 1 Predicted by trend ŷt0(q

′, i)tre in (5.1)
whole w = 1 Predicted by periodicity ŷt0(q

′)per in (5.2)

Popularity from predictions

As introduced in Chapter 4, we generate features based on predicted query popularity
according to the recent trend and according to cyclic phenomena. Specifically, we first
detect the trend of query q’s popularity from the first-order derivative of its daily count
C(q, t) observed at different time points t, and then predict its future popularity at day
t0, denoted by ŷt0(q, i)tre , based on the observation of each preceding i-th day as:

ŷt0(q, i)tre = yt0−i(q, i) +

∫ t0

t0−i

∂C(q, t)

∂t
dt, (5.1)

where yt0−i(q, i) is the observed frequency of q at the preceding i-th day. For sim-
plicity, similar to the choices of period in §5.1.1, we consider four options for i, i.e.,
i ∈ {1, 2, 4, 7}.

In addition, we predict the query popularity according to its periodicity of query
volume, denoted by ȳt0(q)per. We detect cyclic phenomena of query popularity at a per
hour level and then produce an aggregated query popularity at a per day level. We smooth
ȳt0(q)per by simply averaging the recentM observations ytp at the preceding time points
tp = t0 − 1 · Tq, . . . , t0 −M · Tq in the log:

ŷt0(q)per =
1

M

M∑
m=1

yt0−m×Tq (q), (5.2)

where Tq denotes query q’s periodicity. For detecting cyclic aspects of q’s frequency, we
use autocorrelation coefficients (Chatfield, 2004), which measure the correlation between
Ns successive count observations C(q, t) at different times t = 1, 2, . . . , Ns in the query
log. The correlation is computed between a time series and the same series lagged by i
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time units:

ri =

∑Ns−i
t=1 (C(q, t)− x̄1)(C(q, t+ i)− x̄2)

(
∑Ns−i
t=1 (C(q, t)− x̄1)2)

1
2 (
∑Ns

t=i+1(C(q, t+ i)− x̄2)2)
1
2

, (5.3)

where x̄1 is the mean of the first Ns − i observations and x̄2 is the mean of the last
Ns− i observations. For reasonably large Ns, the denominator in (5.3) can be simplified
by approximation. First, the difference between the sub-period means x̄1 and x̄2 can be
ignored. Second, the difference between summations over observations 1 to Ns − i and
i+ 1 to Ns can be ignored. Consequently, ri can be approximated as follows:

ri ≈
∑Ns−i
t=1 (C(q, t)− x̄)(C(q, t+ i)− x̄)∑Ns

t=1(C(q, t)− x̄)2
, (5.4)

where x̄ =
∑Ns

t=1 C(q, t) is the overall mean. A more elaborate discussion can be found
in §4.1.1.

5.1.2 Weighting Homologous Queries

Now, given a query q, Hom(q), the set of homologous queries for q, consists of all super
queries sq and pseudo-identical queries pq of q found in the query logs, which have been
issued before q was submitted. We extract the same popularity features discussed in
§5.1.1 for each homologous query q′c ∈ Hom(qc) for a candidate qc. We are not going
to use all homologous queries q′c for a candidate query qc with the same weight when
generating the final popularity features of homologous queries. Instead, we measure how
similar q′c and qc are with weight w to be able to weigh the contribution of q′c—this will
allow us to capture the popularity of qc from a homologous query q′c.

After discounting the popularity of homologous queries, we calculate the maximal
and aggregated values from all homologous queries as features. Next, we will introduce
two approaches for discounting.

Query term overlap weighting

Clearly, the more terms the homologous query q′c and qc share, the more relevant they
could be to each other. Let q′c ∩ qc refer to the set of common terms in q′c and qc. We
multiply the term overlap ratio as a discount Discount(q′c, qc) with the popularity of
super query sq of candidate qc:

w ← Discount(sq, qc) =
|sq ∩ qc|
|sq|

, (5.5)

where | · | returns the number of terms of the input term set.
For pseudo-identical queries pq for qc, we set Discount(pq, qc) = 1 as we assume

that they enjoy the same search popularity.
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Table 5.5: Summary of semantic features of candidate (14 features) and the corre-
sponding formulas. We consider two choices for each feature: maximum or summa-
tion and there are 2 sources for determining the word2vec scores, the GoogleNews
corpus or one of our query logs (AOL or MSN).
Description Formula

Word2vec score from GoogleNews or query logs word2vec in §5.1.3
Lexical similarity score from query logs fWordSimMax and fWordSimSum in §5.1.3
Term pair likelihood ratio from query logs fLLRMax and fLLRSum as (5.7)
Term pair cooccurrence frequency from query logs fcof max and fcof sum in §5.1.3
Lexical query similarity score from query logs fQueSimMax and fQueSimSum in 5.1.3
Temporal relation from Query logs fTemRelMax and fTemRelSum as in (5.8)

Common prefix weighting

In addition to the query term set overlap discounting, we may also posit that a longer
common prefix matters more than shorter ones. This can be captured by introducing
an impact factor based on the length of the overlapping prefix. Thus, we discount the
popularity of super query sq with Impact(sq, qc) as:

w ← Impact(sq, qc) =
‖CommonPrefix (sq, qc)‖

‖sq‖
, (5.6)

where ‖ · ‖ returns the number of characters of the input string. Rather than emphasizing
the overlapping terms, this emphasizes the longest common prefix. For pseudo-identical
queries pq of qc we assign an impact Impact(pq, qc) = 1.

5.1.3 Semantic Features

We use semantic information in two ways. Our example in the introduction to this chapter
suggests that queries semantically related to queries submitted earlier in a session may be
more likely to be good completion candidates. We also estimate the semantic relatedness
of words occurring in a query: we assume that semantically more coherent queries may
be better query candidates. We start with the latter.

Semantic relatedness in queries

We use several ways of computing semantic relatedness between terms in a query. To
begin, we use a lexical similarity method that combines POS tagging, Latent semantic
analysis and WordNet to determine term-level similarity (Han et al., 2013). Given two
words, it returns a string representing a number between 0.0 and 1.0 with 1.0 indicating
absolutely similar. We use it to capture the word similarity, resulting in two features
fWordSimMax and fWordSimSum obtained by maximizing and summing all similarity
scores of possible term pairs in a query, respectively.1

1We apply a web API released by UMBC that can be used to return the semantic similarity score between
words, http://swoogle.umbc.edu/SimService/api.html.
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Next, we consider the query term pair likelihood ratio. Jones et al. (2006) observe that
frequent query pairs from search sessions can be found by statistical hypothesis testing.
Given two queries, the likelihood ratio (LLR) between them can be calculated. LLR
testing is performed to see whether their co-occurrence in a search session is statistically
significant. Similarly, we argue that frequently co-occurring term pairs in a query could
be semantically related and introduce the LLR score to capture the semantic relatedness
of term pairs inside a query. More specifically, assuming that there are two terms term1

and term2 in a query, we calculate the LLR score for this term-pair as:

LLR(term1, term2) = −2 log
L(term2 | ¬term1)

L(term2 | term1)
, (5.7)

where L(term2 | ¬term1) denotes the number of queries containing term2 but without
term1, and L(term2 | term1) indicates the volume of queries containing both term1

and term2. High LLR scores are assumed to indicate semantic relatedness. We calculate
LLR scores for all possible term pairs in a query q (excluding stop words) to measure
the semantic relatedness. Then, we return the maximal and aggregated LLR scores of all
term pairs as semantic features, resulting in fLLRMax and fLLRSum . In addition, we use
the larger LLR score of a term pair (termi, termj) in a query q in spite of the term order,
and then produce the maximal and aggregated LLR scores as partial semantic features,
indicated as

fcof max = max
termi,j∈q

(max(L(termi | termj), L(termj | termi)))

and
fcof sum =

∑
termi,j∈q

max(L(termi | termj), L(termj | termi)).

Our third way of operationalizing semantic relatedness between query terms builds on
the method described in (Mikolov et al., 2013a) and known as word2vec, where vector
representations of words are learned from large amounts of unstructured text resources,
e.g., GoogleNews. Representations of words as continuous vectors have been shown
to capture meaningful semantic word regularities (Mikolov et al., 2013b). We use the
idea to capture semantic relatedness between query terms. The training objective of the
Skip-gram model is to learn word vector representations that are good at predicting the
surrounding words by maximizing the average log probability

1

Tr

Tr∑
t=1

∑
−cs<=j<=cs,j 6=0

logP (termt+j | termt),

with inputting a sentence of terms term1, term2, . . . , termTr
, where cs is the size of

training context. This setup allows us to assign a word2vec score, learnt from Google-
News, to each term pair in a query. In this manner, we produce fW2vGooMax and
fW2vGooSum by maximizing and summing scores of all term pairs.

As the trained word representation is a data-driven approach, which is highly de-
pendent on the text resource and limited by its inability to represent idiomatic queries
or rare words unseen in the text resources, we also train a local Skip-gram model on a
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query log dataset to represent query terms as a compensation and then calculate a local
log-based semantic relatedness score. In other words, we input queries in the query logs
one by one as a sequence of training terms instead of sentences in the unstructured text
resource. Based on the word2vec model learnt from the query logs, the maximal and
aggregated word2vec scores of term pairs are returned, resulting in features fW2vLogMax

and fW2vLogSum .

Semantic relatedness in sessions

So far, we have considered the semantic relatedness between words inside a query. Next,
we consider the semantic relatedness between query candidates and previous queries in
the same session. We use alternative methods to capture this relation.

First, we capture query relatedness between query candidates and previous queries
in a session at the lexical level, by using the combination of latent semantic analysis,
POS tagging and WordNet mentioned before; this results in the features fQueSimMax

and fQueSimSum .
Second, following (Chien and Immorlica, 2005), we investigate query relatedness

using temporal correlations. In other words, two queries are assumed to be semantically
related in this sense if their popularities behave similarly over time. We employ Pearson’s
correlation coefficient, commonly represented by the letter r, to capture this notion of
similarity between candidate qc and previous query qx. Similar to (5.4), we can obtain a
formula for r(qc, qx) as:

r(qc, qx) =
1

nu

nu∑
i=1

(
qc,i − µ(qc)

δ(qc)

)(
qx,i − µ(qx)

δ(qx)

)
, (5.8)

where the frequency of query qc (or qx) over nu days is an nu-dimensional vector
qc = (qc,1, qc,2, . . . , qc,nu

) with µ(qc) and δ(qc) indicating the mean frequency and the
standard deviation of its frequency, respectively. The correlation r(qc, qx) of two queries
qc and qx is a standard measure of how strongly two queries are linearly related. It al-
ways lies between +1 and −1, with +1 implying an exactly positive linear relationship
between them and −1 for an absolutely negative linear relationship. Again, we calcu-
late the maximal and aggregated query relatedness scores of all query pairs as temporal
semantic features, resulting in fTemRelMax and fTemRelSum , respectively.

5.1.4 Feature Summary

We also make use of user reformulation behavior features following (Jiang et al., 2014b),
derived at three levels: term-, query- and session-level. Please refer to (Jiang et al.,
2014b) for details. The use of features of homologous queries and semantic relatedness
for QAC is a new contribution of this chapter. In total, we use 127 features including
those from (Jiang et al., 2014b).

Our features are slotted into three categories: popularity, user reformulation behavior,
and semantic relatedness. For query popularity, we collect evidence from the candidate
and its homologous queries, based on observations and predictions. For user behav-
ior features, we directly use those from (Jiang et al., 2014b). Regarding homologous
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queries, there are 2 categories, 5 period options for observation (4 for prediction by
trend), 2 weighting schemes (only for super queries) and 2 calculations, accounting for
a total of 60 features, i.e., 30 features by observation and 30 features by prediction (24
from trend and 6 from periodicity). Referring to the candidate’s popularity, recent ob-
servations and predictions are collected by simply changing the time period, yielding
5 + 4 + 1 = 10 features. For the semantic relatedness features, 2 sources are used
to calculate the word2vec score: GoogleNews and a local query log, i.e., AOL (MSN)
queries are scored by the corresponding word2vec model trained on the AOL (MSN)
logs; 2 calculations are adopted for generating popularity features of homologous queries
and semantic features: maximization and summation; 2 term-pair significant scores are
included; semantic relatedness is measured on word- and query-level, resulting in 14
features.

Accordingly, in total, we develop 70 (= 60 + 10) features for popularity, 14 features
for semantic relatedness and 43 features for user reformulation behavior, yielding a total
of 70 + 14 + 43 = 127 features for our L2R-based QAC approach.

5.2 Experiments

In this section we detail our experimental setup. §5.2.1 summarizes the proposed models
trained on different features; §5.2.2 describes our datasets; we detail further experimental
settings and parameters in §5.2.3.

5.2.1 Model Summary

To examine the contribution from each specific feature source, we specify six L2R-QAC
variations depending on the features used: L2R-U, -UP, -UPS, -UPH, -ALL and -TOP;
see Table 5.6.

For comparison, we consider several QAC baselines: (1) the Most Popular Comple-
tion (MPC) model, which is based on query frequencies in the whole log and has been
discussed in §4.2.1, referred to as MPC-ALL (Bar-Yossef and Kraus, 2011); (2) an MPC
based QAC method, using frequency within a recent time window, denoted as MPC-
R (Whiting and Jose, 2014), which is state-of-the-art. Here we set R = 7 days as the
time window because performance peaks with this setting (Whiting and Jose, 2014); (3) a
recent L2R-based QAC model considering user reformulation behavior features (Jiang
et al., 2014b), denoted as L2R-U. The former two baselines are popularity-based while
L2R-U is a L2R-based QAC model.

To select a single baseline against which we compare our newly introduced models,
we compare the performance of the three baselines just listed and report the results in
Table 5.7. For both datasets, L2R-U outperforms the other two baselines. For instance
on AOL, it results in more than 8% and 5% improvements in MRR over MPC-ALL and
MPC-R, respectively, after typing one character as prefix. Similar results can be found
on the MSN dataset. Hence, we select L2R-U as the single baseline for comparison with
our proposed models in later experiments.
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Table 5.6: An overview of the QAC models discussed in the chapter.
Model Description No. of fea-

tures
Source

Baselines

MPC-ALL Ranking query completions
according to their past popularity
in the whole log

– (Bar-Yossef and
Kraus, 2011)

MPC-R Ranking query completions
according to their past popularity
within recent R days

– (Whiting and Jose,
2014)

L2R-U Learning to rank query
completions using user
reformulation behavior features

43 (Jiang et al., 2014b)

Our models

L2R-UP Extending L2R-U by adding 10
popularity features of the same
query

43 + 10 = 53 This chapter

L2R-UPS Extending L2R-UP by adding 14
semantic features of the same
query

53 + 14 = 67 This chapter

L2R-UPH Extending L2R-UP by adding 60
popularity features of homologous
queries

53+60 = 113 This chapter

L2R-ALL All features are considered for
learning to rank query completions

67+60 = 127 This chapter

L2R-TOP Extending L2R-UP by only adding
top ten important features newly
developed here

53 + 10 = 63 This chapter

5.2.2 Datasets

In this chapter, we implement our models on the MSN query log (Craswell et al., 2009)
as well as the AOL query log (Pass et al., 2006), both of which have been discussed in
Chapter 3. Both datasets are publicly available. For consistency, we partition each log
into two parts: a training set consisting of 75% of the query log and a test set consisting
of the remaining 25% in terms of time period. We also use the temporally last 10%
samples in the training set as validation set for LambdaMART. Traditional k-fold cross-
validation is not applicable to a streaming sequence since it would negate the temporal
order inherent in the data (Gama et al., 2014). Queries in the training set were submitted
before May 8, 2006 in the AOL dataset and before May 24, 2006 in the MSN dataset.

We divide the queries into sessions by 30 minutes’ inactivity2 and only English
queries appearing in both two partitions were kept. Importantly, in our experimental

2Only applied on the AOL dataset as the MSN dataset provides session IDs.
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Table 5.7: Selecting our baseline. The performance of various baselines in terms of
MRR and SR@K, tested on the AOL and MSN datasets after typing one character
as prefix. The best performing baseline in each row is highlighted.

Dataset Metric MPC-ALL MPC-R L2R-U

AOL

MRR 0.6157 0.6348 0.6682
SR@1 0.4532 0.4643 0.4815
SR@2 0.5914 0.6038 0.6256
SR@3 0.7016 0.7121 0.7304

MSN

MRR 0.6305 0.6498 0.6821
SR@1 0.4702 0.4757 0.4876
SR@2 0.6083 0.6276 0.6385
SR@3 0.7251 0.7368 0.7437

Table 5.8: Statistics of the AOL and MSN datasets used. The “?” in # Prefix-?
indicates the length of the prefix in characters.

AOL MSN

Variables Training Test Training Test

# Queries 3,808,083 1,571,346 3,784,925 1,402,308
# Unique queries 452,980 452,980 304,943 304,943
# Sessions 1,149,528 465,302 674,717 256,512
Queries / session 3.31 3.38 5.60 5.46
# All prefixes 8,783,957 3,260,130 4,995,213 1,751,158
# Prefix-1 605,710 209,650 427,502 141,925
# Prefix-2 1,175,087 405,857 749,821 249,065
# Prefix-3 1,954,285 707,580 1,134,539 387,633
# Prefix-4 2,433,385 916,976 1,320,529 470,286
# Prefix-5 2,615,490 1,020,067 1,362,822 502,249

design we follow Jiang et al. (2014b) and focus on sessions with at least two queries. By
doing so, we can extract user behavior related features. Like previous session context-
based QAC approaches (Bar-Yossef and Kraus, 2011; Jiang et al., 2014b), we set the
prefix in our experiments to be the first 1–5 character(s) of queries in a session. To obtain
our training and test sets, we remove input prefixes for which the ground truth (see be-
low) is not included in the top ten query completions returned by MPC at the time point
of querying; this too follows previous QAC work and is a commonly used methodology
in QAC tasks (Cai et al., 2014b; Jiang et al., 2014b; Shokouhi, 2013). Table 5.8 details
the statistics of our processed datasets.

The ground truth for a QAC task is defined as follows. Given a search session with
T queries, i.e., {q1, q2, . . . , qT−1, qT }, we want to predict each intended query qi, i =
{1, 2, . . . , T} at position i of a session after typing its prefix p. Then, a query q is a
correct completion of this prefix p of qi if, and only if, q = qi.

Next we take a closer look at the processed datasets so to be able to report the ratio
of queries at various lengths in words and of queries that have homologous queries. As
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Figure 5.1: Statistics of queries at various query lengths (in words) for the AOL and
MSN datasets, respectively.

shown in Figure 5.1a, generally, for both datasets, nearly one quarter of the one-term
queries have homologous queries, solely contributed by their super queries. For two-
and three-term queries, super queries and pseudo-identical queries contribute similarly,
however for longer queries (> 3 words), the latter dominate the contribution. In addition,
as plotted in Figure 5.1b, more than half of all queries contain more than one word, which
supports the feasibility for semantic features between words inside a query.

5.2.3 Settings

As introduces in §4.1.1, for time-sensitive query popularity prediction, we count queries
per hour to detect the periodicity and aggregate the hour-predictions within the same
day to generate the day-volume. For smoothing in (5.2), we set M = 3 as it performs
best when M changes from 1 to 5 in our trials. Before we run our L2R-based QAC
experiments, we are given a list of top N query completions by the traditional MPC
approach; we set N = 10 as this is commonly used by many web search engines and
published QAC work (Cai et al., 2014a,b; Jiang et al., 2014b; Shokouhi, 2013). We use
the LambdaMART learning algorithm for ranking query completions across all experi-
ments (Burges et al., 2011).

5.3 Results and Discussion

In §5.3.1, we examine the performance of L2R-UP, which we follow with a section about
the contribution of semantic features in §5.3.2. We examine the performance of L2R-
UPH in §5.3.3 with features of homologous queries added to L2R-UP. Next, §5.3.4 de-
tails the performance of L2R-ALL learnt from all features above and §5.3.5 provides an
analysis of feature importance. Finally, §5.3.6 zooms in on the impact of query position
on QAC performance.
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5.3.1 Effect of Query Popularity

Since information about the past popularity of query completions can be generated offline
before ranking while the true popularity is unavailable at runtime, we develop the popu-
larity features according to their previously observed frequency within various periods in
the query logs, known as time-sensitive popularity features. In contrast, we produce the
predicted query popularity as features based either on recent trends or on cyclic patterns.
In this section, we compare the performance of L2R-UP with that of the baseline.

Table 5.9 includes the results on two datasets, i.e., the AOL and MSN datasets, after
entering prefixes consisting of 1 to 5 characters. On each dataset, L2R-UP generally
performs better than the baseline (L2R-U) in terms of MRR. When we take a closer

Table 5.9: Performance in terms of MRR for the QAC task, at a prefix length #p
ranging from 1 to 5 characters on the AOL and MSN datasets. For each dataset
the best performer per row is highlighted. Statistically significant differences are
determined against the baseline.

AOL

#p Baseline L2R-UP L2R-UPS L2R-UPH L2R-ALL L2R-TOP

1 0.6682 0.6764 0.6871M 0.6847M 0.6977N 0.6913M

2 0.6631 0.6815M 0.6939N 0.6898M 0.7024N 0.6980N

3 0.6654 0.6853M 0.7001N 0.6910M 0.7081N 0.7042N

4 0.6673 0.6921M 0.7094N 0.6981N 0.7144N 0.7127N

5 0.6704 0.6986N 0.7186N 0.7059N 0.7215N 0.7201N

MSN

#p Baseline L2R-UP L2R-UPS L2R-UPH L2R-ALL L2R-TOP

1 0.6821 0.6933 0.7028M 0.7011M 0.7136N 0.7084M

2 0.6847 0.6971 0.7112M 0.7048M 0.7204N 0.7183N

3 0.6915 0.7080M 0.7225N 0.7135M 0.7287N 0.7251N

4 0.6873 0.7113M 0.7260N 0.7164N 0.7314N 0.7300N

5 0.6895 0.7212N 0.7366N 0.7263N 0.7416N 0.7487N

look at the results across all prefixes, reported in MRR scores in Table 5.9, L2R-UP is
considerably more effective on longer prefixes as it produces larger MRR improvements
over the baseline on long prefixes, e.g., # = 4 or 5. Longer prefixes notably reduce the
space of possible query completions, which simplifies the problem. In addition, L2R-UP
shows a monotonous increase in MRR as the prefix length goes up. However, the baseline
shows a bit fluctuation in terms of MRR as the prefix length changes. Expectedly, L2R-
UP always receives the higher MRR scores compared to the baseline.

Next, we compare L2R-UP against the baseline (L2R-U) in terms of SR@1 and plot
the results in Figure 5.2. We find that, at each prefix length, for more than half of the
test prefixes, L2R-UP returns the final submitted query at the first position in the QAC
ranking list because all SR@1 scores achieved by L2R-UP are higher than 0.5; L2R-U
receives a lower SR@1 score than 0.5 on both datasets; long prefixes invariably result in
higher SR@1 scores than short ones. From these findings, we conclude that the observed
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Figure 5.2: QAC performance in terms of SR@1 observed for L2R-U and L2R-UP,
tested on the AOL and MSN datasets.
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Figure 5.3: QAC performance of L2R-UP and L2R-UPS tested on the AOL dataset
at various prefix lengths (in characters), in terms of SR@1, SR@2 and SR@3, re-
spectively.

and predicted popularity features of query candidates indeed help generate better QAC
rankings when embedded into a learning to rank framework.

5.3.2 Effect of Semantic Features

To answer RQ8, we learn our L2R-UPS model by extending L2R-UP with additional
14 semantic features. The MRR scores of L2R-UPS are listed in Table 5.9; we also
plot the scores in terms of other metrics (SR@K, K = 1, 2, 3) of L2R-UP and L2R-UPS
in Figure 5.3 and 5.4, tested on the AOL and MSN datasets, respectively, with varying
lengths of query prefix from 1 to 5.

Generally, we find that L2R-UPS beats L2R-UP for all cases on both datasets in terms
of MRR and SR@K (K = 1, 2, 3). In particular, on the AOL dataset, the MRR improve-
ments of L2R-UPS over L2R-UP are statistically significant (at level α = .05) for most
cases, e.g., at #p = 4 and 5; however, on the MSN dataset, most of the improvements
are not significant except at #p = 5 (at level α = .05). This is due to the fact that com-
pared to the AOL dataset, the MSN dataset contains far more short queries, resulting in
difficulties in capturing the term-pair semantic relatedness. In contrast, compared to the
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Figure 5.4: QAC performance of L2R-UP and L2R-UPS tested on the MSN dataset
at various prefix lengths (in characters), in terms of SR@1, SR@2 and SR@3, re-
spectively.

baseline (L2R-U), L2R-UPS shows significant MRR improvements for all cases on both
datasets. For instance, on the AOL dataset, significant MRR improvements are observed
at level α = .01 for prefix length #p = 2 to 5 and at level α = .05 for prefix length #p
= 1 by comparing L2R-UPS against the baseline, respectively.

Clearly, the gains in MRR of L2R-UPS over L2R-UP are larger for longer prefixes.
E.g., on the AOL dataset, L2R-UPS achieves a 2.86% improvement over L2R-UP at
#p = 5 and only a 1.58% improvement at #p = 1 in terms of MRR. Similar obser-
vations can be made for other metrics. The results on the MSN dataset show a similar
behavior even though the gaps are smaller. With longer prefixes, query candidates are
more likely composed of multiple terms, which helps to extract semantic features. Re-
garding the outcomes in terms of SR@K, as shown in Figure 5.3 and 5.4, for the majority
of cases, L2R-UPS can return the correct query in top 3 of the QAC list as the scores in
terms of SR@3 are higher than 0.8 on both datasets. Hence, we conclude that the seman-
tic relatedness features can help generate “good” queries, in which terms are semantically
close to each other.

5.3.3 Effect of Homologous Queries

Next, we turn to RQ9 and examine the contribution from features of homologous queries
for the candidate. Recall that the resulting model is called L2R-UPH (see Table 5.6). We
generate the QAC rankings for each prefix; the MRR scores are included in Table 5.9,
column 5. We see that L2R-UPH significantly outperforms the baseline, on both datasets,
resulting in near 5% improvements in terms of MRR for long prefixes, e.g., for #p = 4
or 5, but less for short prefixes, e.g., #p = 1. Generally, L2R-UPH achieves 4.4% and
4.1% improvements over the baseline on the AOL and MSN datasets, respectively, in
terms of MRR.

Additionally, we compare L2R-UPH against L2R-UP in terms of MRR and SR@1
and report the relative changes in Table 5.10. Across the board, L2R-UPH outperforms
L2R-UP in terms of MRR and SR@1. L2R-UPH achieves an average improvement in
MRR scores around 1.2% on AOL and 0.9% on MSN over L2R-UP, respectively. For
all cases, the improvement of L2R-UPH over L2R-UP is not statistically significant.
Interestingly, the gains in MRR of L2R-UPH over L2R-UP are larger for shorter prefixes
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Table 5.10: Changes in MRR and SR@1 scores between L2R-UPH and L2R-UP at
varying prefix lengths on the AOL and MSN datasets.

AOL MSN

#p MRR SR@1 MRR SR@1

1 +1.23% +1.30% +1.13% +1.21%
2 +1.22% +1.19% +1.10% +1.09%
3 +0.83% +0.93% +0.78% +0.90%
4 +0.87% +0.86% +0.72% +0.82%
5 +1.04% +1.07% +0.71% +0.79%

(e.g., #p = 1 or 2), which differs from the outcomes of comparing L2R-UPS against
L2R-UP where obvious MRR gains are found for long prefixes. We believe that this
is due to the fact that shorter prefixes result in more ambiguous and shorter candidates,
leading to a higher probability for query completions to possess homologous queries
from which more information can be gleaned.

Next, we zoom in on the difference between L2R-UPS and L2R-UPH. L2R-UPS
tends to outperform L2R-UPH in terms of MRR at all prefix lengths (see Table 5.9,
column 4 vs. 5), resulting in an average improvement over L2R-UPH of around 1.5% on
the AOL dataset and 1.3% on the MSN dataset. The differences increase as the prefix
becomes longer. Hence, even though most differences are not statistically significant,
semantic features are probably more important than those of homologous queries for
QAC tasks in our setting.

In sum, homologous queries help improve the ranking of query completions, reflect-
ing the fact that searchers occasionally modify queries by changing the term order or
adding terms. In addition, compared to the contribution from homologous queries, se-
mantic features provide a bigger contribution to L2R-based QAC tasks as L2R-UPS is
more effective than L2R-UPH on both datasets (AOL and MSN).

5.3.4 Performance of L2R-ALL

For research question RQ10 we examine whether our L2R-ALL model learnt from all
discussed features can help boost QAC ranking performance. The MRR scores achieved
by L2R-ALL are listed in Table 5.9, column 6, on the AOL and MSN datasets. Clearly,
for both datasets, L2R-ALL is considerably more effective than L2R-UPS and L2R-UPH,
especially for short prefixes.

In addition, we examine the difference in MRR scores between L2R-ALL, L2R-
UPS and L2R-UPH, respectively. For both datasets, the improvement of L2R-ALL over
L2R-UPS is not significant. However, for all cases on AOL except #p = 1 and 2, L2R-
ALL significantly outperforms L2R-UPH at the α = .05 level; for MSN, significant
improvements of L2R-ALL over L2R-UPH are observed, except for #p = 1 at level
α = .05. Generally, L2R-ALL achieves a 1.2% improvement in terms of MRR over
L2R-UPS on both datasets. Compared to L2R-UPH, L2R-ALL shows a 2.3% MRR
improvement in general. Regarding the comparisons to the baseline, L2R-ALL achieves
significant improvements in terms of MRR at the α = .01 level for all prefix lengths
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Table 5.11: Per prefix bakeoff, in terms of reciprocal rank: L2R-ALL vs. other mod-
els. The ratios (%) of test prefixes at all lengths for which L2R-ALL loses against the
corresponding model listed in column 1 have a red background, ratios with equal
performance have a yellow background, and those of prefixes for which L2R-ALL
wins have a green background.

Model AOL MSN

Baseline 4.21 52.17 43.62 5.48 54.30 40.22
L2R-UP 9.13 54.92 35.95 10.10 56.53 33.37
L2R-UPS 18.37 54.40 27.23 12.24 54.79 32.97
L2R-UPH 9.35 53.11 37.54 10.46 55.91 33.63

on both datasets. In particular, L2R-ALL achieves an average 6.8% and 6.3% MRR
improvement on AOL and MSN, respectively.

Next, we check the QAC ranking performance per prefix and list the ratio of test
prefixes at all lengths for which L2R-ALL loses against, equals or outperforms the corre-
sponding models; see Table 5.11. We can see that, on both datasets, L2R-ALL presents
a majority of draws with the other models. Actually, the draws are often observed on
prefixes for which all models return the correct query submission at the top positions,
e.g., 1 or 2. That is why these models receive high MRR scores (see Table 5.9). Ad-
ditionally, compared with the other three models in Table 5.11, i.e., Baseline, L2R-UP
and L2R-UPH, the L2R-UPS model beats L2R-ALL more often, especially on the AOL
dataset, usually on long prefixes, e.g., #p = 4 or 5.

5.3.5 Feature Sensitivity Analysis

Finally, we analyze the relative importance of our newly developed features to answer
RQ11. Following the methodology used by Agichtein et al. (2008), the top ten most
significant features on each dataset used for learning, according to a χ2 test, are reported
in Table 5.12.

We see that the word2vec score returned by the word2vec model on the query logs,
with the maximal value of all term pairs in a query, appears to be the most important
feature. Generally, semantic relatedness features are more important than features of
homologous queries, as they are ranked higher and account for the majority of the top
ten features. Popularity features of pseudo-identical (PI) queries are notably more helpful
for QAC than super queries (SQ). Also, the observations and predictions from the recent
2 days are effective. These results are consistent with the findings from previous work
(e.g., (Cai et al., 2014a; Jiang et al., 2014b)) that the predicted popularity dominates
the QAC rankings. However, other signals also contribute many useful features, e.g.,
semantic query similarity represented by temporal relation and term pairwise occurrence
frequency, e.g., fTemRelSum and fLLRSum . Two particularly interesting observations
from Table 5.12 are that: (1) word2vec features are ranked very high, suggesting that
the developed semantic relatedness among term pairs inside a query does indeed help
to generate appropriate queries; (2) the majority of important features use maximization
rather than summation of values.

82



5.3. Results and Discussion

Table 5.12: Ten most important features by χ2 test on the AOL and MSN datasets;
PI (q) and SQ(q) are placeholders for pseudo-identical queries and super queries of
query q, respectively.

Rank AOL MSN

1 fW2vLogMax fW2vLogMax

2 fTemRelSum fre(PI (q), 2)tre max
3 fre(PI (q), 2)tre max fW2vGooMax

4 fW2vGooMax fre(PI (q), 2)obs max
5 fre(PI (q), 4)obs max fTemRelSum

6 fTemRelMax fre(PI (q), 4)tre max
7 fcof sum fre(PI (q), 1)tre max
8 fre(PI (q), 2)obs max fW2vLogSum

9 fW2vLogSum fLLRSum

10 fre(SQ(q), 2)tre sum fre(SQ(q), 4)tre max

To verify the effectiveness of features deemed to be important for QAC, we create
a model called L2R-TOP that extends L2R-UP with the features in Table 5.12 (on the
corresponding datasets). The results in terms of MRR scores are listed in Table 5.9,
column 7. We see that (1) compared to features selected from a sole source into L2R-
UP, i.e., semantic relatedness or homologous queries, the important features according to
Table 5.12 boost the performance; L2R-TOP receives higher MRR scores than L2R-UPS
and L2R-UPH; (2) L2R-ALL invariably performs the best among all models, suggesting
that L2R-based models not only learn from the important features, but also from the
less important ones. Overall, L2R-TOP produces competitive results, implying that its
63 features (the ten most important plus 53 from L2R-UP) are highly informative for
producing high quality QAC rankings.

5.3.6 Impact of Query Position

Previous work mainly focuses on the last query in a session for QAC evaluation (Cai
et al., 2014b; Jiang et al., 2014b). Instead, we implement tests on all queries in a session,
which helps us to examine the performance of our L2R-based QAC models at various
query positions in a search session. We plot the results in terms of MRR in Figure 5.5
for all prefixes at each specific query position in a session, tested on the AOL and MSN
datasets, respectively.

We can see from Figure 5.5 that: (1) for all L2R-based QAC models, the QAC per-
formance in terms of MRR is improved when the user continues querying in a session
because the MRR scores are increased as the query position changes from the beginning
to the end of a session; (2) among these models, the performance of L2R-UP seems to
be less sensitive to the query position than other models, especially on the MSN dataset,
as the MRR scores of L2R-UP are relatively stable; (3) generally, the L2R-ALL model
invariably performs best among these models at each specific query position. These find-
ings could be due to: (1) at the end of a search session, the information of user behaviors
makes more sense for learning than at the beginning of a search session, which helps
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Figure 5.5: Performance of L2R-based QAC models in terms of MRR at various
query positions, tested on the AOL and MSN datasets, respectively.

boost the QAC ranking performance; (2) semantic features are more reliably extracted
at the end of a session rather than at the beginning, especially for features depending on
the search context, such as, e.g., fTemRelSum in (5.8) and fcof sum in §5.1.3, which are
important to those models, e.g., L2R-UPS, L2R-ALL and L2R-TOP.

5.4 Conclusion

In this chapter we follow a supervised learning to rank approach to address the problem
of ranking query auto completion (QAC) candidates. We develop new features of homol-
ogous queries (i.e., those with the same terms but different orders and those extending the
initial query) and semantic relatedness of terms inside a query and of pairs of terms from
a query candidate and from earlier queries in the same session. We have verified the ef-
fectiveness of our models on two public datasets, showing significant improvements over
state-of-the-art QAC baselines. Our analysis reveals that features of semantic relatedness
and homologous queries are important and do indeed help boost QAC performance.

As to future work, we will have a closer look at the top N candidates returned by
popularity based candidate ranking (MPC) for N > 10: how much can we gain from
good candidates that were ranked low by MPC? Additionally, we want to study efficiency
aspects of our approaches: parallel processing is likely to boost the efficiency of our
models on feature extraction, and the addition of more, potentially expensive ways of
generating homologous queries or semantic features could produce better QAC rankings.
Finally, we aim to apply our approach to larger datasets than we considered in this paper,
especially datasets that cover longer periods of time than AOL and MSN, as we believe
that QAC can benefit from periodicity-based features.

In Chapter 4, we focused on time-sensitivity and user-specific context for query auto
completion. In this chapter, we mainly focused on exploring information from homolo-
gous queries and from semantically related terms for query auto completion. In the next
chapter, we will investigate whether diversifying the list of query completions can boost
the performance of query auto completion as well as improve the satisfaction of users.
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So far, we have explored the information of time-sensitivity and of user-specificity for
query auto completion (QAC) in Chapter 4, and focused on learning from homologous
queries and semantic relatedness for query auto completion in Chapter 5. In both chap-
ters, we have seen that previous work on query auto completion, including our own
proposed models, mainly centers around returning completions that are most likely in-
tended by the user while ignoring the possible redundancy among the query completions
in the list. Thus, semantically related queries matching the input prefix are often returned
together. This may push valuable suggestions out of the list, given that only a limited
number of candidates can be shown to the user, and hence, this may result in a less than
optimal search experience. Therefore, without further information to disambiguate the
user’s query aspect, the search engine needs to focus on how best to produce a list of
relevant and diversified query completions that can cover different interpretations.

Intuitively, a sensible QAC approach should maximize the satisfaction of the pop-
ulation of users typing the prefix, which involves a trade-off between presenting more
possible query completions of the “correct” query aspect and having diverse query com-
pletions in the top positions of the list of query completions for a given prefix, i.e., re-
turning the most probable queries early and removing redundant query candidates as
well. By doing so, the chance that any user typing the same prefix will find at least one
satisfactory query candidate for their particular information need is maximized. Hence,
it is important to capture the user’s query aspect and reduce the redundancy of query
completions.

Let us illustrate the meaning of query completion redundancy, which refers to the
situation where some auto-completed queries are of equivalent meaning to preceding
queries in the list of query completions, describing almost the same query aspect. Ta-
ble 6.1 contains a search session from the well-known AOL query log (Pass et al., 2006).
For the sake of the example, let us assume that we have not yet seen the last query (“sony”
in row 6) and that it is in fact the initial segment (prefix) “so” of this query for which we
want to recommend query completions. A regular baseline (Bar-Yossef and Kraus, 2011)
based on the most popular query is likely to rank the query completions as a list shown
in row 8. But if we look in the list (e.g., query completions at rank 1, 6 and 9), we see
that the queries “southwest airlines,” “southwestairlines” and “southwest airline” are all
returned. Clearly, these three candidates are semantically closely related to each other
and probably express an identical query aspect, which can be easily confirmed by con-
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Table 6.1: A session example from the AOL dataset consisting of five queries (rows
2–6), and a ranked list of top ten query completions (row 8), separated by “;” and
returned by MPC (Bar-Yossef and Kraus, 2011) after typing the prefix “so” of the
last query “sony”.

1 SessionID UserID Query Time

2 419 1020 compaq 20060315, 14:18:42
3 419 1020 hewlit packard 20060315, 14:26:58
4 419 1020 toshiba 20060315, 14:32:31
5 419 1020 averatec 20060315, 14:35:39
6 419 1020 sony 20060315, 14:38:15

7 A ranked list of query completions for the prefix “so”

8 southwest airlines; southwest; song lyrics; social security;
sopranos; southwestairlines; sony; sofia laiti;
southwest airlines; social security administration

sidering the overlap of the search engine result pages (SERPs) produced for these three
queries. We hypothesize that in this example, the latter two candidates, i.e., “southwest-
airlines” and “southwest airline,” in this list of query completions (row 8) are redundant
completions for the prefix “so.” Thus, to improve the user’s search satisfaction, they
should be removed from the list, especially when only few query completions can be
returned. By doing so, the QAC performance in this case, typically measured by Mean
Reciprocal Rank (MRR), can be improved given that the final submitted query is “sony.”
Moreover, in this case, if the final query submission is “social security administration,”
the MRR score obviously can be further increased as more redundant candidates before
“social security administration” in the list of query completions are cleared.

After removing redundant queries from the list of query completions, more query
completions can be included, which increases the probability of matching the intended
query of the user. Thus, in this chapter, we consider the task of diversifying query auto
completion (D-QAC), which aims to return the correct query early in the QAC ranking list
and to reduce the redundancy among the query completions. In particular, we propose
a series of greedy query selection (GQS) models, i.e., GQSMPC+AQ , GQSMSR+AQ ,
GQSMPC+LQ and GQSMSR+LQ , corresponding to a GQS model that first selects the
most popular completion and use all previous queries in session as search context, that
first selects the most similar completion and use all previous queries in session as search
context, that first selects the most popular completion and use only the last preceding
query in session as search context and that first selects the most similar completion and
use only the last preceding query in the session as search context, respectively. We iden-
tify a query’s aspects by categorizing its clicked URLs using the ODP (Open Directory
Project) taxonomy,1 a topical hierarchy structure for URL categorization.

In practice, our GQS model faces two main challenges. One relates to a query cold-
start problem. When ranking the query candidates in the testing phase, we may not
know all aspects of a query candidate from the logs in the training period. The other

1http://www.dmoz.org
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problem is a sparseness problem: we only have limited aspect information about every
query. For the query cold-start problem, we propose a solution by which an unlabelled
query can be assigned the same aspects as its semantically most closely related query that
has been labelled by ODP in the training period. For the sparseness problem, we apply
a Bayesian probabilistic matrix factorization approach to derive a distribution of query
over all aspects.

We answer the following questions for this problem:
RQ12 Do our greedy query selection (GQS) models beat the baselines for diversifying

query auto completion task in terms of metrics for QAC ranking (e.g., MRR) and
for diversification (e.g., α-nDCG)?

RQ13 How does the choice of selecting the first query to be included in the QAC re-
sult list impact the performance in diversified query auto completion of our GQS
model?

RQ14 What is the impact on diversified query auto completion performance of our GQS
model of the choice of search context, i.e., choosing all previous queries in a ses-
sion or only the last preceding query?

RQ15 What is the relative D-QAC performance of our QAC models when evaluated
using a side-by-side comparison?

RQ16 What is the sensitivity of our GQS model? In particular, how is the performance
of our GQS model influenced by, e.g., the number of returned query completions,
namely a cutoff N , the number of latent features used in BPMF kf and a trade-
off λ controlling the contribution of search popularity and search context when
modeling the closeness of query completion to search intent?

We answer these questions by changing the scenario of selecting the first query comple-
tion to the final list and of collecting session context for inferring search intents. Our
experimental results for the GQS models, results obtained on two large-scale real-world
query logs, show that our proposal can outperform a competitive state-of-the-art baseline
in terms of well-known metrics used in QAC and diversification, e.g., MRR andα-nDCG,
respectively. We also conduct a side-by-side comparison to assess the diversity of QAC
suggestions.

Our contributions in this chapter can be summarized as:
1. We propose the task of diversifying query auto completion (D-QAC) that aims to

return the user’s intended query early in a list of query completions and, simulta-
neously, to reduce the redundancy of the QAC list. To the best of our knowledge,
there is no published work on D-QAC.

2. We propose a greedy query selection (GQS) approach for D-QAC that captures the
query aspect not only from the current search popularity but also from the search
context in session.

3. We study a query cold-start problem, where we do not have any aspect information
about a query from the logs in the training period. For such unknown queries, we
assign aspect labels from its semantically most closely related query for which
aspect information has been found during the training period.

4. We analyze the effectiveness of our GQS model and find that it significantly outper-
forms state-of-the-art baselines for D-QAC in terms of MRR and α-nDCG. Gener-
ally, against the best baseline, GQS achieves an improvement of around 2.3% and
5.6% in terms of MRR and α-nDCG, respectively.
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Table 6.2: Main notation used in the chapter.
Notation Description

T number of queries in a session
qt the t-th (t = 1, 2, . . . , T ) query in a session
p prefix of the last query qT in a session
RR a list of query completions for prefix p returned to the user
RI an initial QAC ranking list matching prefix p
kI number of query completions in RI , i.e., |RI |
a aspect
q(i) the probability of relevance of query q to the i-th aspect
CS search context, i.e., sequence of queries preceding qT : {q1, q2, . . . , qT−1}
qc query candidate in a QAC list
λ trade-off between search popularity and previous search context
f(q) frequency of query q
θ decay factor
qs selected query in RR
ωt normalized decay brought by temporal interval
TD(qt) time interval between qt and qT
N number of query completions finally returned to a user, i.e., a cutoff
Q set of unique queries
QL set of labelled queries ⊆ Q
A set of unique aspects
Nq number of unique queries, i.e., |Q|
Ma number of unique aspects, i.e., |A|
kf number of latent features used in BPMF

The remainder of this chapter is organized as follows. The D-QAC problem and our
proposed solution are described in §6.1. Section 6.2 presents our experimental setup. In
§6.3, we report our results. Finally, we conclude in §6.4, where we also suggest future
research directions.

6.1 Approaches

In this section, we formally introduce the problem of diversifying query auto completion
(D-QAC) in §6.1.1, describe our greedy query selection model to deal with D-QAC in
§6.1.2, and derive query distributions over aspects in §6.1.3.

6.1.1 The D-QAC Problem
Before introducing our method for D-QAC, we first recall the main notation used in this
chapter in Table 6.2 and then state the problem of D-QAC. As the search engine only
returns the top N query completions to its users, the objective of D-QAC is to maximize
the probability that the average user finds at least one useful query completion within the
top N candidates.
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Assume that the following are given:
• a prefix p of the last query qT in a session consisting of T queries {q1, q2, . . . , qT };
• an initial list of query completionsRI produced for this prefix pwith length |RI | =
kI ;

• the probability of relevance P (Rel | a, p, CS) of query aspect a for prefix p given
the search contextCS consisting of a sequence of preceding queries before qT , i.e.,
{q1, q2, . . . , qT−1};

• and a satisfaction value Ps(Rel | qc, p, a, CS), i.e., a probability of query comple-
tion qc matching the query aspect a given the search context CS .

First, we start with a simplified objective of the diversified query auto completion (D-
QAC) problem, which aims to satisfy the average user who enters the prefix p by finding
at least one acceptable query completion among the top N query completions returned,
given his search context CS , where RR ⊆ RI with |RR| = N , such that N ≤ kI . This
is achieved by maximizing

P (RR | p, CS) = P (Rel | p, CS)

1−
∏

qc∈RR

(1− Ps(Rel | qc, p, CS))

 . (6.1)

Let us illustrate this objective and see how it formalizes our intuition. Note that Ps(Rel |
qc, p, CS) can be interpreted as the probability that a query completion qc satisfies a user
who enters the prefix p given the search context CS . Then (1 − Ps(Rel | qc, p, CS))
indicates the probability that qc fails to satisfy the user. Therefore, the probability that
all selected query completions fail to satisfy the user equals its product under the query
independence assumption. One minus that product is the probability that at least one
query completion satisfies the user. Finally, the score, weighted by P (Rel | p, CS),
denotes the probability that the set of query completions RR satisfies the average user.
Then, we break the objective in (6.1) down to the aspect level as

P (RR | p, CS) =
∑
a

P (Rel | a, p, CS)

1−
∏

qc∈RR

(1− Pv(Rel | qc, p, a, CS))

 , (6.2)

where a is a given aspect and summing over all aspects weighted by P (Rel | a, p, CS)
denotes the probability that the set of query candidates RR satisfies the average user who
enters prefix p at the aspect level.

This D-QAC framework promotes diverse rankings of query completions by penal-
izing redundancy at every rank in the list of query completions. It does so by greedily
selecting query completions from RI\RR into RR. At each step, it selects one candi-
date that is most different from those previously selected in RR (thus minimizing redun-
dancy), while still relevant to the query aspect. This can be achieved by iteratively filling
RR with one query q? ∈ RI\RR each time until |RR| = N :

q? ← argmax
qc∈RI\RR

∑
a

P (Rel | qc, p, a, CS)
∏

qs∈RR

(1− P (Rel | a, p, qs, CS)), (6.3)

where P (Rel | qc, p, a, CS) denotes the probability that, for prefix p, candidate qc meets
the query aspect a given the search context CS , and P (Rel | a, p, qs, CS) indicates the
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conditional probability that the selected query qs for prefix p matches the aspect a given
the search context CS . Thus,∏

qs∈RR

(1− P (Rel | a, p, qs, CS))

denotes the probability that all previously selected queries qs ∈ RR fail to satisfy the
user, and the product

P (Rel | qc, p, a, CS)
∏

qs∈RR

(1− P (Rel | a, p, qs, CS))

indicates the probability that none of the selected queries in RR satisfy the query aspect
a but finally qc does. Finally, the query completion qc ∈ RI\RR with the maximal
probability satisfying the query aspect is chosen for inclusion in the list RR.

6.1.2 Greedy Query Selection for D-QAC
In this section, we propose our Greedy Query Selection (GQS) model to deal with D-
QAC. In this model, we assume that the probability in (6.3) that a query candidate qc
meets the query aspect P (Rel | qc, p, a, CS) can be expressed either by the current
search popularity or implicitly by the closeness to previous queries in the session context
CS , with a trade-off λ (0 ≤ λ ≤1) controlling the contributions from these two parts.
Thus

P (Rel | qc, p, a, CS) = λP (qc | p) + (1− λ)P (Rel | qc, a, CS) (6.4)
= λP (qc | p) + (1− λ)P (Rel | qc, a, q1, q2, . . . , qT−1)

= λP (qc | p) + (1− λ)
∏
qt∈CS

P (Rel | qc, a, qt),

where the query aspect expressed by search popularity P (qc | p) can be directly esti-
mated by

P (qc | p) =
f(qc)∑
q∈RI

f(q)
, (6.5)

where f(q) indicates the frequency of query q ∈ RI . Before combining these two proba-
bility scores, they should be normalized. Obviously, the query aspect is dominated solely
by the search popularity if λ = 1 or by the search context if λ = 0. The probability
P (Rel | qc, a, qt) in (6.4) can be simply estimated by the normalized distance between
qc and qp given a specific aspect a, weighted by the temporal intervals:

P (Rel | qc, a, qt) = ωt ×
(

1− |qc(a)− qt(a)|
dis(qc, qt)

)
, (6.6)

where dis(qc, qt) returns the 2-norm distance between qc and qt and ωt is a normalized
decay factor brought by the temporal interval between qt and qc (namely qT ) to make∑
ωt = 1, as we argue that temporally close queries in a search session are apt to share

common query aspects. Actually, any other similarity function can be used, including,
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e.g., cosine similarity. However, for computing the distance at a specific aspect, we do
need to normalize the score at this specific aspect dimension. Different similarity func-
tions will return similar results. Note that, in our model, all queries are represented by a
vector, where each entry in this vector indicates the relevance of the query to a particular
aspect a. Specifically, qc(i) denotes the probability of relevance of query qc represented
by a vector to its i-th aspect. We compute ωt as ωt ← norm(θTD(qt)−1), where θ is a
decay factor and TD(qt) refers to the time interval, e.g., TD(qt) = 1 for the last query
qT−1 in the context CS . The query, e.g., qc or qt, can be represented by a probability
distribution over aspects returned by Bayesian probabilistic matrix factorization, which
is to be discussed in Section 6.1.3. Hence these probabilities can be computed offline
before ranking.

Next, the probability P (Rel | a, p, qs, CS) in (6.3) indicates to what degree the se-
lected query completion qs ∈ RR meets the query aspect, which can be learnt from the
search logs. We simplify P (Rel | a, p, qs, CS) in (6.3) as:

P (Rel | a, p, qs, CS) = P (Rel | a, qs, CS), (6.7)

indicating the probability that a query candidate matches the query aspect is dominated
by the closeness to the aspect of preceding queries in the session. Finally, based on the
aforementioned query independency assumption, we have

P (Rel | a, p, qs, CS) = P (Rel | a, qs, CS) ∝
∏
qt∈CS

P (Rel | qs, a, qt), (6.8)

where P (Rel | qs, a, qt) can be derived in the same way as P (Rel | qc, a, qt) in (6.4).
By doing so, we can gradually assign one query candidate into the list RR at a time until
reaching the list length |RR|. The details of our query selection method can be found in
Algorithm 5. We first calculate the semantic similarity of query candidates to the search
context (row 3), and inject the most semantically similar query into RR, shown in row 6,
Algorithm 5, then score the remaining candidates in RI by measuring how are they close
to the query aspects and at the same time how are they diverse to the selected query in
RI (see row 10), and finally select the optimal candidate to RI by row 12 and 13. We
iteratively select one candidate at a time from the remaining list until RR = N .

Clearly, as shown in Algorithm 5, first of all, we should initialize RR. We con-
sider two options. The first option starts with RR ← q∗, where q∗ is the most popular
completion in RI at the time of querying because popular queries normally receive high
attentions. We write GQSMPC to denote this variant of the GQS model. Another op-
tion initializes RR with the most semantically related query to the previous queries in
the search context, where q∗ can be directly returned by using word2vec (Mikolov et al.,
2013b) because queries in the same session normally express closely similar aspects. We
write GQSMSR to denote the variant of our GQS model that starts with the semantically
most related query.

Finally, to get these probabilities used in our GQS model, e.g., P (Rel | qc, a, qt)
in (6.4) and P (Rel | qs, a, qt) in (6.8), we should know the query distribution over
all aspects, which is returned by an algorithm based on BPMF (Bayesian probabilistic
matrix factorization), thereby overcoming the sparseness problem of not knowing the
direct relationship between a query and an aspect, see §6.1.3. However, BPMF needs
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Algorithm 5 GQS for D-QAC.

Input: Prefix p, an initial QAC list RI , size of returned QAC list: N , search context
CS

Output: A reranked QAC list RR;
1: RR = ∅
2: for each candidate qc ∈ RI do
3: FirstQuery(qc)← Similarity(qc, CS); %%% Alternatively, MPC(qc)
4: end for
5: q? ← arg maxqc∈RI

FirstQuery(qc)
6: RR ← RR ∪ {q?}
7: RI ← RI\{q?}
8: for |RR| ≤ N do
9: for qc ∈ RI do

10: s(qc)←
∑
i P (Rel | qc, p, a, CS)

∏
qs∈RR

(1− P (Rel | a, p, qs, CS))
11: end for
12: q? ← arg maxqc s(qc)
13: RR ← RR ∪ {q?}
14: RI ← RI\{q?}
15: end for
16: Return RR

to know at least one aspect label of each query while it indeed happens that we may
not know any aspect information about a query. To address this, we use the scenario
proposed in Algorithm 6 by finding a labelled target query that is the semantically most
closely related query to the unlabelled query.

6.1.3 Generating Query Distribution Over Aspects
In this section, we discuss how to generate a query distribution over aspects. We use
Bayesian probabilistic matrix factorization to overcome the sparseness problem of not
knowing direct relationships between a query and an aspect using ODP. Before detailing
our Bayesian probabilistic matrix factorization-based approach, we address the query
cold-start problem, i.e., not knowing any aspect information about a query using ODP
categorization from the training period. We assign the aspect labels from its semantically
most related query in the labelled query set, because semantically related queries (or
words), which often express similar search aspects, have been either directly suggested
to the user or internally used by the search engine to improve the search quality (Bollegala
et al., 2007; Chien and Immorlica, 2005).

More precisely, given an unlabelled query q and a set of labelled queries QL, we
return a labelled query qo ∈ QL for q as:

qo ← argmax
ql∈QL

cos(q, ql) = argmax
ql∈QL

1

W

∑
wk∈q

∑
wj∈ql

cos(wk, wj). (6.9)

We take the cosine similarity between two queries, represented by the average of the
cosine similarity between two sets of normalized word vectors, excluding the stop words.
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Algorithm 6 Dealing with query cold-start problem.

Input: An unlabelled query q;
a set of labelled queries QL with their labels L

Output: Labels of q: l(q);
1: for each query ql ∈ QL do
2: score(ql) = cos(q, ql)
3: end for
4: qo ← argmaxql∈QL

score(ql)
5: l(q)← l(qo) ∈ L
6: Return l(q) to q

The word vector representation can be directly returned by word2vec (Mikolov et al.,
2013a,b) learnt from the query logs. The details are shown in Algorithm 6, where we
first score each labelled query inQL by its cosine similarity to the unlabelled input query
in row 2, and then select the most similar query (row 4), from which we obtain the
aspect labels that are finally assigned to the input query as aspect labels (row 5). Using
Algorithm 6, all the queries in our datasets can be categorized by ODP. After that, BPMF
can be applied to derive the query distribution over all aspects in order to calculate the
probabilities used in Algorithm 5 to rerank query completions. However, queries are
usually short. E.g., the majority in the AOL and MSN logs that we use in this chapter
consists of fewer than three words; see Figure 6.2b below. Hence, it makes sense to
use the clicked documents rather than the query itself to identify query aspects, which
is commonly used in search result diversification. We thus build a large query-aspect
matrix QCNq×Ma

using ODP, with Nq unique queries and Ma unique aspects, as we
will explain.

In the diversity task of TREC,2 the ground truth is generated by humans, both for
relevance and for aspects. In our setting of diversified query auto completion, we first
train our model by proposing a new approach for inferring multi-aspect relevance for
a query from clickthrough data in the log using aspect information from the open di-
rectory project, ODP.3 The clickthrough data is produced from the search behaviors of
real searchers and has been proved effective for labelling the relevance of a document
to a query (Joachims, 2002). More specifically, our methodology consists of two major
steps. The first step involves extracting the clickthrough data from the search log. By
doing so, we obtain a list of all clicked URLs for each unique query. The second step
involves categorizing these URLs using ODP. After that, we infer the aspects of a query
by aggregating all aspects from its clicked URLs. Let us make this more precise.

Definition 6.1.1 (Multi-aspect relevance) Let a query be given. Given an aspect set
that has m pertinent aspects, i.e., an aspect relevance label is independent of other aspect
relevance labels, the multi-aspect relevance of a query is an m-dimensional vector with
each entry corresponding to a relevance label for an aspect given the query.

Hence, each entry in a multi-aspect relevance vector corresponds to an aspect relevance
2http://trec.nist.gov/tracks.html
3DMOZ – the open directory proejct, http://www.dmoz.org.
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Figure 6.1: Distributions of labels (left) and aspects (right) in the AOL and MSN
datasets, respectively.

label. This relevance label can be mapped to a numerical value ne(q, url, a) as:

ne(q, url, a) =
∑

url∈U(q)

J(url, a)× f(q, url), (6.10)

where U(q) contains all clicked URLs of a query q, the indicator J(url, a) = 1 if the
clicked url is categorized by aspect a and J(url, a) = 0 if not, and f(q, url) indicates
the number of clicks on URL url after submitting query q. We use ODP to categorize
the clicked URLs. In practice, following (Chapelle et al., 2009), we split the aspect rel-
evance judgments into a 5-grade scale set, like {perfect , excellent , good , fair , bad} by
ne(q, d, a) ← min(ne(q, d, a), 4). After checking the distribution of labels (see Fig-
ure 6.1a) and aspects4 (see Figure 6.1b), we find the relevance labels, e.g., 2, 3 and 4,
account for the majority of non-zero labels. In this manner, we generate our ground truth
for the relevance of queries to aspects.

To calculate the probabilities mentioned in Section 6.1.2, i.e., P (qc|p, a, CS) in (6.4)
and P (a|p, qs, CS) in (6.7), we should replace the zeros in the original query-aspect
matrix QCNq×Ma

for the cases that no direct relationships between query q and aspect
a are inferred using ODP in the training period. We use Bayesian Probabilistic Ma-
trix Factorization (BPMF) (Salakhutdinov and Mnih, 2008a) to derive the distribution of
queries over aspects. BPMF can be directly applied to the original query-aspect matrix
QCNq×Ma , returning an approximation matrix that assigns a non-zero value to each en-
try in the original matrix to overcome the problem of sparseness and zero-probabilities.
By doing so, the original query-aspect matrix QCNq×Ma

is approximated by:

QC∗approx = Q∗Nq×kf × C
∗
Ma×kf

>, (6.11)

where Q∗Nq×kf and C∗Ma×kf represent the query- and aspect-specific latent feature ma-
trix, and Nq , Ma and kf indicate the number of queries, aspects and latent features,

4To save space, we only plot the distribution of level-one aspects, in total 15 aspects.
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respectively. Like (Cai et al., 2014a), we compute the value QC∗approx(i, j) of query
i at aspect j in matrix QC∗approx by marginalizing over the model parameters and the
hyperparameters:

p(QC∗approx(i, j)|QCNq×Ma
,Θ0) = (6.12)

=

∫ ∫
p(QC∗approx(i, j)|Qi, Cj)p(Q,C|QCNq×Ma

,ΘQ,ΘC)p(ΘQ,ΘC |Θ0)

d{Q,C}d{ΘQ,ΘC},

where ΘQ = {µQ,ΣQ} and ΘC = {µC ,ΣC} are hyperparameters of query set Q
consisting of all unique queries and of aspect set A consisting of all unique aspects, re-
spectively. The prior distributions over the query and aspect feature vectors are assumed
to be Gaussian, and Θ0 = {µ0,Σ0,W0} is a Wishart distribution hyperparameter with
Σ0×Σ0 scale matrixW0. The intuition behind this approximation is that the relevance of
a query to aspects is determined by a small number of unobserved hyperparameters. This
means that taking a Bayesian approach to the prediction problem involves integrating the
model hyperparameters. In addition, the use of Markov chain Monte Carlo (MCMC)
methods (Neal, 1993) for approximating relevance comes from finding only point esti-
mates of model hyperparameters instead of inferring the full posterior distribution over
them, which results in a significant increase in predictive accuracy (Salakhutdinov and
Mnih, 2008a).

BPMF introduces priors for the hyperparameters, which allows the model complex-
ity to be controlled based on the training data (Salakhutdinov and Mnih, 2008b). When
the prior is Gaussian, the hyperparameters can be updated by performing a single EM
step (Dempster et al., 1977), which scales linearly with the number of observations with-
out significantly affecting the time to train the model. The details of BPMF can be found
in (Salakhutdinov and Mnih, 2008a). As some of the values in the matrix QC∗approx gen-
erated by BPMF are negative, we normalize QC∗approx to guarantee QC∗approx(i, j) ∈
(0, 1). After normalizing, distributions of queries over aspects can be produced.

6.2 Experiments

Below, §6.2.1 provides an overview of the models for D-QAC studied in this chapter;
§6.2.2 describes the datasets; §6.2.3 details the design of a side-by-side experiment, and
we specify our settings and parameters in §6.2.4.

6.2.1 Model Summary
We list all the models to be discussed in Table 6.3. There are three state-of-the-art base-
lines and four flavors of approaches that we introduce in this chapter: greedy query
selection (GQS, Algorithm 5) with two notions of context (AQ, all preceding queries vs.
LQ, only the last query) and two notions of starting query (MPC, most popular query, vs.
MSR, semantically most closely related query).

In addition to the MPC model (Bar-Yossef and Kraus, 2011), which is referred to as
QD-MPC in this chapter and has been introduced as a baseline approach in Chapter 4
and 5, we consider three more QAC baselines:
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Table 6.3: An overview of models discussed in the chapter.
Model Description Source

QD-MPC A QAC ranking approach, which ranks query
completions according to their current
popularity collected from the query logs.

(Bar-Yossef and Kraus,
2011)

QD-CON A context-based query ranking approach,
which reranks query completions (returned
by MPC) by a hybrid score considering the
query popularity and the similarity to search
context in current session.

(Bar-Yossef and Kraus,
2011)

QD-QCR A diversification-oriented query ranking
approach, which reranks query completions
(returned by MPC) by selecting queries from
distinct query clusters.

(He et al., 2011)

QD-MMR A diversification-oriented query ranking
approach, which ranks query completions
according to both their popularity and the
dissimilarity between a query candidate to be
selected and those previously selected.

(Carbonell and Gold-
stein, 1998)

GQSMPC+AQ Greedy query selection approach starting
with the most popular query and taking all
preceding queries in session as context.

This chapter

GQSMPC+LQ Greedy query selection approach starting
with the most popular query and taking the
last preceding query in session as context.

This chapter

GQSMSR+AQ Greedy query selection approach starting
with the most semantically related query to
the preceding queries in session and taking all
preceding queries as context.

This chapter

GQSMSR+LQ Greedy query selection approach starting
with the most semantically related query to
the preceding queries in session and taking
the last preceding query in session as context.

This chapter
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QD-MPC A popularity-based QAC approach, which ranks the query candidates by
their frequency as computed from the counts in the preceding log (Bar-Yossef and
Kraus, 2011);

QD-CON A context-based QAC approach,5 where we rerank the query candidates by
a hybrid score considering the query popularity and the similarity to the search
context in current session (Bar-Yossef and Kraus, 2011);

QD-QCR A diversification-oriented query ranking approach based on query clusters (He
et al., 2011), which reranks query completions returned by MPC via selecting
query from distinct clusters; the K-means clustering algorithm is applied to clus-
ter the queries with a fixed number of clusters, i.e. 5, as we evaluate the results
produced by returning at least 5 query completions in our experiments;

QD-MMR An MMR-based (Carbonell and Goldstein, 1998) query ranking, which con-
siders the candidate’s popularity as well as its dissimilarity to those previously
selected queries with setting a trade-off to 0.5; in particular, the dissimilarity is
computed as:

dissim(qc, RR)← 1

|RR|
∑
q∈RR

(1− cos(q, qc)), (6.13)

where qc is a query candidate to be selected and q is a query which has been
selected in the query set RR. Both queries are represented by a vector returned by
Bayesian probabilistic matrix factorization as detailed in §6.1.3.

6.2.2 Datasets

We use the processed AOL and MSN datasets that have been described in Chapter 3 and
used in Chapter 5. A major difference between the datasets used in Chapter 5 and in this
chapter is that, in Chapter 5, we set the prefix to be the first 1–5 character(s) of all queries
in a session; however, in this chapter, for each session, the prefix is set to be the first 1–
5 character(s) of the last query in the session. To get the training/test set, we remove
the input prefixes whose ground truth is not included in the top 20 query completions
returned by MPC, to guarantee that the candidate set contains the final query submission,
following standard practice in the experimental design for QAC tasks; see, e.g., (Cai
et al., 2014b; Jiang et al., 2014b; Shokouhi, 2013). We remove all test cases where the
final submitted query cannot be categorized by ODP in the training phase, i.e., we cannot
infer the query aspect of such queries, making it impossible to generate the ground truth.

Table 6.4 details the statistics of the datasets used. More than half (64.9%) of all
unique queries in AOL can be categorized using ODP. For the MSN log we reach a
higher ratio (66.2%). In the AOL log, if the user clicked on a search result of a query,
only the domain portion of the URL in the clicked result is listed; however, in the MSN
log, the full URL is recorded. For consistency with the way we process the AOL logs,
we only keep the domains of clicked URLs in the MSN log when inferring query aspects
via clickthrough data. Notice also that, compared to the average number of queries in a
session in the AOL log (∼3.3), the MSN users submit more queries per session (∼5.5).

5We implement the BPMF process to generate a rich query representation over aspects to overcome the
sparsity problem.
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Table 6.4: Statistics of the AOL and MSN datasets used. The number of prefixes at
various lengths are generated when top 20 query completions are returned by MPC,
i.e., kI = 20. The n in “# Prefix-n” indicates the length of the prefix in characters.

AOL MSN

Variables Training Test Training Test

# Queries 3,808,083 1,571,346 3,784,925 1,402,308
# Unique queries 452,980 452,980 304,943 304,943
# Labelled Uniq Qs 294,363 294,363 201,872 201,872
# Unlabelled Uniq Qs 158,617 158,617 103,071 103,071
# Sessions 1,149,528 465,302 674,717 256,512
# Queries / session 3.31 3.38 5.60 5.46
# All prefixes 3,109,247 1,146,768 2,013,671 697,870
# Prefix-1 262,924 90,688 196,831 65,179
# Prefix-2 458,999 162,007 319,362 105,082
# Prefix-3 698,716 251,623 455,109 154,020
# Prefix-4 826,984 309,522 517,570 182,502
# Prefix-5 861,624 332,928 524,799 191,087

We take a closer look at the processed datasets to be able to report the ratio of queries
at various lengths in words and of sessions at various lengths in queries in Figure 6.2.
As shown in Figure 6.2a, for both datasets, nearly half of the sessions contain only two
queries. The majority of sessions are short (< 4queries), accounting for 77.3% in the
AOL log and 81.2% in the MSN log. Long sessions (> 6queries) are rare, accounting for
only 6.5% in the AOL log and 3.5% in the MSN log. For the length of queries in words
as shown in Figure 6.2b, more than 90% of the queries consist of at most three words,
making it challenging to infer query aspects directly from queries.

6.2.3 Side-by-side Experiments

In addition to standard contrastive “bake-off” experiments, we use a second method for
evaluating the diversity of QAC lists. Following (Chapelle et al., 2012; Thomas and
Hawking, 2006; Vallet, 2011; Vallet and Castells, 2011), we show human judges in a lab
setting two ranked lists of query completions for a given prefix and ask them which of
the two is more diverse. This side-by-side evaluation experiment is performed using 50
master students in computer science. Each participant is given 50 different test prefix
samples. For each test prefix, five lists of query candidates returned by QAC models,
i.e., the baseline, GQSMPC+AQ , GQSMPC+LQ , GQSMSR+AQ , and GQSMSR+LQ , are
presented in pairs to an individual participant, who is asked to indicate which query list is
more diverse or whether there was a tie: GQSMPC+LQ vs. the baseline, GQSMPC+LQ

vs. GQSMPC+AQ , GQSMSR+LQ vs. the baseline and GQSMSR+LQ vs. GQSMSR+AQ ,
respectively. During their assessments, participants were allowed to use a web search
engine to help them decide. The selection of pairs of approaches for the side-by-side
comparison is aligned with the comparisons for the standard contrastive “bake-off” ex-
periments in §6.3.3. By doing so, we can examine the agreement on diversity preference
between human judgments and the preferences inferred from the contrastive experiments.
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(a) The ratio of sessions at various lengths in
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(b) The ratio of queries at various lengths in
terms in the AOL and MSN dataset.

Figure 6.2: Distribution of session length in queries (left) and query length in terms
(right) in the processed AOL and MSN datasets, respectively.

Table 6.5: Statistics of the side-by-side experiment.
Number of participants 50
Total number of prefixes assessed 2500
Number of prefixes assessed per prefix length (1, 2, 3, 4, 5) 500
Number QAC-candidates shown per prefix per model 10
Number of prefixes assessed per individual participant 50
Number of models compared 5
Number of pairs of QAC models judged 4

Table 6.5 summarizes the statistics of the side-by-side experiment.
Following (Chapelle et al., 2012), we use agreement to quantify to which extent the

relative order of rankings obtained by computing the α-nDCG@10 scores of system-
produced lists of QAC-candidates coincides with human preferences.

6.2.4 Parameters and Settings

Following (Bennett et al., 2012), we set the factor θ = 0.95 in the decay function men-
tioned in §6.1.2. We first use one-third of the original test data for validation to optimize
the free parameter λ controlling the contribution of query aspects signaled by the search
popularity and the search context in (6.4), and then use the remaining two-thirds for the
final test. We further discuss the influence of λ in §6.3.5. Similarly, the number of latent
features used by Bayesian probabilistic matrix factorization in §6.1.3 is set to kf = 10,
which is followed by additional experiments and detailed discussions on the results gen-
erated when kf is changing in §6.3.5.

For labeling query aspects, we use multiple relevance labels and proceed as follows.
We first get a list of all clicked URLs of the remaining queries in the training period. Then
we try to project each clicked URL for a query into a two-level ODP aspect based on the
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links within each aspect6 where the URLs have been categorized. Finally, given a query,
we aggregate all aspects of its clicked URLs and use the aggregated aspect information
to label the relevance of aspects for the query. Let us consider an example of the labelling
process.

Example 6.2.1 Given a query q, we find that two URLs, e.g., d1 and d2, are clicked c1
and c2 times, respectively, according to the query log after q has been submitted. At the
same time, based on the links within each ODP aspect, d1 is labelled with aspects a1 and
a2, and d2 is labelled with aspects a2 and a3. Consequently, to query q we assign aspects
a1, a2 and a3, with counts c1, c1 + c2 and c2, respectively.

In total, we find 513 level-two topical aspects originated from 15 level-one topical aspects
in our dataset based on this process.7 These aspects are explicit. For instance, we can find
aspects like “/arts/movies”, “/shopping/crafts” and “/business/financial services”, where
“/arts”, “/shopping” and “/business” are level-one aspects, and “/movies”, “/crafts” and
“/financial services” are their corresponding level-two aspects, respectively.

In previous research on QAC, it is often assumed that users are given a list of the top
N = 10 (at most) query completions. This is a common setting used by many web search
engines and in many publications (Cai et al., 2014b; Jiang et al., 2014b; Shokouhi, 2013).
In our experiments, we first retrieve the top 20 query completions (at most) as determined
by MPC and then return a final list of the top 10 (at most) candidates for evaluation after
reranking the original QAC list by each specific model, i.e., N = 10 is initially used as a
cutoff to test the diversified query auto completion performance. In addition, we examine
the performance of our models at different cutoffs, i.e., at N = 5 and 20.

In practice, QAC methods should consider efficiency. Thus, the algorithm needs an
efficient data structure, like a hash table, to support fast lookups for input prefix keys.
Before testing, we generate an initial QAC ranking for each prefix offline by the MPC
approach, and represent queries using vectors returned by the BPMF process. Then, for
the diversification task, the main cost is on computing the similarities for reranking these
query completions. All these preprocessing steps can be done offline.

6.3 Results and Discussion

In §6.3.1 we examine the performance of models for diversifying query auto completion
in terms of MRR and α-nDCG@10, etc. We follow with a section discussing the sce-
nario used in our GQS model for selecting the first query into the QAC list in §6.3.2.
We examine the performance of our GQS model under different choices of the search
context and zoom in on the performance at each prefix length in §6.3.3. We report on the
outcomes of a side-by-side comparison on D-QAC performance in §6.3.4. Finally, §6.3.5
details the impact of the parameters used in our GQS model and provides an analysis of
our GQS model under various settings.

6http://www.dmoz.org/docs/en/rdf.html
7As an aside, in total there are 16 level-one topical aspects in ODP; the aspect “Kids and Teens” was not

found as an aspect in our dataset.
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Table 6.6: Performance on the AOL and MSN logs based on the top 20 query com-
pletions initially returned by MPC, which are then re-ranked by the methods listed
in the table. The results are reported at a cutoff of N = 10 for all prefixes. The
values produced by the best baseline and the best performer in each column are un-
derlined and boldfaced, respectively. Statistical significance of pairwise differences
(GQS model vs. the best baseline) are determined by the t-test (N/H for α = .01, or
M/O for α = .05).

Dataset Method MRR ERR-IA@10 α-nDCG@10 NRBP MAP-IA

AOL

QD-MPC .5372 .3765 .6513 .3487 .2768
QD-CON .5391 .3782 .6526 .3488 .2783
QD-QCR .5393 .3791 .6538 .3491 .2794
QD-MMR .5377 .3783 .6530 .3490 .2785
GQSMPC+AQ .5465 .3872M .6681M .3598M .2864M

GQSMSR+AQ .5509M .3958N .6799M .3632M .2885M

GQSMPC+LQ .5516M .3965N .6852N .3645N .2898M

GQSMSR+LQ .5520M .4007N .6901N .3679N .2907N

MSN

QD-MPC .6158 .4184 .6562 .3891 .2546
QD-CON .6173 .4211 .6674 .4002 .2613
QD-QCR .6191 .4315 .6810 .4064 .2698
QD-MMR .6134 .4205 .6658 .3914 .2602
GQSMPC+AQ .6285 .4417M .6933 .4138 .2757M

GQSMSR+AQ .6301 .4438M .6994M .4152M .2771M

GQSMPC+LQ .6307 .4452M .7003M .4174M .2797M

GQSMSR+LQ .6324M .4458M .7025M .4191M .2794M

6.3.1 D-QAC Performance of GQS

To answer our first research question, RQ12, we examine the D-QAC performance of all
mentioned models in Table 6.3 and report the results in Table 6.6 for the AOL and MSN
logs, respectively.

As shown in Table 6.6, QD-QCR achieves the best performance among the four base-
lines in terms of MRR and diversity metrics, e.g., α-nDCG@10. Hence, we only use
QD-QCR as a baseline for comparisons with our proposed models in later experiments
both on the AOL and MSN logs. In particular, for most test cases in these two datasets,
all these baselines can return the final submitted queries early, at the top two positions,
as evidenced by the fact that the MRR scores are larger than 0.5. In addition, the MRR
scores of the baselines are close to each other. In particular, on the AOL log, QD-QCR
achieves a competitive MRR score when compared against QD-CON but only achieves
a minor MRR improvement (< 0.5%) over QD-MMR and QD-MPC. QD-MMR dis-
plays a marginally better performance than QD-MPC in terms of MRR, indicating that
for some cases QD-MMR is able to remove some redundant candidates in the original
QAC list generated by the basic MPC approach. However, the MRR improvement is
limited because QD-MMR partially relies on query popularity and it does not consider
the in-session context when calculating the dissimilarity between queries. In contrast,
on the MSN log, the baselines achieve somewhat higher MRR and diversity scores com-
pared to those on the AOL log. This can be attributed to the difference in session length.
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Compared to the sessions in the AOL log, the average length of sessions in the MSN log
is longer and some repeated queries are found, which helps identify the query aspects of
the last query in session and results in higher MRR and diversity scores.

In order to assess the performance of our GQS models, we compare their results
against those of the selected baseline, i.e., QD-QCR. For the AOL log, as shown in Ta-
ble 6.6, compared to the baseline, all of our four QGS models outperform it in terms of
MRR and the diversity metrics. However, the improvements of our models are limited,
starting from a relatively low level of 1.37% improvement achieved by GQSMPC+AQ

to a peak improvement of 2.25% reported by GQSMSR+LQ in terms of MRR. In the
middle, GQSMPC+LQ outperforms GQSMSR+AQ , reaching an MRR improvement of
2.28% against the baseline while 2.15% made by GQSMSR+AQ against the baseline. All
improvements of our GQS models, except GQSMPC+AQ , against the baseline are statis-
tically significant at level α = 0.05 using the t-test. For the diversity results, our GQS
models report notable improvements. As an example, let us take the diversity metric α-
nDCG@10 to analyze the models’ performance. Clearly, GQSMSR+LQ performs best,
with a 5.55% improvement over the baseline on the AOL log. Competitive results are
generated by GQSMPC+LQ with a 0.7% drop against GQSMSR+LQ but still a 4.80% im-
provement over the baseline. Importantly, the improvements achieved by GQSMPC+LQ

and GQSMSR+LQ over the baseline are significant at α = 0.01. In contrast, more modest
improvements over the baseline in terms of α-nDCG@10 are achieved by GQSMPC+AQ

and GQSMSR+AQ , both of which are significant at α = 0.05.

In contrast, on the MSN log, we can see from Table 6.6 that the best results are again
generated by GQSMSR+LQ but with a more modest MRR improvement against the base-
line compared to that on the AOL log. In terms of MRR, significant improvements are
achieved only by the GQSMSR+LQ model over the baseline at α = 0.05. This can be
explained by the fact that most QAC rankings generated both by the baseline and by
our models are high performing, leaving limited space for significant MRR improve-
ments of our models over the baseline. Regarding the diversity results on the MSN log,
generally, our GQS models beat the baseline in terms of four metrics in Table 6.6, col-
umn 3–6. Significant improvements over the baseline in terms of these four diversity
metrics are achieved at α = 0.05 for most cases. In particular, using α-nDCG@10,
GQSMSR+LQ achieves the largest improvement, around 3.15% over the baseline. Com-
pared to the MRR improvements achieved by our GQS models, the improvements in
terms of α-nDCG@10 are more pronounced. For some cases, redundant queries can
indeed be removed from the QAC list by GQS models, resulting in improved diversity
scores; however, these redundant candidates could be ranked lower than the final sub-
mitted query in the original QAC list and consequently do not affect the reciprocal rank
score, and hence this has a limited impact on the MRR scores.

Summing up, based on the results achieved on the AOL and MSN logs, we conclude
that our greedy query selection approach can indeed remove redundant queries in the
original QAC list, returning the final submitted query early and making the final returned
list cover more aspects of queries. Later, we will compare our GQS models in detail in
§6.3.2 and §6.3.3.
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6.3.2 Effect of the First Completion Selected by GQS

Next, we move to research question RQ13, for which we test our proposed GQS models
on both the AOL and MSN log under different choices of the search context used, i.e.,
all preceding queries before the last query in the session or only the last preceding query.
We begin by analyzing the results generated on the AOL log and reported in Table 6.6.

First of all, we use all previous queries before the last query in session as search
context, i.e., CS ← {q1, q2, . . . , qT−1}. Then, we compare the results produced by
GQSMPC+AQ and GQSMSR+AQ in Table 6.6 to examine the effect of the first query
candidate chosen in our GQS model. Clearly, GQSMSR+AQ outperforms GQSMPC+AQ

in terms of MRR and the diversity metrics. So, to some extent, our GQS model, starting
with the query candidate that is semantically most similar to the current search context
for D-QAC tasks, outperforms that choosing the most popular candidate first into the final
listRR. In particular, as shown in Table 6.6, on the AOL dataset, GQSMSR+AQ achieves
an MRR improvement near 1% over GQSMPC+AQ . For some cases, GQSMPC+AQ

and GQSMSR+AQ start with the same candidate, i.e., the most popular candidate is also
the most semantically related one. Consequently, these two models generate the same
ranked lists of query completions. As to QAC diversification, GQSMSR+AQ achieves
very high α-nDCG@10 scores of over 0.6 and it still achieves near 2% improvement
against GQSMPC+AQ , indicating that, at the aspect level, GQSMSR+AQ returns more
queries with multiple aspects as well as pushes the potential query to be submitted
higher than GQSMPC+AQ . Similar findings can be obtained by setting the last preceding
query in a session as the search context, i.e., CS ← qT−1, by comparing GQSMPC+LQ

vs. GQSMSR+LQ . As shown in Table 6.6, compared with the difference in MRR
difference between GQSMPC+AQ and GQSMSR+AQ , the difference in MRR between
GQSMPC+LQ and GQSMSR+LQ is smaller. The same phenomena can be found for
the α-nDCG@10 scores. However, both GQSMPC+LQ and GQSMSR+LQ show better
performance than GQSMPC+AQ and GQSMSR+AQ , which motivates us to consider re-
search question RQ14 in §6.3.3. Thus, so far on the AOL log, we can conclude that
the first query selected in our GQS model impacts the QAC ranking performance in the
D-QAC tasks and our GQS model can achieve better D-QAC performance when starting
with the most semantically similar query rather than the most popular.

The results achieved on the AOL log discussed in Table 6.6 are produced by averag-
ing the scores of all prefixes at different lengths of prefixes, ranging from 1 to 5. Next,
we compare our models at specific prefix lengths. For comparison, we report the results
in terms of MRR and α-nDCG@10 in Table 6.7. Generally, as shown in Table 6.7, our
GQS models that start with the most semantically related query, i.e., GQSMSR+AQ and
GQSMSR+LQ , perform better in terms of MRR than the corresponding GQS models that
start with the most popular query, i.e., GQSMPC+AQ and GQSMPC+LQ . Interestingly,
significant improvements of the GQS models over the baseline are more easily observed
at long prefixes, e.g., #p = 4 and 5, than short ones, e.g., #p = 1 and 2. Intuitively,
longer prefixes can sharply reduce the space of candidate query completions and hence
can include more similar candidates in the original QAC list, which would be pushed
down in the list by our approaches, resulting in significant improvements over the base-
line.

However, the MRR improvements of the GQSMSR+AQ model over the GQSMPC+AQ
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Table 6.7: Performance, in terms of MRR and α-nDCG@10, of GQS models un-
der various choices of the first query candidate selected and of the search context
used, at a prefix length #p ranging from 1 to 5 characters on the AOL log. The
best performer per row is in boldface. Statistical significance of pairwise difference
(GQS model vs. Baseline) is determined using the t-test (N/H for α = .01, or M/O for
α = .05).
Metric #p Baseline GQSMPC+AQ GQSMSR+AQ GQSMPC+LQ GQSMSR+LQ

MRR

1 .4673 .4716 .4738 .4739 .4745
2 .4861 .4927 .4946 .4954 .4960M

3 .5140 .5221 .5253M .5258M .5263M

4 .5556 .5620 .5681M .5686M .5689M

5 .5889 .5975 .6030M .6039M .6045M

α-nDCG@10

1 .6012 .6117 .6235M .6272N .6315N

2 .6270 .6393 .6496M .6551N .6592N

3 .6357 .6490M .6605M .6658N .6713N

4 .6611 .6758M .6883N .6944N .6984N

5 .6882 .7051M .7171N .7220N .7276N

model and of the GQSMSR+LQ model over GQSMPC+LQ are not significant. In terms of
α-nDCG@10, as reported in Table 6.7, one particular finding highlighting the difference
is that, for some cases, our GQS model achieves significant improvements over the base-
line in terms of α-nDCG@10 at level α = .01, which is not the case for MRR as reported
in Table 6.7. In addition, a near 2% improvement of GQSMSR+AQ over GQSMPC+AQ

and around 1% improvement of GQSMSR+LQ over GQSMPC+LQ are observed in terms
of α-nDCG@10. In contrast, the analogous MRR improvements in Table 6.7 are lower;
this means that our models can help diversify queries.

Next, we turn our attention to results obtained using the MSN log, as reported in Ta-
ble 6.6. Some findings consistent with those achieved on the AOL log can be observed:
(1) the first query to be selected by the GQS approaches has a slight impact on the D-QAC
performance; (2) compared to starting with the most popular query, selecting the seman-
tically most closely related query first in the GQS models is more effective. We report on
the performance at the prefix level in terms of MRR and α-nDCG@10 in Table 6.8. As
shown in Table 6.8, few MRR improvements over the baseline achieved by our models
at various prefix lengths is significant. However, our models do produce more diverse
QAC rankings as they receive higher α-nDCG@10 scores compared to the baseline, es-
pecially when using the last query in the session as the search context. We can find from
Table 6.8 that whatever the search context is used, again, selecting the most semantically
related query by GQS models is more effective than injecting the most popular query into
the QAC ranking list first. In addition, long prefixes (e.g., #p = 4 and 5) seem to gain
more in terms of diversity than short ones (e.g., #p = 1 and 2), which is also confirmed
by the significance tests, e.g., GQSMPC+LQ and GQSMSR+LQ achieve significant im-
provements at α = .05 in terms of α-nDCG@10 over the baseline at #p = 4 and 5 but
not at #p = 1. These results are consistent with those on the AOL log. Hence, apart
from the conclusions established based on the AOL log, we come to another conclusion:
our models perform better in cases where users continue to type more in the search box:
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Table 6.8: Performance, in terms of MRR and α-nDCG@10, of GQS models under
different choices of the first query candidate selected and of the search context used,
at a prefix length #p ranging from 1 to 5 characters on the MSN log. The best
performer per row is boldfaced. Statistical significance of pairwise difference (GQS
model vs. Baseline) is determined using the t-test (N/H for α = .01, or M/O for α =
.05).
Metric #p Baseline GQSMPC+AQ GQSMSR+AQ GQSMPC+LQ GQSMSR+LQ

MRR

1 .4881 .4963 .4991M .4995M .5014M

2 .5456 .5538 .5572M .5578M .5605M

3 .6041 .6147 .6134 .6154 .6152
4 .6523 .6616 .6647 .6646 .6673M

5 .6846 .6945 .6948 .6960 .6975

α-nDCG@10

1 .6313 .6395 .6427 .6423 .6431
2 .6564 .6637 .6691 .6708M .6721M

3 .6679 .6839M .6893M .6927M .6942N

4 .6916 .7051 .7113M .7132M .7146M

5 .7118 .7245 .7302M .7332M .7351M

bigger diversity gains over the baseline are achieved with long prefixes rather than with
short inputs.

6.3.3 Effect of the Search Context Used by GQS

In this section, we address research question RQ14 by changing the search context, i.e.,
using either the most recent query qT−1 as CS in (6.3) or all preceding queries CS ←
{q1, q2, . . . , qT−1}. As shown in Figure 6.2a, nearly half of the sessions consist of more
than two queries. In addition, we argue, in a long session with multiple queries, the query
aspects of later queries may be changed as the searcher has read some results returned
for previous queries and hence they may be different from the original one. The last
preceding query in the search context could be a good signal of the user’s updated query
aspects. We first compare the results reported in Table 6.6 on the AOL and MSN logs
and then move to a prefix level analysis.

We first compare the overall results of GQSMPC+LQ against GQSMPC+AQ gener-
ated on the AOL log and reported in Table 6.6. The improvements of GQSMPC+LQ over
GQSMPC+AQ in terms of diversity, e.g., α-nDCG@10, are obvious but in terms of MRR
they are not. For instance, GQSMPC+LQ shows an improvement of nearly 3% against
GQSMPC+AQ in terms of α-nDCG@10 but less than 1% in terms of MRR. In addition,
a statistically significant improvement (α = .05) is observed in terms of α-nDCG@10
but not in terms of MRR. Thus, using only the last query as search context in our GQS
models can generate notably diverse QAC ranking list on AOL. Similar findings are ob-
tained by comparing GQSMSR+LQ against GQSMSR+AQ although the improvements
are smaller. We compare the results for different search contexts at various prefix lengths
in Table 6.7 in terms of MRR and α-nDCG@10, respectively. The MRR improve-
ments of GQSMPC+LQ over GQSMPC+AQ and of GQSMSR+LQ over GQSMSR+AQ

are limited but stable at different prefix lengths. However, the α-nDCG@10 results
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Table 6.9: Per prefix bake-off on the AOL log, in terms of MRR and α-nDCG@10:
GQSMPC+LQ vs. other models. The ratios (%) of test prefixes at various lengths
for which GQSMPC+LQ loses against the corresponding model listed in row 2 have
a red background, ratios with equal performance have a yellow background, and
those of prefixes for which GQSMPC+LQ wins have a green background.

MRR α-nDCG@10

#p Baseline GQSMPC+AQ Baseline GQSMPC+AQ

1 26.83 37.91 35.26 17.58 60.39 22.03 22.37 24.68 52.95 15.14 58.02 26.84
2 20.72 49.17 30.11 18.06 62.15 19.79 20.36 26.83 52.81 14.65 58.97 26.38
3 14.68 60.47 24.85 16.23 63.06 20.71 18.94 27.02 54.04 12.21 60.62 27.17
4 11.38 61.24 27.38 16.08 62.97 20.95 18.51 27.63 53.86 11.45 62.78 25.77
5 10.62 62.54 26.84 15.41 61.53 23.06 18.43 28.37 53.20 09.84 64.15 26.01

Table 6.10: Per prefix bake-off on the AOL log, in terms of MRR and α-nDCG@10:
GQSMSR+LQ vs. other models. The ratios (%) of test prefixes at various lengths
for which GQSMSR+LQ loses against the corresponding model listed in row 2 have
a red background, ratios with equal performance have a yellow background, and
those of prefixes for which GQSMSR+LQ wins have a green background.

MRR α-nDCG@10

#p Baseline GQSMSR+AQ Baseline GQSMSR+AQ

1 24.37 36.53 39.10 17.91 63.31 18.78 20.12 21.83 58.05 17.60 62.61 19.79
2 19.65 47.86 32.49 16.47 64.39 19.14 20.21 23.07 56.72 17.08 63.75 19.17
3 13.78 57.85 28.37 15.93 66.87 17.20 19.55 24.38 56.07 16.35 65.05 18.60
4 12.84 59.17 27.99 15.55 67.62 16.83 18.42 25.82 55.76 15.21 66.36 18.43
5 11.53 61.02 27.45 14.41 68.15 17.44 18.59 27.03 54.38 15.57 67.32 17.11

set GQSMPC+LQ apart from GQSMPC+AQ with significant improvements (α = .05)
except for #p = 5. In contrast, GQSMSR+LQ and GQSMSR+AQ yield very similar
α-nDCG@10 scores. We attribute these findings to the fact that: (1) diverse queries
can be returned by our GQS models usually at positions lower than the final submitted
query, resulting in indistinguishable MRR scores but modified diversity scores; (2) half
of the sessions consist of only two queries, see Figure 6.2a, which means that the search
contexts used are the same, resulting in many ties. To verify this claim, we compare
GQSMPC+LQ vs. GQSMPC+AQ and GQSMSR+LQ vs. GQSMSR+AQ as well as the
baseline in a per prefix bake-off. We report the results in Table 6.9 and 6.10, respectively.

From Table 6.9, we see that, against the baseline, GQSMPC+LQ wins many compar-
isons, especially in terms of α-nDCG@10 (> 50%). We also find many ties between the
baseline and GQSMPC+LQ in terms of MRR. In contrast, GQSMPC+LQ yields a ma-
jority of draws against GQSMPC+AQ in terms of both MRR and α-nDCG@10. Some
of the draws occur when GQSMPC+LQ and GQSMPC+AQ return the same ranked list
of query completions; others happen on prefixes for which the two models return the
final submitted query at top positions in the list of query completions, e.g., 1 or 2. As
to a comparison of GQSMSR+LQ vs. GQSMSR+AQ , similar results can be found except
that there are more ties in terms of MRR and α-nDCG@10. One particularly interest-
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Table 6.11: Per prefix bake-off on the MSN log, in terms of MRR and α-nDCG@10:
GQSMPC+LQ vs. other models. The ratios (%) of test prefixes at various lengths
for which GQSMPC+LQ loses against the corresponding model listed in row 2 have
a red background, ratios with equal performance have a yellow background, and
those of prefixes for which GQSMPC+LQ wins have a green background.

MRR α-nDCG@10

#p Baseline GQSMPC+AQ Baseline GQSMPC+AQ

1 25.14 39.43 35.43 16.17 63.51 20.32 27.65 21.75 50.60 14.07 62.34 23.59
2 18.62 50.83 30.55 15.57 65.01 19.42 25.18 22.82 52.00 13.26 64.13 22.61
3 13.69 62.45 23.86 13.69 67.87 18.44 26.74 23.95 49.31 11.33 66.22 22.45
4 12.79 63.53 23.68 13.16 68.69 18.15 22.14 26.07 51.79 10.76 67.66 21.58
5 13.02 64.68 22.30 12.88 69.79 17.33 25.28 26.73 47.99 10.01 67.79 22.20

Table 6.12: Per prefix bake-off on the MSN log, in terms of MRR and α-nDCG@10:
GQSMSR+LQ vs. other models. The ratios (%) of test prefixes at various lengths for
which GQSMSR+LQ loses against the corresponding model listed in row 2 have a red
background, ratios with equal performance have a yellow background, and those of
prefixes for which GQSMSR+LQ wins have a green background.

MRR α-nDCG@10

#p Baseline GQSMSR+AQ Baseline GQSMSR+AQ

1 22.63 40.77 36.60 14.33 64.32 21.35 28.39 23.43 48.18 15.37 63.07 21.56
2 15.32 51.75 32.93 13.57 65.33 21.10 23.73 23.24 53.03 15.10 64.12 20.78
3 12.27 62.68 25.05 12.23 68.11 19.66 23.85 25.07 51.08 14.22 65.91 19.87
4 11.48 63.93 24.59 12.54 68.79 18.67 23.77 25.87 50.36 14.51 66.74 18.75
5 10.65 65.11 24.24 11.53 69.70 18.77 22.26 26.31 51.43 13.24 67.35 19.41

ing point shown in Table 6.9 and 6.10 is that, for most cases, more ties occur when the
prefix becomes longer. This is because the QAC models can return the final submitted
query early on for long prefixes and hence they generate more similar rankings of query
completions.

The outcomes of the main comparisons on the MSN log, i.e., GQSMPC+LQ vs.
GQSMPC+AQ and GQSMSR+LQ vs. GQSMSR+AQ are consistent with those on the
AOL log. Regarding the prefix level analysis, see Table 6.8, although the GQS mod-
els using the last query as search context still beat the corresponding models that use all
preceding queries in terms of MRR and α-nDCG@10, the improvements are not statis-
tically significant. Some significant improvements of GQSMPC+LQ and GQSMSR+LQ

against the baseline are observed, especially on long prefixes. Similarly, we report on
a per prefix bake-off in terms of MRR and α-nDCG@10 in Table 6.11 and 6.12. As
the MSN log contains more sessions with only two queries than the AOL log, see Fig-
ure 6.2a, more draws are found between GQSMPC+LQ vs. GQSMPC+AQ as well as
GQSMSR+LQ vs. GQSMSR+AQ . This simply happens because for two-query sessions,
the search context used in GQS models consisting either of all preceding queries or only
of the last query are always the same.
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Table 6.13: Agreements (%) between side-by-side comparisons by humans and per
prefix bake-offs by algorithms.

GQSMPC+LQ vs. GQSMSR+LQ vs.

#p Baseline GQSMPC+AQ Baseline GQSMSR+AQ

1 89.20 85.20 92.60 83.40
2 90.20 86.20 93.40 84.60
3 91.40 87.40 94.40 85.40
4 92.40 88.40 95.00 87.00
5 94.00 90.60 96.00 88.20

6.3.4 Side-by-side Experiments
To answer RQ15, we follow the set-up in (Chapelle et al., 2012) and investigate the
agreement between the side-by-side comparison produced by human judges and the rel-
ative ranking of QAC approaches that results from the bake-offs discussed in §6.3.3. See
Table 6.13. We find that the two evaluation methodologies point in the same direction
in the vast majority of pairwise comparisons: the agreement ranges between 83% and
96%. For instance, for the comparison between GQSMPC+LQ and the baseline, we find
that human preferences agree with the preferences obtained from the bake-offs in §6.3.3
in more than 90% of the cases. The agreement between the two types of preference for
GQSMPC+LQ and GQSMPC+AQ are somewhat lower: the difference in performance
in terms of diversity between GQSMPC+LQ and GQSMPC+AQ is smaller than between
GQSMPC+LQ and the baseline, making it harder for human judges to identify differ-
ences or to identify the direction of the difference. We also observe that agreement tends
to be higher for longer prefixes: with longer prefixes, the number of possible completions
is smaller than for shorter prefixes, reducing the possibilities for disagreement and mak-
ing it easier for both systems and humans to determine which aspects and completions
are relevant.

Given the high levels of agreement between human preferences and preferences in-
duced from contrastive experiments, we conclude that the (significant) differences be-
tween QAC approaches that we found in §6.3.3 are confirmed by the side-by-side exper-
iments.

6.3.5 Impact of Parameter Tuning
In this section, we conduct a parameter sensitivity analysis of our GQS models. We ex-
amine the performance of our GQS models in §6.3.5 by changing the trade-off parameter
λ in (6.4) and by varying the number of latent features kf used for Bayesian probabilis-
tic matrix factorization in §6.3.5, and then see how the models perform when more (or
fewer) query completions are returned by varying the cutoff N in §6.3.5.

Zooming in on the trade-off parameter λ in (6.4)

We first examine the overall performance of our GQS models in terms of MRR and α-
nDCG@10 by gradually changing the trade-off parameter λ from 0 to 1 with steps of
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Figure 6.3: Effect on D-QAC performance of GQS models in terms of MRR (left)
and α-nDCG@10 (right) by changing the trade-off λ in (6.4), tested on the AOL log.
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Figure 6.4: Effect on D-QAC performance of GQS models in terms of MRR (left)
and α-nDCG@10 (right) by changing the trade-off λ in (6.4), tested on the MSN
log.

0.1, and then plot the results in Figure 6.3 and Figure 6.4 for the AOL and MSN logs,
respectively.

On the AOL log, we can see, from Figure 6.3a, that when λ varies from 0 to 0.3, the
MRR scores of all GQS models increase; they continue to go up until λ = 0.5 except
for one case where GQSMPC+AQ displays an MRR decrease after λ = 0.3. For most
GQS models the performance in terms of MRR goes down when λ changes from 0.5 to
1. For any GQS model, if it only focuses on search popularity, i.e., λ = 1 in (6.4), the
performance is worse than when it only focuses on the search context, i.e., λ = 0 in (6.4).
In terms of α-nDCG@10, the peak performance appears near λ = 0.5 for GQSMPC+AQ

and GQSMSR+AQ or near λ = 0.6 for GQSMPC+LQ and GQSMSR+LQ . For any λ,
GQSMSR+LQ always performs best among the four models in terms of both MRR and
α-nDCG@10.

In contrast, for MRR on the MSN log, GQSMPC+LQ and GQSMSR+LQ favor a large
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λ. For instance, they achieve peak MRR scores near λ = 0.8. However, GQSMPC+AQ

and GQSMSR+AQ prefer a somewhat smaller λ than GQSMPC+LQ and GQSMSR+LQ .
As shown in Figure 6.4a, a maximal MRR score is returned for GQSMSR+AQ near
λ = 0.6 and near λ = 0.7 for GQSMPC+AQ . For the performance in terms of α-
nDCG@10, a sharp increase is observed when λ changes from 0 to 0.1 on all four
models as shown in Figure 6.4b. This means that the search context does help to di-
versify the query candidates. In addition, the α-nDCG@10 scores go up until λ = 0.8
for GQSMPC+LQ and GQSMSR+LQ and λ = 0.7 for GQSMPC+AQ and GQSMSR+AQ .
All four GQS models present a relatively low score when λ = 1.0. In addition, compared
to GQSMPC+AQ and GQSMSR+AQ , the other two GQS models show bigger fluctuations
in terms of both MRR and α-nDCG@10 when λ changes.

From the observations in Figure 6.3 and Figure 6.4, we can conclude that: (1) in our
GQS models for the diversified query auto completion task, search popularity and search
context are both important for query diversification. Compared to search popularity,
search context may contribute much more to the effectiveness of GQS models for diver-
sified query auto completion as a larger λ (0.5 < λ < 0.9) results in better performance
than that of 0.1 < λ < 0.4, especially on the MSN log, see Figure 6.4; (2) the search
context used in GQS models, i.e., either only the last query or all preceding queries in
session, has a small impact on the performance as these four GQS models show their peak
performance at various λ; (3) λ may exert a bigger influence on α-nDCG@10 than on
MRR as relatively noticeable margins can be seen when λ changes shown in Figure 6.3b
and Figure 6.4b.

Effect of the number of latent features kf uses in Bayesian probabilistic
matrix factorization

Next, we zoom in on the number of latent features kf used in Bayesian probabilistic
matrix factorization for generating the query distributions over aspects. We manually
vary the value of kf in GQS models from 5 to 20. See Figure 6.5 on the AOL log and
Figure 6.6 on the MSN log, respectively.

Generally, for the AOL log, when the number of latent features kf used in BPMF in-
creases from 5 to 12, the performance of our GQS models increases dramatically in terms
of MRR, with a little fluctuation. However, the α-nDCG@10 scores stop increasing for
kf ≥ 10. In addition, when the number of latent features kf varies from 10 to 20, the
performance of our GQS models seems to level off, especially in terms of α-nDCG@10.
Another important finding is that the performance in terms of MRR sometimes goes
down when kf increases. For instance, when kf varies from 18 to 20, the MRR scores of
the GQS models except GQSMPC+LQ drops. For the MSN log, the MRR scores of the
GQS models invariably increase from kf = 5 to 10 for all GQS models and remain stable
for kf = 10, . . . , 20. Compared to the MRR results on the AOL log (in Figure 6.5a), the
GQS models seem to be more sensitive to the number of latent features on the MSN log.
When kf is small, e.g., 5 < kf < 10, the MRR jumps (see Figure 6.6a) are easily ob-
served, especially for GQSMSR+LQ and GQSMPC+LQ . Regarding α-nDCG@10 on the
MSN log, similar findings can be observed except that all GQS models arrive at a stable
level of performance much earlier (when kf = 8) than on the AOL log (when kf = 10).
From the results shown in Figure 6.5 and Figure 6.6, we conclude that our GQS models
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Figure 6.5: Effect on diversified query auto completion performance of GQS models
in terms of MRR (left) and α-nDCG@10 (right), tested on the AOL log, by changing
the number of latent features used in BPMF.

Number of latent features

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

M
R

R

0.624

0.625

0.626

0.627

0.628

0.629

0.63

0.631

0.632

0.633

GQS
MPC+AQ

GQS
MSR+AQ

GQS
MPC+LQ

GQS
MSR+LQ

(a) Performance in terms of MRR.

Number of latent features

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

α
-n

D
C

G
@

1
0

0.665

0.67

0.675

0.68

0.685

0.69

0.695

0.7

0.705

GQS
MPC+AQ

GQS
MSR+AQ

GQS
MPC+LQ

GQS
MSR+LQ

(b) Performance in terms of α-nDCG@10.

Figure 6.6: Effect on diversified query auto completion performance of GQS models
in terms of MRR (left) and α-nDCG@10 (right), tested on the MSN log, by changing
the number of latent features used in BPMF.

are robust and not sensitive to the number of latent features kf when it is “large enough”,
e.g., kf > 10.

Zooming in on the cutoff N

Finally, we examine the performance of our GQS models and the baseline, i.e., QD-
QCR, when less (or more) query completions are finally returned by setting the cutoff
N = 5 (or N = 20). We plot the results in terms of MRR and α-nDCG@N scores
(N = 5, 10, 20) in Figure 6.7 and Figure 6.8, tested on the AOL log and the MSN log,
respectively.8

As shown in Figure 6.7 and Figure 6.8, for all five models on both logs, the overall
performance in terms of MRR increases when more query completions are initially re-

8The results for N = 10 were already partially reported in Table 6.6.
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Figure 6.7: D-QAC performance of all discussed models, tested on the AOL log, in
terms of MRR (left) andα-nDCG@10 (right) when more (or less) query completions
are returned. Note: the scales are different.

turned for re-ranking, i.e., when N becomes larger. A larger value of N simply increases
the probability of including the ground truth in the QAC list. In particular, on both the
AOL and MSN log, these models report competitive MRR score when N = 5. More-
over, the MRR improvements realized by our GQS models over the baseline are further
magnified as N goes up. For instance, on the AOL log, GQSMSR+LQ results in a 1.27%
MRR improvement over the baseline at N = 5, a 2.24% improvement at N = 10, and a
3.72% improvement at N = 20. With respect to query diversification, the improvements
of the GQS models are more obvious in terms of α-nDCG@N (N = 5, 10, and 20) than
MRR as indicated by the relative improvements over the baseline. For instance, at cutoff
N = 20, GQSMSR+LQ shows a 4.43% improvement over the baseline in terms of α-
nDCG@20. This may be because not too many redundant queries can be found among
the top 5 candidates in the list of query completions, hence it is difficult to make signifi-
cant improvements over the baseline at cutoff N = 5. However, as more candidates are
returned, more query redundancy is introduced into the list of query completions, and it
becomes easier for the GQS models to improve over the baseline. Therefore, based on
our findings from Figure 6.7 and Figure 6.8, we conclude that compared to the baseline,
the advantages of our GQS models over the baseline become more prominent when more
query completions are returned.

6.4 Conclusion

In this chapter, we have proposed the challenge of diversifying query auto completion.
We believe this can help search engine designers especially in settings with a limited
number of query completions. To address the query auto completion diversification task,
we propose a greedy query selection (GQS) model and use the ODP taxonomy to iden-
tify aspects of URLs, based on which we then assign query aspects via clickthrough
data derived from query logs. The problems of data sparsity and cold-start in traditional
recommendation systems are overcome by incorporating a Bayesian probabilistic matrix
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Figure 6.8: D-QAC performance of all discussed models, tested on the MSN log, in
terms of MRR (left) andα-nDCG@10 (right) when more (or less) query completions
are returned. Note: the scales are different.

factorization approach and determining the semantically most closely related query using
word2vec, respectively.

We have experimentally investigated the diversified query auto completion perfor-
mance of our GQS models under various settings. Our results show that the GQS model
performs best when starting with the semantically most closely related query completion
and using only the last preceding query in a session as the search context. This finding
indicates that query aspects are commonly shared by successive queries in a session and
may be changed especially in long sessions with multiple queries. In addition, we have
found that our GQS model performs better when more query completions are fed to it.

As future work, we plan to move our models to other datasets, where the ground
truth of query aspects is to be generated by humans rather than the automatically gener-
ated clickthrough data used in this paper. In addition, it would be interesting to introduce
other scenarios to deal with the query cold-start problem as this may be helpful to obtain
the query distribution over aspects. Furthermore, since we only consider query aspects as
they are expressed, either explicitly or implicitly, by current search popularity or previ-
ously submitted queries, it would be interesting to further collect users’ long term search
history so as to enhance the performance of diversifying query auto completion, thereby
personalizing diversified query auto completion, which can help narrow the space of
query topics, i.e., adjust the amount of diversification, by removing non-relevant queries,
but can still promote relevant queries as well as diversify QAC completions.

In Chapter 4, we have focused on user’s short- and long-term search context for
personalized query auto completion. In this chapter, we have explored information from
the search context in the current session for diversifying query auto completion. In the
next chapter (Chapter 7), we will investigate whether personalization can always improve
the performance of query auto completion.
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7
Selectively Personalizing Query Auto

Completion

To cater for a user’s specific information needs, personalized query auto completion
(QAC) strategies have been investigated that take either the user’s search history or their
user profile into account. For instance, as studied in Chapter 4, the user’s long- and
short-term search context can be used for personalized query auto completion; and in
Chapter 6 the search history in current session is explored to diversifying query auto
completion. Such methods personalize the list of query completions in the same manner.
However, it is unclear whether personalization is consistently effective under different
search contexts. In our final research chapter, we study the QAC problem by selectively
personalizing the list of query completions. Based on a lenient personalized QAC strat-
egy that basically encodes the ranking signal as a trade-off between query popularity
and search context, we propose a Selectively Personalizing Query Auto Completion (SP-
QAC) model to study such a trade-off. In particular, we predict an effective trade-off in
each case based on a regression model, where the typed prefix, the clicked documents
and the preceding queries in session are considered for weighing personalization in QAC.

It has been shown that, in general web search (Dou et al., 2007; Teevan et al., 2008)
and recommendation systems (Zhang et al., 2013), not all queries should be personalized
equally as personalization strategies occasionally harm the search accuracy. Similarly, in
a QAC task, we propose that prefixes should not be handled in the same personalization
manner because: (1) user’s initial information needs may be addressed by previous in-
teractions; (2) users may change their search intent during a session. Such clues can be
explicitly expressed by the clicks or directly revealed by the query flow in a session.

In this chapter, we propose a Selectively Personalizing Query Auto Completion (SP-
QAC) model to re-rank the top N query completions produced by the MPC (Most Pop-
ular Completion) model (Bar-Yossef and Kraus, 2011). In particular, personalization
in the proposed SP-QAC model is individually weighted when being combined with
ranking signals from search popularity. We study the following factors for weighing per-
sonalization: the typed prefix for which we recommend query suggestions, the clicked
documents for inferring user’s satisfaction and the topic changes of preceding queries in
session for detecting search intent shifts. We use the description of each URL from the
ODP (Open Directory Project) data1 to represent documents and queries based on the

1http://www.dmoz.org
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word2vec model (Mikolov et al., 2013b) when inferring a user’s satisfaction as well as
query intent shifts in session. In doing so, we answer the following research questions:
RQ17 Does selective personalization scheme help improve the accuracy of ranking query

completions in a generic personalized QAC approach?
RQ18 In the SP-QAC model, what is the impact on its performance of varying the inputs

to the regression model?
Finally, we quantify the improvement in terms of Mean Reciprocal Rank (MRR) of our
proposal over state-of-the-art QAC baselines on a publicly available query log dataset.
We find the SP-QAC model, which selectively outweighs or depresses the contribution of
personalization in a generic QAC approach, outperforms a traditional non-personalization
QAC approach and a uniformly personalized QAC approach with a fixed trade-off con-
trolling the contribution of search popularity and search context.

Our contributions in this chapter are summarized as:
1. We propose a Selectively Personalizing Query Auto Completion (SP-QAC) model

that flexibly outweighs or depresses the contribution of personalization in QAC.
2. We study the typed prefix, the clicked documents and the preceding queries in

session to estimate the weight of personalization in a QAC task.
The remainder of this chapter is organized as follows. We detail our approach for selec-
tively personalizing query auto completion in §7.1. Our experimental setup is presented
in §7.2. In §7.3, we provide the results as well as the discussions. We conclude in §7.4.

7.1 Approach

As discussed in Chapters 2, 4, 5 and 6, a straightforward approach to ranking query
completions is based on the popularity of queries. Bar-Yossef and Kraus (2011) refer to
this type of ranking as the Most Popular Completion (MPC) model:

MPC (p) = argmax
q∈S(p)

w(q), w(q) =
f(q)∑
i∈L f(i)

, (7.1)

where f(q) denotes the number of occurrences of query q in search log L, and S(p) is a
set of query completions that start with prefix p.

To cater for a user’s particular information need, personalization is incorporated into
the MPC model. As described in (Bar-Yossef and Kraus, 2011; Cai et al., 2014b), a
generic personalized QAC approach basically employs a fixed parameter λ to control the
contribution of personal information to generate the final ranking of query completions.
For instance, Bar-Yossef and Kraus (2011) compute a hybrid score for each query can-
didate qc, which is a convex combination of two scores, i.e., a query popularity score
MPCsco(qc) and a personalization score Psco(qc):

hybsco(qc) = λ ·MPCsco(qc) + (1− λ) · Psco(qc), (7.2)

where MPCsco(qc) is estimated by candidate qc’s frequency in the query log and Psco(qc)
is measured by qc’s similarity to the search context in session. Such scenarios handle
each prefix uniformly. However, users may modify their search intent in a session. As a
consequence, personalization may harm the accuracy of QAC ranking if we continue to
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use the previous search context. Hence, we propose a Selectively Personalizing Query
Auto Completion (SP-QAC) model, which emphasizes on personalization inconsistently
in different cases when generating the final hybrid score of a candidate as follows:

hybsco(qc) = φ(·) ·MPCsco(qc) + (1− φ(·)) · Psco(qc), (7.3)

where the function φ(·) outputs a trade-off in [0,1] and is parameterized by the typed pre-
fix, the clicked documents and the preceding query in session, which are to be described
in following sections. By doing so, personalization in QAC can be individually weighted
in each particular case.

7.1.1 Signal from the Typed Prefix

As described in Chapter 2, most previous work on query auto completion (Bar-Yossef
and Kraus, 2011; Cai et al., 2014b; Jiang et al., 2014b; Shokouhi, 2013) only considers
the typed prefix for generating a list of matched query candidates, ignoring the potential
signal hidden in the typed prefix for personalization in QAC. However, the typed prefix
normally reveals a strong clue for inferring user’s personal query activity, such as query
expansion and query repetition, etc. Thus, it can be introduced for weighing personaliza-
tion in a QAC task.

Intuitively, if a user’s input to the search box appears as a prefix of query terms in
previous queries inside the current search session, it is possible that this user repeats their
query (Jiang et al., 2014b). As a consequence, personalization can make sense. Thus, we
capture the signal from the typed prefix p for personalization by introducing a factor fp
to weighing the personalization for query auto completion as follows:

fp =
|W(p)|
|S|

+ c, (7.4)

where |W(p)| and |S| indicate the number of words that start with p and that appear in
session, respectively; c is a small constant for smoothing. A larger value of fp could
imply a higher importance of personalization in the final ranking score in (7.3).

7.1.2 Inferring Search Satisfaction from Clicked Documents

User’s clicks on retrieved documents in return to a query are a widely used behavioral
signal for measuring search satisfaction (Kim et al., 2014), which can be further measured
by the closeness between a submitted query and its clicked documents, because the closer
they are the more satisfied the user could be (Fox et al., 2005). Cosine similarity can be
applied to model a factor fd for measuring closeness:

fd =

{
c, no clicks
1
|Q|
∑
q∈Q

1
|Dq|

∑
d∈Dq

cos(q, d), otherwise, (7.5)

where Dq is a set of clicked documents corresponding to a submitted query q in a set |Q|
of previous queries in session. Each clicked document d ∈ Dq has a short description text
T extracted from the ODP data. We vectorize this document description consisting of a
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sequence of words using the word2vec model (Mikolov et al., 2013b) where each word
is represented by a vector vw. In doing so, a document can be vectorized by averaging
the words in T as d = 1

|T |
∑
vw∈T vw. After that, a query q is then similarly represented

by averaging its clicked documents D in the training log, i.e., q = 1
|D|
∑
d∈D d. In

practice, for a query q that has no clicked documents, the same representation of its most
semantically similar query qo, which is identified by the word2vec model (Mikolov et al.,
2013b) and has been vectorized in the training period, is assigned to it by

qo ← argmax
ql∈QL

cos(q, ql) = argmax
ql∈QL

1

W

∑
wk∈q

∑
wj∈ql

cos(wk, wj),

where QL is a set of queries that have clicked documents in the training period and W is
the number of word pairs between two queries.

Intuitively, a large score of fd in (7.5) indicates a high probability that user is satisfied
with the results, thus resulting in a low weight of personalization in QAC. We assign a
small constant c to fd when no clicks are available, where personalization could make
sense because the user’s request has not been addressed and they may continue to submit
similar queries.

7.1.3 Detecting Topic Shifts From Preceding Queries

Generally, a long session may contain multi-topical queries in web search, that often
happens when user’s search task changes in long sessions (Jiang et al., 2014a). We
perceive such signals for weighing personalization in a QAC task by the topic shifts
of submitted queries in a query flow {q1, q2, . . . , qt−1, qt} in session. A strong topical
shift of preceding queries implies low-weight personalization in QAC because the user
may be moving to other topics. Hence, we model a factor fq introduced by the topic
shifts of preceding queries in session as follows:

fq =

 c, r = 1 or 2
cos(q1, q2), r = 3
cos(qr-1−qr-2, qr-2−qr-3), r > 3,

(7.6)

where r is the query position in the session and each query is vectorized by the scheme
described in §7.1.2. For queries at the beginning of a session, i.e., r = 1 or 2, the
topic shift from queries is unavailable, making no impact on personalization, and thus
we assign a small constant c to fq . Similarly, at query position r = 3, the relative topical
shift of queries is still unavailable. Instead, we use the absolute query similarity between
qr-1 and qr-2 as an indicator of query topical shift. For queries at position r > 3, we
study the topic shift from their preceding queries, i.e., qr-1, qr-2 and qr-3.

Essentially, a large value of fq is produced by high topical similarity of the preceding
queries, implying a reasonably high probability that the user’s search intent has persisted
from previous queries to the current session. From this point of view, for a QAC task,
personalization should be outweighed.
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7.1.4 Weighing Personalization
Taking these discussed factors into account, i.e., the typed prefix, the clicked documents
and the preceding queries, we adopt logistic regression to model how likely each factor
affects the weight of personalization in a QAC task. In the training period, for each typed
prefix, we manually change the value of λ in (7.3) from 0 to 1 with an increasing interval
0.1 to guarantee the final submitted query at the top position. By doing so, we can get an
optimal weight for personalization, which is used as a label in the regression model.

Regarding the inputs to the regression model, the factors discussed above, i.e., fp, fd
and fq , are involved. To overcome the noise brought by the typed prefix, we implement
the regression model on various inputs conditional on whether the terms in previous
queries start with the prefix. Hence, the selective weight φ(·) in (7.3) is finally generated
as follows:

φ(·) =

{
Reg(fd, fq), if fp = c
Reg(fp, fd, fq), otherwise. (7.7)

We use the personalization scenario proposed in (Cai et al., 2014b) to compute the
Psco(qc) score in (7.3) when generating the optimal personalization weights.

7.2 Experimental Setup

In this section, we present the experimental setup and the baselines for comparisons.
Following the setup described in Chapter 6, we use the publicly available AOL query log
dataset in our experiments, which is split into three parts: a training set, a validation set
and a test set consisting of the first 60%, the following 20% and the last 20% of the query
log, respectively. One-query and no-click sessions are both excluded in our experiments
as not enough search context is available. In addition, we only keep the cases where the
final submitted query is included in the top N query completions returned by the MPC
approach, which follows the previous QAC work and is a commonly used methodology
in QAC tasks (Cai et al., 2014b; Jiang et al., 2014b; Shokouhi, 2013).

For comparison, the following baselines are selected: (1) the most popular comple-
tion (MPC) approach which ranks query candidates by their frequency, referred to as
MPC, which we have also used in Chapters 4, 5 and 6; (2) a personalized QAC approach
based on session context with a fixed trade-off λ = 0.5 in (7.2), denoted as P-QAC (Cai
et al., 2014b). As before, Mean Reciprocal Rank (MRR) is used for evaluating the per-
formance of QAC models. Statistical significance of observed differences between the
performance of two approaches is tested using a two-tailed paired t-test and is denoted
using N/H for significant differences for α = .01 and M/O for α = .05.

In addition, we set N = 10 in our experiments, which means that the top ten query
completions returned by the MPC approach are to be re-ranked. We randomly assign a
small value 0.01 to the constant c in our experiments.

7.3 Results and Discussion

In this section, we report on our experiments to verify the effectiveness of our proposed
SP-QAC model. In §7.3.1, we examine the general performance of our proposal; and
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Table 7.1: Performance of QAC models in terms of MRR at a prefix length #p rang-
ing from 1 to 5 characters. The best performer per row is highlighted. Statistical
significance of pairwise differences of SP-QAC vs. MPC and SP-QAC vs. P-QAC
are detected by the t-test (N/H for α = .01, or M/O for α = .05) and marked in the
upper left and upper right hand corners of SP-QAC scores, respectively.

#p MPC P-QAC SP-QAC

1 0.5368 0.5422 M0.5535M

2 0.5556 0.5628 M0.5744M

3 0.5944 0.6046 M0.6165
4 0.6294 0.6427 N0.6547
5 0.6589 0.6646 N0.6762

in §7.3.2, we zoom in on the particular factors for weighing personalization in our QAC
model.

7.3.1 Performance of the SP-QAC Model

To answer the research question RQ17, we compare the results of our proposed model,
i.e., the SP-QAC model, with that of the baselines. We report the results in Table 7.1.

Clearly, as shown in Table 7.1, a generic personalization scheme helps improve the
QAC performance in terms of MRR as the MRR scores of the P-QAC model are higher
than those of the MPC approach at each particular prefix length. In addition, when a
selective personalization strategy is embedded into the P-QAC model, the QAC perfor-
mance is boosted further as the MRR scores of the SP-QAC model are increased upon
those of the baselines, i.e., the MPC and P-QAC models. Compared to the MPC ap-
proach, significant MRR improvements of the SP-QAC approach are observed at level
α = .05 for the short prefixes, e.g., #p = 1 or 2, and at level α = .01 for the long
prefixes, e.g., #p = 4 or 5. This difference can be explained by the fact that for most
cases, compared to short prefixes, long prefixes reveal a stronger signal for search person-
alization, like query repetition. However, compared to the results of the P-QAC model,
significant MRR improvements of the SP-QAC model are only observed at short prefixes,
i.e., #p = 1 or 2. This is due to the fact that, compared to short prefixes, long prefixes of-
ten return the correct query early in the list of query completions in both models, making
it difficult to gain any further performance improvements from selective personalization.

To further verify the effectiveness of the selective personalization scheme for QAC,
we examine the performance of QAC models at different query positions, i.e., at the
beginning (1, 2 or 3), in the middle (4, 5 or 6) and in the later (> 6) part of a session.
We present the results in Table 7.2. We can see that at the start of a session, these three
models return competitive MRR scores as limited information from search context is
available for the P-QAC and SP-QAC models. However, as the search context becomes
richer, significant improvements in terms of MRR are obtained by the SP-QAC model
over the MPC and P-QAC models, respectively.
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Table 7.2: Performance of QAC models in terms of MRR at various query posi-
tions. The best performer per row is highlighted. Statistical significance of pairwise
differences of SP-QAC vs. MPC and SP-QAC vs. P-QAC are detected by the t-test
(N/H for α = .01, or M/O for α = .05) and marked in the upper left and upper right
hand corners of SP-QAC scores, respectively.

Query position MPC P-QAC SP-QAC

{1, 2, 3} 0.6283 0.6327 0.6340
{4, 5, 6} 0.6005 0.6113 N0.6257M
{7, 8, 9, · · · } 0.5737 0.5863 N0.6058M

7.3.2 Zoom in on Factors for Weighing Personalization

Next, we turn to the research question RQ18 and examine the performance of the SP-
QAC model under different inputs to the regression model for generating the weights of
personalization in a QAC model. We manually remove one factor and remain the other
two for regression model, resulting in the SP-QAC-fdfq , SP-QAC-fpfq and SP-QAC-
fdfp models, which correspond to the SP-QAC model without considering the factors
fp, fd and fq for selectively personalizing QAC, respectively. We plot the results of the
SP-QAC models in Figure 7.1, including the model incorporating all three factors for
selective personalization which is denoted by SP-QAC.
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Figure 7.1: Performance in terms of MRR of the SP-QAC models under different
schemes for weighing personalization, tested at various prefix lengths (left) and at
various query positions (right).

Generally, as shown in Figure 7.1, the SP-QAC model achieves the best performance
in terms of MRR at any prefix length and any query position. In particular, as shown
in Figure 7.1a, as the prefix length increases, the MRR scores increase monotonically
because a long prefix can sharply cut down the space of possible completions matching
the typed prefix, resulting in increased MRR scores. In contrast, as shown in Figure 7.1b,
the MRR scores of the SP-QAC models are decreasing when users continue to query in
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a session. This can be attributed to that, in the later part of a search session, users are
inclined to submit uncommon queries without clear purposes, making it difficult to return
the correct completion early by the MPC model, which our proposal partially depends
on.

Next, we zoom in on the three factors considered in selective personalization for
QAC. As shown in Figure 7.1a, the MRR scores of the SP-QAC-fpfq and SP-QAC-fdfp
models approximate those of the SP-QAC model when the prefix length goes up. How-
ever, the MRR scores of the SP-QAC-fdfq seem to deviate from those of the SP-QAC
model, even though the differences are small. These observations could be explained by
the fact that the signal for personalization from the typed prefix becomes stronger as the
prefix length increases, which makes the SP-QAC-fpfq and SP-QAC-fdfp models con-
sidering the factor fp perform well. Regarding the QAC performance at varying query
positions, we can see from Figure 7.1b that the four models have the same performance
for the first query and report similar MRR scores at other early positions of a session,
e.g., #p = 2 or 3, because not enough search context is available. In addition, the SP-
QAC-fpfq model performs better than the SP-QAC-fdfq and SP-QAC-fdfp models at
most query positions except for the second query in a session, where the SP-QAC-fdfp
model presents a bit higher MRR score than the SP-QAC-fpfq model. This is because:
(1) for the second query, the topic shifts cannot be detected; however, signals for per-
sonalization from the typed prefix and the click information still make sense; (2) for the
later queries in a session, where a rich search context is provided, valuable information
for selective personalization from the typed prefix and the previous queries does indeed
help for QAC. In essence, from the results in Figure 7.1, the SP-QAC model which does
not consider the factor fp works worst, by which we infer fp is the most important factor
for selectively personalizing QAC. Similarly, we infer that fq is more important than fd.

7.4 Conclusion

In this chapter, we propose a selectively personalized approach for query auto comple-
tion. In particular, our model predicts whether a specific prefix should be outweighed
on personalization when ranking the query completions. We explore several factors that
influence the weight of personalization in a generic personalized QAC model, such as
the typed prefix, the clicked documents and the preceding queries in session. We demon-
strate that the typed prefix yields the most benefits for weighing personalization in QAC
re-ranking and that the preceding queries contributes more than the click information.

This work makes an important step towards unifying prior work on personalized QAC
by studying when and how to incorporate personalization in QAC. As to future work,
other sources can be explored for investigating how to best personalize query auto com-
pletion, e.g., user’s dwell time on clicked results and their long-term search history. In
addition, it would be interesting to zoom in on particular users to discover whether they
stand to benefit from personalization in QAC.

This chapter is the last research chapter of the thesis. The next chapter summarizes
the studies presented in this thesis; it summarizes the answers to the research questions
formulated in Chapter 1 and gives directions for future work based on the findings in this
thesis.
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In this thesis, we have presented work towards automatically completing users’ queries
within an information retrieval activity, when only the prefix has been typed in the search
box. We approach the problem by trying to answer the question how we can predict
users’ intended queries and return those early in a list of completion candidates given
only few keystrokes as inputs, i.e., the prefix of a query. By now, query auto completion
in information retrieval has been well developed; it is commonly integrated into a modern
search engine because it can help users avoid spelling mistakes and produce clear query
expressions. Where offered, query completion is heavily used by visitors and highly
influential on search results, resulting in improved search satisfactions from users.

The four research chapters of this thesis have addressed challenges of query auto
completion in the following manner. First, in Chapter 4, we have focused on how to in-
corporate temporal and user-specific information. In particular, we have analyzed cyclic
querying behavior as well as recent trends in query popularity to better predict a query’s
future popularity. We have also modeled users’ interests based on the context from their
current search session and their previous sessions, and have proposed a new QAC al-
gorithm to address the limitations of existing approaches. Second, in Chapter 5, we
have investigated the limitations of popularity-based query auto completion approaches,
where counting the queries follows a strict query matching policy, ignoring the contribu-
tions from similar queries. Hence, we have focused on the contributions from so-called
homologous queries. In addition, we have paid attention to the semantic similarity be-
tween terms when a user formulates queries and have proposed a learn to rank-based
query auto completion approach to incorporate these mentioned feature. Next, in Chap-
ter 6, we have turned to a practical issue in query auto completion. A limited number
of returned completion candidates does not allow many redundant queries to exist in the
list of query completions. Here, we have proposed a greedy query selection approach
to return the correct query completions early in a ranked list of candidate completions
and at the same time diversify these query completions. Finally, in Chapter 7, we have
focused on when to personalize query auto completion, and have developed an approach
for selectively personalizing query auto completion. We consider several factors, e.g., the
typed prefix, the clicked documents and the preceding queries in session, for weighing
personalization in a generic QAC model when being combined together with signal from
search popularity to rank query completions.

Below, we provide a more detailed summary of the contributions and results of our
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research in §8.1 to answer the research questions presented at the beginning of this thesis.
We conclude with an outlook on future research directions in §8.2.

8.1 Main Findings

The first research chapter focuses on the combination of temporal information and a
user’s personal information to improve the performance of ranking query auto comple-
tions. The first research questions we address in Chapter 4 focus on examining the per-
formance of our proposed time-sensitive QAC models, i.e., λ-TS-QAC and λ∗-TS-QAC:

RQ1 As a sanity check, what is the accuracy of query popularity prediction generated
by various models?

RQ2 How do our time-sensitive QAC models (λ-TS-QAC and λ∗-TS-QAC) compare
against state-of-the-art time-sensitive QAC baselines?

In answering these two research questions, we find that our prediction method, based on
the periodicity and on the recent trend of query popularity, can produce accurate predic-
tions of query popularity and perform better in terms of Mean Absolute Error (MAE)
and Symmetric Mean Absolute Percentage Error (SMAPE) than other aggregation- and
trend-based prediction baselines. Based on predicted query popularity, our proposed
time-sensitive QAC model achieves better performance in terms of Mean Reciprocal
Rank (MRR) than previous baselines.

After that, we propose a hybrid QAC model λ∗-H-QAC that considers both time-
sensitivity and personalization to compare with an n-gram based hybrid model λ∗-HG-
QAC. Besides, an extension of λ∗-H-QAC, λ∗-H′-QAC, is proposed to deal with long-
tail prefixes, i.e., unpopular prefixes, by optimizing the contributions from the predicted
query popularity and from the user-specific context. To verify the effectiveness of pro-
posed QAC models, we answer the following research questions:

RQ3 Does λ∗-H-QAC outperform time-sensitive QAC methods, e.g., λ∗-TS-QAC)?

RQ4 How does λ∗-H-QAC compare against personalized QAC method using n-gram
based query similarity?

RQ5 How does λ∗-H-QAC compare against λ∗-HG-QAC?

RQ6 How does λ∗-H′-QAC compare against λ∗-H-QAC on long-tail prefixes? And on
all prefixes?

After incorporating personal information from a particular user into the TS-QAC model,
the proposed hybrid model, λ∗-H-QAC, is able to marginally outperform the baselines
on query logs at each prefix length. However, despite the additional overhead of scor-
ing similarity between queries, λ∗-H-QAC presents relatively small improvements over
proposed λ∗-TS-QAC. In addition, for both the AOL and SvN query logs, λ∗-H-QAC is
considerably more effective at longer prefixes as a slightly longer prefix hugely narrows
the number of possible completion candidates.

Compared to the personalized QAC scenarios, e.g., G-QAC (n-gram based approach),
λ∗-H-QAC significantly outperforms G-QAC in terms of MRR scores at all cases. How-
ever, when G-QAC is combined with λ∗-TS-QAC, the combined model, i.e., λ∗-HG-
QAC, performs very competitively when compared against λ∗-H-QAC. This appears to
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be due to the fact that (1) λ∗-HG-QAC scores the query similarity on a close character
level but confronts the sparseness problem, and (2) the number of grams n is artificially
fixed, resulting in failure to rank query completions properly. We further extend our
model to deal with long-tail prefixes by proposing a modified hybrid QAC model, i.e.,
λ∗-H′-QAC, which receives the highest MRR scores among all QAC models.

In previous work, most of today’s QAC models rank candidates by popularity, fol-
lowing a strict query matching policy when counting the queries. Thus, the contributions
from so-called homologous queries are ignored. Moreover, today’s QAC approaches
often ignore semantically related terms. But users are prone to combine semantically
related terms when generating queries. To address this shortcoming, based on a learning-
based QAC model L2R-U that extracts features from user behavior (Jiang et al., 2014b),
we propose several learning to rank-based QAC approaches, where, for the first time,
features derived from predicted popularity, homologous queries and semantically related
terms are introduced, respectively. In particular, we consider (1) the observed and pre-
dicted popularity of query completions, which results in the L2R-UP model; (2) the
observed and predicted popularity of homologous queries for a query candidate, which
results in the L2R-UPH model; (3) the semantic relatedness of pairs of terms inside a
query and pairs of queries inside a session, which results in the L2R-UPS model; and
(4) all these newly proposed features, which results in the L2R-ALL model. Regarding
these new models, we address the following research questions:

RQ7 Do the features that describe the observed and predicted popularity of a query
completion help boost QAC performance without negatively impacting the effec-
tiveness of user behavior related features proposed in (Jiang et al., 2014b)? That
is, how does L2R-UP compare against L2R-U?

RQ8 Do semantic features help improve QAC performance? That is, how does L2R-
UPS compare against L2R-UP?

RQ9 Do homologous queries help improve QAC performance? That is, how does L2R-
UPH compare against L2R-UP?

RQ10 How does L2R-UPS compare against L2R-UPH? What is the performance gain,
if any, if all features are added for learning (L2R-ALL)?

RQ11 What are the principal features developed here for a learning to rank based QAC
task?

Our experimental analysis reveals that features of semantic relatedness and homologous
queries are important and they do indeed help boost QAC performance. In particular, the
MRR gains of L2R-UPS over L2R-UP are larger for longer prefixes. This means that fea-
tures of semantic relatedness are important and do indeed help boost QAC performance.
In other words, query terms are not randomly combined when a searcher formulates a
query. Semantically close terms or queries are likely to appear in a query or in a session,
respectively.

We further extend L2R-UP to examine the contribution from features of homologous
queries for the candidate. Across the board, L2R-UPH is found to outperform L2R-
UP in terms of MRR and SR@1. L2R-UPH reports an average MRR improvement of
nearly 2% over L2R-UP, respectively. Interestingly, the gains in MRR are larger for
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shorter prefixes (e.g., #p = 1 or 2). We believe that this is due to the fact that shorter
prefixes result in more ambiguous and shorter candidates, leading to a higher probability
for query completions to possess homologous queries from which more information can
be gleaned.

A central question is which features are relatively useful to a learning to rank-based
QAC model? We analyze the relative importance of our newly developed features ac-
cording to a χ2 test and find that, generally, semantic relatedness features are more im-
portant than those of homologous queries. For instance, the semantic features based on
the word2vec score returned by the word2vec model on the query logs, appear to be the
most important features.

In Chapter 6 we turn to a practical issue of the query auto completion task in a web
search setting: semantically related queries matching the input prefix are often returned
together, resulting in a redundancy problem of the list of query candidates. We address
this problem of diversifying query auto completion (D-QAC) by proposing a greedy
query selection (GQS) model. In particular, we propose a series of greedy query selection
(GQS) models, i.e., GQSMPC+AQ , GQSMSR+AQ , GQSMPC+LQ and GQSMSR+LQ ,
corresponding to a GQS model that first selects the most popular completion and use all
previous queries in session as search context, that first selects the most similar comple-
tion and use all previous queries in session as search context, that first selects the most
popular completion and use only the last preceding query in session as search context
and that first selects the most similar completion and use only the last preceding query in
session as search context, respectively. We answer the following questions:

RQ12 Do our greedy query selection (GQS) models beat the baselines for diversifying
query auto completion task in terms of metrics for QAC ranking (e.g., MRR) and
for diversification (e.g., α-nDCG)?

RQ13 How does the choice of selecting the first query to be included in the QAC re-
sult list impact the performance in diversified query auto completion of our GQS
model?

RQ14 What is the impact on diversified query auto completion performance of our GQS
model of the choice of search context, i.e., choosing all previous queries in a ses-
sion or only the last preceding query?

RQ15 What is the relative D-QAC performance of our QAC models when evaluated
using a side-by-side comparison?

RQ16 What is the sensitivity of our GQS model? In particular, how is the performance
of our GQS model influenced by, e.g., the number of returned query auto comple-
tion candidates, namely a cutoff N , the number of latent features used in BPMF
kf and a trade-off λ controlling the contribution of search popularity and search
context when modeling the closeness of query completion to search intent?

We confirm that our greedy query selection approach can indeed remove redundant
queries in the original QAC list and boost the QAC performance in the form of returning
the final submitted query early and making the final returned list cover more aspects of
queries. However, the improvements of our GQS models over the baseline in terms of
MRR are limited. Regarding the diversity results, our GQS models report notable im-
provements. This is probably because for some cases, redundant queries can indeed be
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removed from the QAC list by our GQS models; however, these redundant candidates are
ranked lower than the final submitted query in the original QAC list and consequently do
not affect the reciprocal rank score but do affect the diversity scores.

In addition, our experimental results reveal that the first query selected in our GQS
model does impact the QAC ranking performance in the D-QAC tasks. Our GQS model
can achieve better D-QAC performance when starting with the most semantically similar
query rather than the most popular one. We contribute this to the cases where the user
submits similar queries, e.g., an extended query of a preceding one in current session or
a repeated query in session.

Regarding the selection of search context used, we concluded that our GQS model us-
ing only the last preceding query as search context achieves better D-QAC performance
than that using all preceding queries in session as search context. Our additional experi-
ments also reveal that the advantages of our GQS models over the baseline become more
prominent when more query completions are initially returned.

Finally, we turn to the question when to incorporate personalization in a generic QAC
approach. We assume that the weight of personalization in a hybrid QAC model, which
considers both the search popularity and search context when ordering the query com-
pletions, can be non-uniformly assigned. Based on a lenient personalized QAC strategy
that basically encodes the ranking signal as a trade-off between query popularity and
search context, we propose a Selectively Personalizing Query Auto Completion (SP-
QAC) model to study such a trade-off. In particular, we predict an effective trade-off in
each case based on a regression model, where the typed prefix, the clicked documents
and the preceding queries in session are considered for weighing personalization in QAC.
The research questions addressed by our study are:

RQ17 Does selective personalization scheme help improve the accuracy of ranking query
completions in a generic personalized QAC approach?

RQ18 How is the performance of proposed SP-QAC model under various inputs to the
regression model for weighing personalization in a QAC task?

We demonstrate that the typed prefix yields the most benefits for weighing personal-
ization in a QAC model and that the preceding queries contributes more than the click
information. This work makes an important step towards unifying prior work on person-
alized QAC by studying when and how to incorporate personalization in QAC. We will
continue to explore other sources for investigating how to best personalize query auto
completion, e.g., user’s dwell time on clicked results and their long-term search history.

8.2 Future Work

The work presented in this thesis provides insights and algorithms for query auto com-
pletion in IR. Beyond the findings and conclusions summarized above, it opens up many
important directions for future work. Below, we identify possible follow-up research
directions regarding specific areas discussed in the thesis (time-sensitive QAC, learning-
based QAC, diversifying QAC) and beyond.
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8. Conclusions

Time-sensitive QAC. As a common query auto completion approach involves re-rank-
ing the top N candidates initially returned by a basic ranker, typically N = 10 (Bar-
Yossef and Kraus, 2011; Cai et al., 2014b; Shokouhi, 2013), it would be interesting to
have a closer look at the top N candidates returned for N > 10: how much can we
gain from the good candidates that were ranked at lower ranks than 10? A large value
of N could bring a possible completion in the QAC list by considering the time related
information. Moreover, we aim to transfer our approach to other datasets with long-term
query logs, which should help us to benefit from queries with longer periodicity than we
have access to in the logs used in our current work. By doing so, time information could
bring benefits to more queries by correctly predicting their future popularity.

In addition, we could study a cold-start problem where a user’s long-term search logs
are unavailable. This problem could be addressed by using the search logs from a group
of similar users seen in the training period, because similar users who share common
search preferences may have a similar long-term search history (Pan and Chen, 2013). In
other words, we can predict a user’s interest from a group of similar users.

A further possible step is to model a user’s temporal information requests, especially
for news search. It has been reported that queries containing temporal search intents
account for a notable percentage (Metzler et al., 2009; Nunes et al., 2008) of the whole
query stream. The importance of considering temporal aspects in IR and the need for
a continuous search for effective temporal IR solutions is evidenced by numerous time-
related initiatives and applications (Campos et al., 2014; Diaz et al., 2013; Peetz et al.,
2014). Considering temporal information might help generate a better QAC ranking
approach after correctly detecting a user’s temporal needs, which could be explicitly
expressed by terms, like year, month, and day, or implicitly revealed by previous queries
or clicked documents in current search session.

Learning-based QAC. Typically, in a learning to rank-based QAC framework, like
(Jiang et al., 2014b; Shokouhi, 2013), tens of features are proposed to extract meaningful
representations of queries for improving the quality of the ranking of query completions.
Hence, efficiency is an important aspect to take into account in a practical QAC setting.
Thus, we want to study efficiency aspects of our approaches: parallel processing is likely
to boost the learning efficiency of our models on feature extraction, and the addition of
more, potentially expensive ways of generating homologous queries or semantic features
could produce better QAC rankings. In addition, an online QAC test system should pay
attention to the response time, i.e., how fast a user can obtain a QAC list after he or she
inputs the prefix. Hence, how to store these query candidates for fast lookups is a key
point.

Besides, in addition to the proposed features of semantic relatedness and of homol-
ogous queries, we aim to develop new features that can capture a deep understanding of
candidate query completions. For instance, we can resort to a high resolution query log,
where users’ detailed interaction data at each keystroke is recorded. As shown in (Li
et al., 2015), from this rich interaction data behavioral features of a user’s implicit feed-
back can be extracted to indicate the probability or preference of user’s intended query.
It would be interesting to consider user behavior like skipping or viewing the QAC list
(Zhang et al., 2015) as well as the typing speed (Mitra et al., 2014), which should enable
more accurate models for predicting a user’s intended query.
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8.2. Future Work

Diversifying QAC. In our current solution to the D-QAC problem, the ground truth
data of query relevance to aspects is automatically generated from clickthrough data.
Like (Vallet, 2011; Vallet and Castells, 2011), we plan to move our models to other
datasets, where the ground truth of query aspects is generated by real humans rather than
automatically generated. It is interesting to see the difference between the human judge-
ments and the automatic estimation scenario on the relevance of query to aspects. Like
(Chapelle et al., 2012; Vallet, 2011; Vallet et al., 2010) we could run a crowdsourcing
experiment to implement a side-by-side comparison and give an outcome of pairwise
comparisons between various QAC models rather than implementing a questionnaire in
a laboratory setting as used in Chapter 6.

In addition, it would be interesting to consider other scenarios for dealing with the
query cold-start problem as this may be helpful to obtain the correct query distribution
over aspects. Semantic similarity between query terms or queries, which is effective for
finding close neighbors of queries (Han et al., 2013; Jones et al., 2006), can be helpful
to find similar query terms or queries, by which we can assign the aspect label to those
unknown queries.

Other follow-ups. Looking ahead more broadly, one possible direction of development
is to consider the entities in a query. It has been reported that a remarkable proportion
of queries in query logs involve actions on entities (Guo et al., 2009b; Lin et al., 2012),
calling for an automatic approach to identifying entity-related queries. One of the key
challenges in considering entity information for query auto completion is the correct
detection and recognition of entities, which would involve the segmentation of queries,
the classification of entities as well as the mapping of entities to a pre-known entity
base. From an algorithmic side, this could result in methods for promoting entity-related
queries that are close to user’s search context and possible to be issued. Similar methods
have been developed in the web search community (Reinanda et al., 2015), but need to
be adapted to the application in query auto completion.

Another direction is to develop QAC models for mobile search. The use of search
engines on mobile devices, has experienced a rapid growth in past few years (Church
and Oliver, 2011). So far, QAC in the specific setting of mobile search has not been well
studied. Text input is relatively slower and clumsier than in traditional desktop search
because of a smaller screen of mobile devices. Hence, assisting users to formulate their
queries merits special attention. Previous approaches to QAC do not fully exploit the
spatiotemporal information of query candidates, such as the query time, the direction in
which a user moves or the distance from user to a candidate query completion. Such
spatiotemporal information could be particularly important to QAC for mobile search,
especially for location search on mobile devices.
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Summary

Query auto completion is an important feature embedded into today’s search engines.
It can help users formulate queries which other people have searched for when he/she
finishes typing the query prefix. Today’s most sophisticated query auto completion ap-
proaches are based on the collected query logs to provide the best possible queries for
each searcher’s input.

In this thesis, we develop new query auto completion methods for information re-
trieval. First, we consider the information of both time and user to propose a time-
sensitive personalized query auto completion approach. In previous work, these two
sources of information have been developed separately. We bring them together and pay
special attention to long-tail prefixes. Second, based on a learning-to-rank framework,
we propose to extract features originating from so-called homologous queries and from
the semantic similarity of terms, which allow the contributions from similar queries and
from semantic relatedness to be used for query auto completion.

In addition, we study the problem of query auto completion diversification, where we
aim to diversify aspect-level query intents of query completions. This task has not been
studied before. Given that only a limited number of query completions can be returned
to users of a search engine, it is important to remove redundant queries and improve
user satisfaction by finding an acceptable query. Finally, we conduct an investigation
on when to personalize query auto completion by proposing a selectively personalizing
query auto completion approach, where the weight of personalization in a query auto
completion model is selectively assigned based on the search context in session.

The experimental results in this thesis indicate that our proposed query auto com-
pletion approaches can improve the ranking performance of query completions in terms
of well-known metrics, like Mean Reciprocal Rank. The unique insights and interest-
ing findings in this thesis may be used to help search engine designers to improve the
satisfaction of search engine user by providing high quality query completions.
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Samenvatting

Automatische aanvulling van zoekopdrachten (query auto completion) is een belangrijk
kenmerken van hedendaagse zoekmachines. Het helpt gebruikers met het formuleren
van zoekopdrachten waar andere gebruikers op hebben gezocht nadat zij zijn gestopt met
het typen van een gedeeltelijke zoekopdracht. De meest geavanceerde huidige methodes
voor automatische aanvulling van zoekopdrachten maken gebruik van eerder verzamelde
zoekopdrachten om zo de best mogelijke zoekopdrachten aan te bieden voor de invoer
van iedere gebruiker.

In dit proefschrift ontwikkelen we nieuwe methoden voor het automatisch aanvullen
van zoekopdrachten. Ten eerste stellen we een tijdsgevoelige en gepersonaliseerde aan-
pak voor, die gebruik maakt van temporele informatie en informatie over de gebruiker.
Dit in tegenstelling tot eerder werk, waarin deze twee bronnen van informatie los van
elkaar worden ontwikkeld. We breiden deze aanpak uit om specifiek geschikt te zijn
voor zeldzame gedeeltelijke zoekopdrachten. Ten tweede, in een raamwerk van machine
leertechnieken voor het ordenen van resultaten, stellen we voor om eigenschappen te ex-
traheren uit zogenaamde homologe zoekopdrachten en uit de semantische gelijkenis van
termen. Dit maakt het mogelijk om gebruik te maken van vergelijkbare zoekopdrachten
bij het automatisch aanvullen van zoekopdrachten.

Vervolgens behandelen we in dit proefschrift het diversificeren van automatisch aange-
vulde zoektermen. Hierbij richten we ons op het diversificeren op aspect-niveau, een
nieuwe taak die niet eerder is onderzocht. Omdat er maar een beperkt aantal resultaten
wordt getoond, kan het voor de gebruiker gunstig zijn om overlappende resultaten achter-
wege te laten. Tot slot onderzoeken we wanneer zoektermen op gepersonaliseerde wijze
moeten worden aangevuld. We introduceren een selectieve gepersonaliseerde aanpak,
waarbij de mate van personalisering selectief gewogen wordt op basis van de context in
de zoeksessie van de gebruiker.

De experimentele resultaten in dit proefschrift tonen aan dat de door ons voorgestelde
methode beter in staat is zoekopdrachten aan te vullen, gemeten met standaard-metrieken
zoals Mean Reciprocal Rank. De unieke inzichten en interessante bevindingen uit dit
proefschrift kunnen door ontwikkelaars van zoekmachines ingezet worden om de ge-
bruikerservaring te verbeteren door vaker de juiste aanvulling van een zoekopdracht voor
te stellen.
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