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## 1

## Introduction

Over half a billion web searches are performed every single day [46] by over half the world's population [204]. For many people, web search engines such as Baidu, Bing, Google, and Yandex are among the first resources they go to when any question arises. What is more, these web search engines have for many become the most trusted source of information, more so even than traditional media such as newspapers, news websites or news channels on television [54]. What web search engines present people with thus greatly influences what they believe to be true and consequently it influences their thoughts, opinions, decisions, and the actions they take. It matters a great deal what search engines present people with; more and more our world depends on them [184]. With this in mind, from an information retrieval (IR) ${ }^{1}$ research perspective, two things are important. First, it is important to understand how well search engines perform and secondly this knowledge should be used to improve them. This thesis is about these two topics: evaluation of search engines and learning search engines.

Evaluation-understanding how well search engines perform-has always been a major area within IR research [155, page 250] and now that search engines have such a large impact on society, evaluating them is more important than ever. It is not only of commercial importance to the companies running web search engines, but now that more and more of the world's beliefs depend on it, evaluation is of great importance to society too. It is crucial to understand whether-or, to what degree-the trust people put into search engines is justified. Moreover, evaluation of search engines not only gives insight into the quality of the engine, it also enables reliable improvement of the search engine. As the British scientist Lord Kelvin stated, "if you cannot measure it, you cannot improve it" [190]. Evaluation serves as crucial guidance towards better search engines, towards search engines that serve their users better.

Traditionally, search engines were evaluated following the Cranfield approach [45, 155]. Using this approach, systems are evaluated in terms of document relevance for given queries, which is assessed by trained experts. While the Cranfield paradigm ensures high internal validity and repeatability of experiments, it has been shown that users' search success and satisfaction with an IR system are not always accurately reflected by standard IR metrics [187, 193].

One reason is that the judges typically do not assess queries and documents that reflect

[^0]their own information needs, and have to make assumptions about relevance from an assumed user's point of view. Because the true information need can be difficult to assess, this can cause substantial biases. Conclusions drawn from analyses on data sets consisting of relevance assessments do not always agree with preferences from actual users of search engines [155].

A second difficulty with these data sets is that they are hard and expensive to produce and keep up to date. The manual effort required to obtain a substantial amount of high quality relevance judgments is enormous [7]. Doing so for an ever changing stream of queries coming from users is prohibitively expensive.

Besides the two issues mentioned before, data sets are actually not as easily reusable as they may seem at first glance. The Cranfield approach requires a diverse set of systems to produce rankings before any relevance judging takes place. A so-called pooling process combines the top $k$ documents of each produced ranking and only these documents are actually assessed for relevance. As a consequence, only systems that are reasonably similar to the systems that produced the pool can ever be evaluated using the data set. A radically different system that might be much better than any of the systems contributing to the pool, would never be able to obtain a good score as none of the documents it ranks was ever assessed [196].

For all these reasons researchers have been looking for alternatives that do not suffer from these drawbacks. The Cranfield way of evaluating can be referred to as offline evaluation because there are no users interacting with a real, online system. In contrast, the alternative then is called online evaluation. Online evaluation uses the interactions of real and unsuspecting users of search engines for evaluation instead of professional human judges. These users have their natural information needs that made them decide to use the search engine. These users have a task in mind that they wish to solve. This task often extends beyond just search [114]. Search, for these users, is just a means to an end. These users come to the search engine, translate their information need into a keyword query and are determined to find what they need to complete their task. To this end they interact with the search engine. They may, for instance, reformulate their query or click around in result lists presented to them. All these traces of user interactions with the search engine are easily captured and can then be interpreted as implicit signals for evaluation. For instance, one could measure how often users need to reformulate their queries before they stop search, and presumably are satisfied with the results. Or one could measure where in a result list users click, the intuition being that it is better if users click higher in such a list because a user scanning the list from top bottom found it faster. Alternatively, one could measure the time it took until a user clicked a document, where the intuition again is that it is better if users spend less time to find what they were looking for. All these signals, and often many of them combined, are good indicators of performance of a search engine. Moreover, these interactions are the natural byproduct of users interacting with a search engine. When such interactions are used, explicit relevance judgments from trained assessors are no longer required. Without doing anything out of the ordinary, many search engines in fact already store all these interactions in their search logs. How to use these interactions for evaluation in a reliable and effective way is explored extensively in Part I of this thesis.

Search engines have become highly complex machines that incorporate hundreds or even
thousands of signals, each contributing to a part of the search solution. These signals are combined into a single ranking model-often called a ranker-that produces the rankings shown to users. A ranker is at the heart of every search engine. The signals-also referred to as features-that a ranker combines each serve a different purpose. Some reflect the importance of a document-a webpage in the case of web search-by looking at documents pointing to it and how important these documents are [139]. Other signals indicate whether the terms in the keyword query appear in the document and whether these terms are informative [146]. Many variants of such signals exist. A large body of research is aimed at improving the signals, while another large body of work looks into learning to rank (LTR): learning how to combine all these signals optimally [124]. The second part of this thesis is about the latter.

Traditionally, learning to rank, like evaluation, was done offline. Offline learning to rank is supervised machine learning: rankers are optimized based on their rankings for a fixed set of queries with an offline evaluation metric as target. All the downsides of offline evaluation, as described above, apply. It is expensive to produce data sets that contain human judgements, but more importantly, conclusions that are drawn from such data sets do not always agree with preferences of actual search engine users [155].

An alternative approach to learning optimal rankers uses online evaluation methods. Such an approach considers interactions of users with the search engines. A user's behavior such as clicks can reveal their preference. Since such interactions are readily available in large quantities, it makes sense to learn from them instead. Learning in this fashion, while interacting with users, is referred to as online learning to rank [82, 92, 144, 207] and is discussed in Part II of this thesis.

In the next section we outline the research in this thesis and the questions that are answered within it.

### 1.1 Research Outline and Questions

This thesis investigates whether, how and to what degree search engines can learn from their users? This thesis consists of three parts. All learning starts with evaluation: if you cannot measure it, you cannot improve it [190]. We therefore, in Part I, dive into evaluation of search engines before we investigate how this can be used for learning in Part II. This section sketches the outline of our research. Below, we introduce the research questions answered in the first two parts of thesis.

In Part III we investigate both online evaluation and learning methodologies. This part is not centered around research questions but rather around the design of these methodologies.

### 1.1.1 Evaluation of Search Engines

Part I discusses the evaluation of search engines.
Deployed search engines often have several teams of engineers tasked with developing potential improvements to the current production ranker. To determine whether the candidate rankers they develop are indeed improvements, such teams need experimental feedback about their performance relative to the production ranker. However, in order
to develop and refine those candidate rankers in the first place, they also need more detailed feedback about how the candidate rankers compare to each other. For example, to explore a parameter space of interest, they may be interested in the relative performance of multiple rankers in that space.

Several existing approaches could be used to generate this feedback. Firstly, assessors could produce relevance assessments from which offline metrics (e.g., MAP, nDCG, ERR [155]) could be computed. However, offline metrics do not tell the whole story since relevance assessments come from assessors, not users. Offline evaluation is described in detail in Section 2.2. Secondly, online experiments could generate user feedback such as clicks from which rankers could be evaluated. In particular, interleaved comparison $[92,93]$ methods enable such evaluations with greater data efficiency than $A / B$ testing [144]. A/B testing is described in detail in Section 2.3.2 and interleaving is described in Section 2.3.3. In short, interleaving [93] is a highly sensitive online evaluation method that is often used at large scale commercial (web) search engines. One particular variant of interleaving, called Team Draft Interleaving, works as follows. It combines two rankings that are to be compared into a single ranking. This interleaved ranking is shown to a user and the ranker that contributed more documents that were clicked is preferred.

However, teams of engineers can easily produce enough candidate rankers that comparing all of them pairwise to each other using interleaving methods quickly becomes infeasible. To address this difficulty, we propose a new evaluation paradigm, which we call multileaved comparison, that makes it possible to compare more than two rankers at once. Multileaved comparisons can provide detailed feedback about how multiple candidate rankers compare to each other using much less interaction data than would be required using interleaved comparisons. We ask ourselves the following questions:

RQ1 Can multileaved comparison methods identify preferences between rankers faster than interleaved comparison methods?

RQ2 How does the sensitivity of multileaving methods compare to that of interleaving methods?

RQ3 Do multileaving methods improve over interleaving methods in terms of unbiasedness and online performance?

In particular, we first propose two specific implementations of multileaved comparisons. The first, which we call team draft multileave (TDM), builds on team draft interleave (TDI) [144], an interleaving method that assigns documents in the interleaved list to a team per ranker. Surprisingly, only a minor extension to TDI is necessary to enable it to perform multileaved comparisons, yielding TDM. However, despite its appealing simplicity, TDM has the important drawback that it requires multileavings, i.e., the result lists shown to the user, to be long enough to represent teams for each ranker.

Therefore, we propose a second method that we call optimized multileave (OM), which builds on optimized interleave (OI) [143], an interleaved comparison method that uses a prefix constraint to restrict the allowed interleavings to those that are "in between" the two rankers and then solves an optimization problem to ensure unbiasedness and to maximize sensitivity of the interleavings shown to users. OM requires deriving a new prefix constraint, new definitions of unbiasedness and sensitivity, a new credit function
upon which these definitions depend, and a new sampling scheme to make optimization tractable. We verify our motivation for introducing OM by answering the following question:

RQ4 Does OM scale better with the number of rankers than TDM?
Next, we propose probabilistic multileave (PM) which builds on probabilistic interleave (PI) [79]. We ask ourselves:

RQ5 How does PM compare to TDM and OM in terms of sensitivity, bias and scaling?
We empirically show that it is highly sensitive and unbiased and scales well to comparing many rankers. An important implication of this result is that historical interactions with multileaved comparisons can be reused, allowing for ranker comparisons that need much less user interaction data. Furthermore, we show that our method, as opposed to earlier sensitive multileaving methods, scales well when the number of rankers increases. Chapter 4 answers research questions RQ1 through RQ5.

The gold standard for information retrieval system evaluation is user satisfaction. However, as online user satisfaction is not directly observable, a significant amount of research has investigated how to summarize online behavior (such as clicks) into online metrics that best reflect user satisfaction.

Despite the advantages of interleaving and multileaving in terms of sensitivity, the most common online evaluation methodology is $\mathrm{A} / \mathrm{B}$ testing [112]. Users of an online system are assigned to either a control or experimental condition, with the metric being computed on each population. However, large numbers of users are typically necessary to obtain reliable results as this approach has high variance. Interleaved evaluation is an alternative online approach previously shown to be much more sensitive. However, until now interleaved evaluation has not modeled user satisfaction as reliably as recent $\mathrm{A} / \mathrm{B}$ metrics, resulting in low agreement with recent $\mathrm{A} / \mathrm{B}$ metrics given realistic differences in IR system effectiveness.

We ask ourself the following two questions:
RQ6 How do A/B metrics compare to interleaving in terms of sensitivity and agreement?
RQ7 Can A/B metrics and interleaving be made to agree better without loosing sensivity?
Chapter 5 answers research questions RQ6 and RQ7.

### 1.1.2 Learning Search Engines

In Part II of this thesis, we turn to learning using the evaluation methods described above. Traditional approaches to evaluating or optimizing rankers are based on editorial data, i.e., manually created explicit judgments. Recent years have witnessed a range of alternative approaches for the purpose of evaluating or optimizing rankers, approaches that reduce or even avoid the use of explicit manual judgments.

One type of approach is based on so-called pseudo test collections, where judgments about query-document pairs are automatically generated by repurposing naturally occurring labels such as hashtags or anchor texts [10, 21].

Another type of approach is based on the use of implicit signals. The use of implicit signals such as click data to evaluate or optimize retrieval systems has long been a promising alternative or complement to explicit judgments. Evaluation methods that interpret clicks as absolute relevance judgments have often been found unreliable [95]. In some applications, e.g., for optimizing the click-through rate in ad placement and web search, it is possible to learn effectively from click data, using various learning to rank methods, often based on bandit algorithms [77, 207]. Click models can effectively leverage click data to allow more accurate evaluations with relatively little editorial data [30]. Moreover, interleaved comparison methods have been developed that use clicks not to infer absolute judgments but to compare rankers by observing clicks on interleaved result lists [144].

The state-of-the-art click-based optimization of IR systems has focused on optimizing a linear combination of the base rankers, thereby treating those rankers as black boxes [83, 207]. In this chapter, we try to break open those black boxes and examine whether online learning to rank can be leveraged to optimize those base rankers themselves. Surprisingly, even though a lot of work has been done on improving the weights of base rankers in a combined learner, there is no previous work on online learning of the parameters of base rankers and there is a lot of potential gain from this form of optimization. We investigate whether individual base rankers can be optimized using clicks. This question has two key dimensions. First, we aim to use clicks, an implicit signal, instead of explicit judgments. The topic of optimizing individual base rankers such as term frequency times inverse document frequency (TF.IDF), best match 25 (BM25) or divergence from randomness (DFR) has received considerable attention over the years but that work has almost exclusively used explicit judgments. Second, we work in an online setting while previous work on optimizing base rankers has almost exclusively focused on a more or less traditional, Cranfield-style, offline setting.

Importantly, the problem of optimizing base rankers is not the limiting case of the problem of optimizing a linear combination of base rankers where one has just one base ranker. Unlike the scoring function that represents a typical online learning to rank solution, the scoring function for a single base ranker is not necessarily linear, meaning that the ranker is not necessarily a linear combination of raw ranking features. A clear example is provided by the well-known BM25 ranker [146], which has three parameters that are related in a non-linear manner: $k_{1}, k_{3}$ and $b$.

In Chapter 6, we pursue the problem of optimizing a base ranker using clicks by focusing on BM25. Currently, it is common practice to choose the parameters of BM25 according to manually tuned values reported in the literature, or to manually tune them for a specific setting based on domain knowledge or a sweep over a number of possible combinations using guidance from an annotated data set [147]. We propose an alternative by learning the parameters from click data. Our goal is not necessarily to improve performance over manually tuned parameter settings, but rather to obviate the need for manual tuning.

Specifically, the research questions we aim to answer are as follows.
RQ8 How good are the manually tuned parameter values of BM25 that are currently used? Are they optimal for all data sets on average? Are they optimal for individual data sets?

RQ9 Is it possible to learn good values of the BM25 parameters from clicks? Can we approximate or even improve the performance of BM25 achieved with manually tuned parameters?

Chapter 6 answers research questions RQ8 and RQ9.
Traditionally, learning in the context of information retrieval in general was done offline by optimizing for performance on a training set consisting of queries and relevance assessments produced by human assessors. As pointed out previously, such data sets are time consuming and expensive to produce and assessments are not always in line with actual user preferences [155]. User interactions, and in particular clicks, are readily available and have proven to be a valuable source of information when interpreted as a preference between either rankings [144] or documents [92]. In particular, as described above, when clicks are interpreted using interleaved comparison methods, they can reliably infer preferences between a pair of rankers [34, 92, 93].

Dueling bandit gradient descent (DBGD) [207] is an online learning to rank algorithm that learns from these interleaved comparisons. It uses the inferred preferences to estimate a gradient, which is followed to find a locally optimal ranker. At every learning step, DBGD estimates this gradient with respect to a single exploratory ranker and updates its solution if the exploratory ranker seems better. Exploring more than one ranker before updating towards a promising one could lead to finding a better ranker using fewer updates. For this purpose we can use multileaved comparisons such as TDM, as introduced above. In this way, our proposed method, multileave gradient descent (MGD), aims to speed up online learning to rank.

We propose two variants of MGD that differ in how they estimate the gradient. In MGD winner takes all (MGD-W), the gradient is estimated using one ranker randomly sampled from those that won the multileaved comparison. In MGD mean winner (MGD-M), the gradient is estimated using the mean of all winning rankers.

The research questions we aim to answer are the following.
RQ10 Can MGD learn faster from user feedback (i.e., using fewer clicks) than DBGD does?

RQ11 Does MGD find a better local optimum than DBGD?
RQ12 Which update approach, MGD-W or MGD-M, learns faster? Which finds a better local optimum?

Chapter 7 answers research questions RQ10 through RQ12.

### 1.1.3 Online Evaluation and Learning Methodology

Part III of this thesis discusses the methodology of online experimentation. This part is of a very different nature than the earlier two parts. As opposed to the earlier chapters, in this part we will no longer study algorithms. IR research has always been driven by a combination of algorithms, shared resources, and evaluation. In Part III we will introduce a new shared resource in the form of a learning framework. We will also introduce a new evaluation paradigm. Our research in this last part of the thesis will not be centered around
research questions but rather around designing these shared resources and designing the new evaluation methodology.

Performing online experiments in principle requires access to real users. This is often not available to researchers. And what is more, very new ideas are often not suitable for being exposed to real users. We therefore create an online learning to rank framework which allows for experimenting with simulated users. We implemented and distribute our framework in an open source software package called learning and evaluating rankers online toolkit (Lerot). In Lerot, presented in this thesis, we bundle all ingredients needed for experimenting with online learning to rank for IR. Lerot includes several online learning algorithms, interleaving methods and a full suite of ways to evaluate these methods. In the absence of real users, the evaluation method bundled in the software package is based on simulations of users interacting with the search engine. The software presented here has been used to verify findings of over six papers at major information retrieval venues over the last few years. We describe Lerot in detail in Chapter 8.

Finally, we turn to experiments with real users of search engines by introducing OpenSearch, the living labs for IR evaluation. The idea with this living lab is to provide a benchmarking platform for researchers to evaluate their ranking systems in a live setting with real users in their natural task environments. OpenSearch represents the first attempt to offer such an experimental platform to the IR research community in the form of a community challenge. In this thesis we describe how living lab experiments can be performed, how such experiments are actually run, what the resulting outcomes are, and provide a detailed analysis of the use-cases and a discussion of ideas and opportunities for future development research directions. OpenSearch is described in detail in Chapter 9.

### 1.2 Main Contributions

In this section we summarize the main contributions of this thesis. Our contributions come in the form of algorithmic, theoretical, empirical, and software contributions.

### 1.2.1 Algorithmic Contributions

We list five algorithmic contributions. The first two are online evaluation methods that extend interleaving methods. Algorithmic contributions 3 and 4 deal with bringing the outcomes of interleaving methods in line with $\mathrm{A} / \mathrm{B}$ testing. Our last contribution of this type, contribution 5 , is an online learning to rank method.

1. We introduce three implementations of multileaved comparisons methods team draft multileave (TDM), optimized multileave (OM), and probabilistic multileave (PM) (cf. Chapter 4).
2. Our extension of probabilistic interleave (PI) to probabilistic multileave (PM) is a multileaving method that is able to reuse historical interaction data (cf. Chapter 4).
3. We propose novel interleaving credit functions that are (1) designed to closely match the implementation and parameters of $\mathrm{A} / \mathrm{B}$ metrics; or (2) are parameterized
to allow optimization towards agreement with arbitrary A/B metrics (cf. Chapter 5).
4. We further propose the first approach for automatically maximizing agreement between interleaving credit functions and $\mathrm{A} / \mathrm{B}$ metrics (cf. Chapter 5).
5. Lastly, we propose several multileave gradient descent (MGD) approaches to using multileaved comparison outcomes in an online learning to rank method (cf. Chapter 7).

### 1.2.2 Theoretical Contributions

This thesis contains four theoretical contributions. We first propose a new online evaluation paradigm. Secondly, we propose a statistical method for assessing sensitivity of evaluation methods. Contribution 8 is insight into the parameter space of BM25. Our last theoretical contribution is in the area of online evaluation methodology.
6. A novel online ranker evaluation paradigm in which more than two rankers can be compared at once, called multileaved comparisons (cf. Chapter 4).
7. Starting with existing $A / B$ and interleaving metrics, we propose a new, statistical method for assessing the sensitivity of these metrics from estimated effect sizes. The resulting method allows a detailed comparison between metrics in terms of the power of statistical tests at varying sample sizes. Our analysis shows that A/B tests typically require two orders of magnitude more data than interleaved comparisons (cf. Chapter 5).
8. The insight that we can potentially achieve significant improvements of state-of-the-art learning to rank approaches by learning the parameters of base rankers, as opposed to treating them as black boxes which is currently the common practice (cf. Chapter 6).
9. We introduce OpenSearch, the living lab for IR evaluation, a completely new evaluation paradigm for IR. Within the OpenSearch paradigm the idea is to perform experiments in situ, with real users doing real tasks using real-world applications (cf. Chapter 9).

### 1.2.3 Empirical Contributions

We list a total of ten empirical contributions. Empirical contributions 10 through 13 compare our new online evaluation algorithms to existing baselines. Contributions 14 through 16 are on the topic of bringing interleaving methods and $A / B$ testing in agreement. Contributions 17 and 18 demonstrate the parameter space of BM25 and how BM25 can be optimized by learning from users. Our last contribution is that we empirically show that online learning to rank methods that use our multileaving methods outperform baselines.
10. We provide a thorough experimental comparison of TDM and OM against each other and against TDI and OI that shows that multileaved comparison methods can
find preferences between rankers much faster than interleaved comparison methods (cf. Chapter 4).
11. Our experiments also show that TDM outperforms OM unless the number of rankers becomes too large to handle for TDM, at which point OM performs better (cf. Chapter 4).
12. Our experiments show that, when the differences between evaluated rankers are varied, the sensitivity of TDM and OM is affected in the same way as for TDI and OI (cf. Chapter 4).
13. We show experimentally that PM is at least as sensitive as TDM (which in turn is more sensitive than OM ), that PM is unbiased, and that PM scales well when the number rankers that are compared increases (cf. Chapter 4).
14. We demonstrate that interleaving credit functions can be automatically optimized, and that learned parameters generalize to unseen experiments. These results demonstrate for the first time that interleaving can be augmented with user satisfaction metrics, to accurately predict the outcomes of $\mathrm{A} / \mathrm{B}$ tests that would require one to two orders of magnitude more data (cf. Chapter 5).
15. We find that current interleaved comparisons achieve from random up to $76 \%$ agreement with $\mathrm{A} / \mathrm{B}$ user satisfaction metrics (cf. Chapter 5).
16. Our empirical results, obtained from experiments with 3 billion user impressions and 38 paired ( $\mathrm{A} / \mathrm{B}$ and interleaving) experiments demonstrate the effectiveness of approach to bringing the outcome of interleaving and $\mathrm{A} / \mathrm{B}$ tests in agreement. In particular, we achieve agreement of up to $87 \%$, while maintaining high sensitivity (cf. Chapter 5).
17. A demonstration of how parameters of an individual base ranker such as BM25 can be learned from clicks using the dueling bandit gradient descent approach (cf. Chapter 6).
18. We gained empirical insight into the parameter space of a base ranker such as BM25 (cf. Chapter 6).
19. Extensive empirical validation of our new online learning to rank methods that use multileaved comparisons methods show that MGD-W and MGD-M outperform the state of the art in online learning to rank (cf. Chapter 7).

### 1.2.4 Software Contributions

We have two software contributions, both are open source and have been contributed to by several others.
20. We contribute Lerot, an open source implementation of our online learning to rank framework that has all batteries included. The framework is easily extensible to compare the implemented methods to new online evaluation and online learning approaches (cf. Chapter 8).
21. We introduce OpenSearch, the first living labs for IR evaluation benchmarking platform and provide an open source implementation (cf. Chapter 9).

### 1.3 Thesis Overview

This section provides an overview of this thesis. We finish this section with reading directions.

The first chapter, to which this section belongs, gives an introduction to the subject of this thesis. This chapter also provides an overview of the research questions, the contributions and the origins of this work. Chapter 2 then introduces the background for all six research chapters that follow. The background material mostly provides background for the first two parts this thesis. Chapter 3 is a short chapter introducing the experimental setup used in Chapters 4, 6 and 7.

Part I of this thesis contains research chapters related to online evaluation of search engines. In particular, Chapter 4 introduces an extension to interleaving methods which is called multileaving. Chapter 5 then looks into the relation between $A / B$ testing and interleaving.

Part II of this thesis uses the evaluation methods, discussed in the first part, for learning purposes. Chapter 6 uses interleaved comparisons for tuning parameters of BM25, a popular retrieval method. Chapter 7 uses multileaved comparison methods introduced in Chapter 4 as feedback for its learning method.

Part III is of a different nature than the earlier two parts. This part is more practical in nature and describes two evaluation methodologies and shared resources. Chapter 8 introduces an online simulation framework which acts as a shared resource for the community. Chapter 9 describes OpenSearch, a completely new evaluation paradigm that is an alternative to Cranfield-style evaluation and uses real users using real search engines.
Lastly, in Chapter 10 we draw conclusions and we give an outlook to future work.
Readers familiar with background on online evaluation, online learning to rank may skip over the respective parts of Chapter 2. Chapter 3 can be read only to understand the details of the experiments in Chapters 4, 6 and 7.

Part I and Part III can be read independently of other parts. However, Part II assumes Part I, and in particular Chapter 4, as prerequisite.

### 1.4 Origins

We list for each research chapter the publications on which it is based. For each publication we mention the role of each co-author. The thesis is based on in total 8 publications [15, 161-167].

Chapter 4 is based on Multileaved Comparisons for Fast Online Evaluation published at CIKM'14 by Schuth, Sietsma, Whiteson, Lefortier, and de Rijke [163]. Schuth performed the experiments for [163], all authors contributed to the design of the
algorithms and to the text. The chapter further builds on Probabilistic Multileave for Online Retrieval Evaluation published at SIGIR'15 by Schuth, Bruintjes, Büttner, van Doorn, Groenland, Oosterhuis, Tran, Veeling, van der Velde, Wechsler, Woudenberg, and de Rijke [165]. For this paper Büttner, van Doorn, Tran, Veeling and Wechsler delivered the first version of the text. Bruintjes, Groenland, Oosterhuis, van der Velde and Woudenburg were involved in the design and implementation of the experiments. Schuth wrote much of the final version and reimplemented the experiments. De Rijke contributed to the text.

Chapter 5 is based on Predicting Search Satisfaction Metrics with Interleaved Comparisons published at SIGIR' 15 by Schuth, Hofmann, and Radlinski [166]. Schuth performed most of the experiments. All authors contributed equally to the text.

Chapter 6 is based on Optimizing Base Rankers Using Clicks: A Case Study using BM25 published at ECIR'14 by Schuth, Sietsma, Whiteson, and de Rijke [162]. Schuth performed most of the experiments. All authors contributed to the text.

Chapter 7 is based on Multileave Gradient Descent for Fast Online Learning to Rank published at WSDM' 16 by Schuth, Oosterhuis, Whiteson, and de Rijke [167]. All authors contributed to the design of the algorithms. Oosterhuis performed most of the experiments. Schuth wrote a first version and all authors contributed to the text.

Chapter 8 is based on Lerot: an Online Learning to Rank Framework published at the Living Labs Workshop at CIKM'13 by Schuth, Hofmann, Whiteson, and de Rijke [161]. All authors contributed to the conception of Lerot. Hofmann implemented the predecessor of Lerot. Hofmann and Schuth actually implemented Lerot. Schuth initiated writing and the other authors contributed to writing.

Chapter 9 is based on Head First: Living Labs for Ad-hoc Search Evaluation published at CIKM'14 by Balog, Kelly, and Schuth [15]. All authors contributed equally and author order was alphabetical. This chapter is also based on Extended Overview of the Living Labs for Information Retrieval Evaluation (LLAIR) CLEF Lab 2015 by Schuth, Balog, and Kelly [164]. All authors contributed to the text. The experiments were run on the OpenSearch platform implemented mostly by Schuth.

This thesis also, but indirectly, builds on joint work on interleaving methods for aggregated search [36, 39, 41], evaluation of recommender systems [84], and online learning to rank [83, 86, 138].

Other work, not directly related to this thesis, did contribute to insight in the broader research areas of evaluation [159], information extraction [160], and data integration [129, 130, 137].

## Background

In this chapter we set the stage for the research chapters in this thesis. In Section 2.1, we start with a historical introduction into the field of information retrieval (IR) including description of modern IR methods and retrieval models. We then continue with offline evaluation in Section 2.2, online evaluation in Section 2.3, offline learning to rank in Section 2.4 , and finally online learning to rank in Section 2.5.

Section 2.1 serves as background to the whole thesis. Sections 2.2 and 2.3 are background to Part I. The Sections 2.4 and 2.5 serve as background to Part II.

### 2.1 Information Retrieval

We give a historical overview of the scientific field of IR starting in 300BC up, leading up to a modern view on the field followed by an overview of retrieval models.

### 2.1.1 A Brief History of Information Retrieval

The Pinakes may have been the first IR system. Callimachus (310/305-240 BC) compiled this catalog of the Library of Alexandria [55]. The Pinakes contained an-what we would now call—inverted index: an alphabetical list of topics with for each topic a list of papyrus scrolls about the topic and where they could be found. In total 500,000 scrolls were indexed this way in an indexing system that itself spanned 120 volumes, even for today's standards not a small collection.

The first automated IR system was developed in 1890 for the United States Census [156]. It was required by law to perform a census every 10 years but it was estimated that by 1890 the United States had grown so large that the census would take 13 years. An electrical tabulating machine was devised by Hollerith [87] that could perform all the calculations. Each citizen was represented by a punchcard, where each hole would represent properties such as age groups, gender, marital status etc. The machine then could operate on a batch of 10,000 such cards and sort them based on several criteria using boolean logic, much like components of modern IR systems.

In 1931 Goldberg [62] patented what he called a statistical machine, which was a search engine he had been working on since the twenties. The search engine used photoelectric cells and techniques much like optical character recognition (OCR) for searching in the metadata of documents that were stored on microfilm.

In 1945 Bush [26] published an article describing a memory extender (memex) he envisioned. The memex was a desk which would contain all the owners' personal documents on microfilm and provided screens and a keyboard to search through them. He also pioneered the idea of documents linking to each other and was later credited to have invented the hypertext system that now underlies the world wide web.

Mooers [135] was the first to introduce the term and problem of "information retrieval" at the 1950 meeting of the Association for Computing Machinery (ACM). He introduced it to this scientific community as he believed the development of IR should be taken up by members of this association. Mooers not only introduced the problem but he also had ideas about how IR systems should be evaluated, namely on two criteria: 1) whether the systems do their job; and 2) how expensive is it to operate such a system [134]. These areas that Mooers identified are still active research areas, and IR research is indeed carried out by the community that he had envisioned.

### 2.1.2 Modern Information Retrieval

Since Mooers coined the term, the field of IR rapidly evolved, driven by the need to search through the ever larger volumes of information that are being produced and stored. This was further accelerated with the advent of the internet and the increased access to digital equipment-such as personal computers and recently mobile devices-by the masses. Despite the intensified research in recent years, many of the methods developed in the early years of IR research are still very central to modern IR systems. We therefore describe them in some detail here, starting with a widely accepted definition of IR, which we borrow from Manning et al. [127, Chapter 1]:
"Information retrieval (IR) is finding material (usually documents) of an unstructured nature (usually text) that satisfies an information need from within large collections (usually stored on computers)."

So, in essence, IR starts with an information need. An information need [186] is born in the head of a person and can be unrecognized by the person as such. If this person would use an IR system to satisfy the information need, we would refer to this person as a user. The act of retrieving information used to be a librarian's task. A user would explain the information need to a librarian who would then know how to search through a collection of books and articles. Nowadays the more common scenario is that a user translates their need into keywords and enters them into a search engine. Search engines are now the predominant instance of IR systems and in this thesis the terms "information retrieval" and "search" are interchangeable.

Modern IR as we know it started at the 1958 International Conference on Scientific Information, as recalled by Sparck Jones [172]. Following that conference, researchers considered automating retrieval tasks that were manual tasks until then [50, 151]. This progress combined with the growing amounts of scientific literature culminated in the Cranfield experiments by Cleverdon [43-45], setting the stage for much IR research today. The Cranfield evaluation paradigm is described in more detail in Section 2.2.1 and is highly popular until this date. Nevertheless, this thesis argues that, even though this paradigm has been instrumental in the growth of the field of IR, with the abundance of (web) search engines it is time to move at least partially away from Cranfield-style evaluation, towards
evaluation methodologies that take actual users with actual information needs into account. In fact, the type of evaluation this thesis proposes is moving closer to evaluating IR as it was defined by Manning et al. when compared to Cranfield-style evaluation. The style of evaluation this thesis proposes takes actual users with actual information needs into account, while Cranfield-stye evaluation requires human assessors that will assess documents for relevance with respect to some imagined information need. We discuss this in more detail in Section 2.3. The International Conference on Scientific Information in 1958 was also where Vickery [195] presented his view on relevance, which turned out to be influencial [132]. Vickery introduced a distinction between "relevance to a subject" and "user relevance", between topical relevance and relevance towards the information need of a user.

### 2.1.3 Retrieval Models

Perhaps the oldest well known retrieval model is the boolean model (BM) [116]. Incidentally, this model is still widely used. Documents are identified by a set of terms. An inverted index is then created for Boolean retrieval. For each term in the vocabulary this index lists which documents contain it. For each term in the query then, the BM obtains the set of documents that contain the term. The Boolean operators in the query are used to determine, using Boolean logic, what the set of documents is that answers the query. This is a simple, efficient and elegant solution to information retrieval. But it has several drawbacks as listed by Salton et al. [154, page 1]. Firstly, the size of the answer set is difficult to control. It can easily be too large a set of documents or it can be empty. Secondly, there is no ranking defined over the documents in the answer. Thirdly, terms in the query are all weighted equally. Lastly, Salton et al. state that formulating a Boolean query is not always very intuitive. However, perhaps the biggest problem of the BM is the mismatch with the "anomalous state of knowledge" [18] of users; users only have a vague notion of their information need and the sort of document that may satisfy it. It is therefore, for a user, very difficult to formulate a query in Boolean terms.

The vector space model (VSM) [153] addresses all the drawbacks of the BM as listed by Salton et al. The vector space model represents both documents and queries in a space of terms. Documents can then be ranked by how close they are to the query in this space. In this space, terms can be weighted. Term are trivially weighted by their term frequency (TF) [126] or more effectively terms can be weighted by the TF multiplied by their inverse document frequency (IDF) to arrive at the term frequency times inverse document frequency (TF.IDF) model [171]. The idea behind IDF is that the "specificity of a term can be quantified as an inverse function of the number of documents in which it occurs", as stated by Sparck Jones [171]. This idea remained very influential in later ranking models.

Salton et al. [154] introduced the extended Boolean model as an intermediate between the BM and the VSM. It preserved both the Boolean logic and queries as well as the ranking and term weighting from the VSM.

Robertson [145] formalized the concept of ranking documents in his probability ranking principle: a system's performance is optimal when it ranks documents in decreasing probability of relevance to the user. This led to the development of many new retrieval models of which best match 25 (BM25) by Robertson and Walker [146] is still widely
used. BM25 is a weighted version of TF.IDF that corrects for document length.
More recent retrieval models are based on language models (LM) in which documents and queries are modeled as sequences drawn from a probability distribution over sequences. Documents are then ranked by the probability that document and query come from the same underlying distribution [76, 140]. Divergence from randomness (DFR) [8] is an even more recent retrieval model, based on the 2-Poisson indexing model by [69]. The idea behind DFR is that terms cary more meaning if their document frequency diverges from the collection frequency.

The retrieval models mentioned so far take only the terms of a document and query into account while there are additional sources that could be used. One of the earliest attempts to including additional sources was by Garfield [61]. He used citation counts to rank scientists and their work. He showed high correlation with Nobel prizes, indicating that citations were a useful external source of information. When the world wide web gained popularity, it was realized by several that hyperlinks could be used just like citations in scientific literature rankings. Two examples of such algorithms from that time were HITS [111] and PageRank [139], which was based on HITS. PageRank led to Page and Brin founding Google that since then grew into the most widely used web search engine. Since then, the most prominent instance of information retrieval has been web search.

Broder [23] explored how information needs in web search can differ. In his study less than half the queries were informational, which was earlier assumed to be the predominant information need. Figuring out the intent of the user and behind the query has become an important topic [117]. Why this is important is illustrated by Teevan et al. [188], who describe the potential for personalization as the gap in performance between a search engine responding to the average user and a search engine personalizing for each user. Additional sources that IR systems tap into for this purpose are user sessions; previous queries issued by the user [20, 203]. Other contexts of the user such as the location [19] of a user are also considered. With the advent of social networks, signals arising from these networks can also be integrated in ranking systems [16].

In much of this thesis, the retrieval models discussed above are considered as features or ranking signals that can be combined into rankers. In Section 2.4 we discuss the background of methods for combining features. Note how the earlier models, such as BM, VSM and BM25 take both the query and document into account while the later models such as HITS and PageRank only take the document into account. We call the former query-document features while we call the latter document features. Query intent, or other annotations of the query can be seen as query features.
We refer the reader to Manning et al. [127], Salton [152], Sanderson and Croft [156], Sparck Jones [173] who all write extensive overviews-each from their perspective and moment in time-of the history of IR in much more depth than can be covered in this thesis.

### 2.2 Offline Evaluation

The research discussed so far was mostly in the area of IR systems. However, the experimental evaluation of IR systems, i.e., rankers, has always been a central topic in IR research, as was already foreseen by Mooers [134]. Offline evaluation was the
predominant form of evaluation in IR for a long time. In particular Cranfield-style evaluation has been very influential in the formation of the field.

### 2.2.1 Cranfield-style Evaluation

Cranfield-style evaluation, as described by Cleverdon and Keen [43-45], uses a fixed document collection, a fixed set of queries, and relevance judgments for the documents in the collection with respect to the queries. These judgements are produced by trained assessors. These assessors are asked to follow carefully composed judging guidelines. Often a narrative for each information need underlying a query is composed. The judges then judge the relevance of documents with respect to that narrative [198]. The documents that are to be judged come from a pooling process: experimental systems that are to be evaluated produce their rankings for each query. For each query the top $k$ documents from each of these rankings are taken and the union of the documents is judged. The result is that for experimental systems that took part in the pooling, all documents in the top $k$ are judged for relevance. However, an experimental system that did not take part in the pooling does not necessarily have all documents in its top $k$ judged. For this reason it is vital to have a diverse set of experimental systems contributing to the pooling. It is typically assumed that documents without judgments are not relevant, which is a relatively save assumption if the pooled systems were of high quality and diverse [197]. The Cranfield evaluation paradigm is the predominant form of evaluation in the text retrieval conference (TREC) [197] which has for the last 25 years organized the largest IR evaluation campaigns.

The relevance judgements are used to compute IR evaluation metrics so that systems can be compared. Originally, metrics such as recall-the fraction of relevant documents that is retrieved-and precision-the fraction of the retrieved documents that is relevantwere considered. But these metrics do not take the ranking of documents into account, nor do they allow for graded relevance. Many metrics have been introduced since. Popular metrics include mean average precisions (MAP) [68], normalized discounted cumulative gain (nDCG) [89] and expected reciprocal rank (ERR) [33]. Sanderson [155] gives a thorough overview of TREC and its metrics.

More task specific metrics have been proposed as well, such as intent aware metrics by Clarke et al. [42], diversification metrics by Agrawal et al. [1] and metrics for evaluating faceted search systems by Schuth and Marx [159].

In this thesis, we follow Hofmann [77] and use nDCG by Järvelin and Kekäläinen [89]. This metric allows for graded relevance and it takes rankings into account. Moreover, nDCG has been used in the validation of online evaluation (see Part I) and online learning systems [142, 207] (see Part II). Both lie close to the content of this thesis. Still following Hofmann [77], we use the formulation of nDCG as introduced by Burges et al. [24]. This is a slight variation of the original formulation by Järvelin and Kekäläinen so that differences at the highest two positions can also be measured. We explain our evaluation setup in detail in Section 3.4.

Offline evaluation has the benefit that it becomes easy to compare rankers and thus easy to try out new things, as long as the new experimental systems are close enough to the systems used in pooling [122]. Lipani et al. [123] recently worked on methods to reduce this pooling bias. With Cranfield-style evaluation, experiments also become
repeatable. The downside of this type of evaluation is that it expensive to obtain reliable relevance judgements. Moreover, these relevance judgements are not always in line with actual user preferences [75, 100, 155, 192, 206]. Carterette and Allan [29] and Sanderson and Joho [157] discuss approaches to building test sets for offline evaluation at low cost. Several attempts have been made to either simulate human queries or generate relevance judgments without the need of human assessors for a range of tasks. One recurring idea is that of pseudo test collections, which consist of automatically generated sets of queries and for every query an automatically generated set of relevant documents (given some document collection). The issue of creating and using pseudo test collections goes back at least to [183]. Azzopardi et al. [13] simulate queries for known-item search and investigate term-weighting methods for query generation. Asadi et al. [10] describe a method for generating pseudo test collections for training learning to rank methods for web retrieval; they use anchor text in web documents as a source for sampling queries, and the documents that these anchors link to are regarded as relevant documents for the anchor text (query). Berendsen et al. [21] use a similar methodology for optimizing microblog rankers and build on the idea that tweets with a hashtag are relevant to a topic covered by the hashtag and hence to a suitable query derived from the hashtag.

### 2.2.2 User Studies

Another way to evaluate rankers is through user studies. Such studies are usually conducted in a lab setting, as described extensively by Kelly [101]. Because one needs a lab and one needs to recruit users, these studies are expensive, hard to repeat and laborious and expensive to scale up. User studies do have the advantage that there is a large amount of control over the users. Additionally, many things that are otherwise unreachable can be measured. For instance, eye gaze can be tracked [63] and one can even measure brain activity [5]. User studies rarely scale beyond dozens to at most hundreds of subjects. Typically this number is determined by a power analysis. Still, one should be careful not to draw conclusions that generalize towards the whole population of users of a system [101].

### 2.3 Online Evaluation

Since the advent of web search, there has been a focus on online evaluation. The number of users interacting with search engines and the number of interactions of each of them has increased tremendously, from only professional users in libraries to over half a billion web searches per day [46] ${ }^{1}$, by over half the world's population [204]. It was realized that these interactions can be used for evaluation.

Deployed search engines often have several teams of engineers tasked with developing potential improvements to the current production ranker. To determine whether the candidate rankers they develop are indeed improvements, such teams need experimental feedback about their performance relative to the production ranker. They need to evaluate their rankers. One of the first and most obvious things to do is to use one of the methods described above. One would start with offline evaluation as described in Section 2.2 and

[^1]maybe perform a user study as described in Section 2.2.2. Then when there is enough evidence that the candidate ranker is indeed an improvement over the current production ranker it should probably replace the production ranker. However, offline metrics do not tell the whole story since relevance assessments come from assessors, not users. And user studies do not tell the whole story since the number of subjects is rarely large enough to draw reliable enough conclusions.

Online experiments, as described by Kohavi et al. [113], however, can be used to reliably determine how users interact with a change in the ranker and whether the change really constitutes an improvement. Online experiments rely on real users of a real search engine. One variant, called $A / B$ testing, compares two rankers by showing ranker A to one group of users and ranker B to another group and then tries to infer a difference between the systems from differences in observed behavior. We describe this variant in Section 2.3.2. The other variant, called interleaving, combines rankings from both A and B and shows the combined results to all users and then tries to infer differences between the systems by interpreting user behavior. We describe interleaving in Section 2.3.3. We then turn to the $K$-armed dueling bandits problem in Section 2.3.4 and quickly to counterfactual reasoning in Section 2.3.5. In Section 2.3.6 we discuss click models used to simulate users interacting with a search engine.

### 2.3.1 Interpreting User Interactions

We start, however, with an overview of how user interactions can be interpreted. The idea of using the interactions of users with search engines to either evaluate or improve the search engine is not new. Ruthven and Lalmas [149] write an extensive survey of relevance feedback methods, these are methods that allow users to explicitly mark documents as relevant in an initial ranking. These labels coming from the users are then used to generate a better ranking. Rocchio [148] was the first to formalize this idea. The type of feedback gathered though through a relevance feedback mechanism is explicit, in the sense that the user is explicitly asked to provide this feedback. Other ways of collecting explicit feedback is for instance through side-by-side comparisons [2, 189]. Explicit feedback has as drawback that it disturbs users in their normal interaction with search engines.

On the other hand, implicit feedback results from the natural interaction of users with the search system [102]. Implicit feedback consists for instance of query reformulations [71], mouse clicks [95], mouse movements [48, 66, 67, 73, 201], measurements of dwell-time [206] - the time users spend on a website-, or even the time a search result [115]. The advantage of implicit feedback over explicit feedback is that it is available in abundance. All user interactions with the search engine are typically recorded anyway so billions of such signals are generated every single day.

A major drawback, however, of implicit feedback is that it is inherently noisy, which makes interpretation challenging. What is more, user interactions are heavily biased by the systems that were used to collect them. This makes these sort of interactions much less fit for reuse, unlike judgements from human assessors in a Cranfield-style evaluation setting (see Section 2.2.1). There has been work that addresses this, which we discuss in Section 2.3.5.

Even though implicit user interactions are available in abundance, there is often a stiff competition among algorithms-and their developers-to be evaluated online [108, 109].

This is due to a combination of factors mentioned above: (1) the fact that it is hard to reuse user interactions for evaluation; and (2) the noise in this type of feedback which can be countered only by large amount of feedback. For this reason it is vital for an online evaluation method to be highly sensitive, that is, use as little user interaction as possible to draw reliable conclusions. Recently, Kharitonov et al. [108] worked on scheduling of online experiments such that the most promising would be evaluated first. Kharitonov et al. [109] introduced a method to prematurely stop an online experiment if it is known to be converged, which also avoids wasting valuable user interactions.

### 2.3.2 A/B Testing

The most common type of online evaluation today is $A / B$ testing. $A / B$ testing compares two rankers by showing ranker $A$ to one group of users and ranker $B$ to another group. $A / B$ testing then tries to infer difference between the two rankers by computes metrics based on observed behavior of both groups. Kohavi et al. [113] describes this methodology in the context of web search. Standard assumptions allow experimenters to obtain unbiased online performance estimates, and confidence estimates or hypothesis testing are available via statistical methods such as the two-sample t-test.

A/B metrics are absolute click metrics that are computed for ranker A and B, after which a $t$-test is used to select a winner. For instance, this methodology has been effectively used to compare systems in terms of click through rate (CTR) (e.g., for news recommendation [121]). Carterette and Jones [30] studied the relationship between clicks coming from users and offline evaluations metrics. In particular, they were able to reliably predict nDCG from clicks.

While simple to measure, CTR has been shown to be a poor metric for measuring user satisfaction in search [95]. Consequently, a large body of work has developed online metrics that more accurately measure search satisfaction. An established signal is dwell time, where clicks followed by only short visits to the corresponding result document are considered "unsatisfied," i.e., the user is unlikely to have found the document as relevant [206]. Moving beyond a single time threshold for identifying user satisfaction, sophisticated click satisfaction classifiers combine a range of user signals, and have been shown to accurately detect satisfied clicks [110].

Other proposed online metrics also consider the effect of tabbed browsing (opening several results in browser tabs in quick succession) [88]. Conversely, the lack of a click (abandonment) is often taken as a signal of a lack of relevance, but this interpretation has posed a challenge for evaluating richer search engine result pages, where relevant information may be presented directly, without the need to click. A number of papers have proposed methods to determine when abandonment indicates satisfaction [119, 170]. Follow-on queries can also be considered indicative of a lack of success [71], as can skipping results be indicative of incorrect result order [200]. Of course, to accurately interpret user clicks, we must also consider which results users examined. If a user never looked at a search result, their lack of engagement on this result cannot be indicative of low relevance. A number of studies have shown that mouse movement can be an indicator of user examination of search results, and of specific sections within search results $[48,66,67,73,201]$. Similarly, in a mobile setting recording how long each part of the screen is visible can be considered an indicator of relevance [115].

An earlier survey of other implicit indicators of user satisfaction by Kelly and Teevan [102] provides further insight into implicit indicators of relevance that may be used in A/B metrics.

Finally, although the majority of online evaluation has focused on user satisfaction for individual queries, it has been argued that the correct unit of measurement is the user session, or a search task. A number of session based metrics have been proposed [70, 199].

Chapter 5 focuses on online evaluation and $\mathrm{A} / \mathrm{B}$ testing in particular. In that chapter we also provide details of several common $A / B$ metrics.

### 2.3.3 Interleaving

While providing flexibility and control, $\mathrm{A} / \mathrm{B}$ tests typically require a large number of observations. Given typical differences in IR system performance in state of the art systems, many A/B metrics have been found to require millions of users [34, 166]. Interleaved comparison methods, originally proposed by Joachims [93], reduce the variance of measurement by combining documents retrieved by both the control and the treatment system. Projecting user clicks on the resulting interleaved document lists back to the original document rankings is then taken as an estimate of which system would be preferred by the user. This mixing substantially reduces variance and was found to reduce required sample sizes by up to two orders of magnitude [34, 144, 166] (see Chapter 5).

Interleaved comparison methods take as input two rankers and a query, and produce as output a combined result list to show to the user. The resulting clicks are then interpreted by the interleaving method to decide on a winning ranker. Many interleaving methods have been proposed over the years.

Balanced interleave Balanced interleave (BI) [95] randomly selects a ranker to start with. Then, it takes the first document from this ranker and, alternating, each ranker contributes its next document. This document is added to the interleaving only if it was not yet present. balanced interleave (BI) can produce biased results: in comparisons of two very similar rankers, it can favor one ranker regardless of where the user clicks.

Team draft interleave This bias was subsequently fixed in team draft interleave (TDI) [144]. This algorithm is most frequently used in practice, and has been empirically shown to be equally effective as BI [34, 93]. We describe team draft interleave (TDI) in detail below as the algorithm is used extensively throughout this thesis.

Document constraints interleave Lesser known interleaving methods include document constraints interleave (DCI) [72] which infers constraints on documents pairs based on the rank of the documents and on user interactions. For pairs of clicked and non-clicked documents, the method infers a requirement of the clicked document being ranked higher than the non-clicked document. DCI also infers a constraint that prefers click documents over the next non-clicked document. The input ranking that violates the least constraint is te preferred ranking.

Probabilistic interleave Probabilistic interleave (PI) by Hofmann et al. [79] is a more recent probabilistic generalization of TDI. This interleaving method has a non-zero
probability of any interleaving occurring as documents are sampled from a softmax distribution over the ranking instead of a deterministic ranking. Unlike TDI, team assignments are not recorded, instead, the algorithm marginalizes over all possible team assignments that could have occurred. Probabilistic interleave (PI) has the advantage that historical interaction data can be reused using importance sampling, for instance in an online learning to rank setting, as shown by Hofmann et al. [83].

Upper bound interleave Kharitonov et al. [106] also use historical click data, however with the goal to increase the sensitivity of interleaving, they refer to their method as upper bound interleave (UBI). Upper bound interleave (UBI) uses historical user interactions to train a click model which would predict the documents that are likely to be clicked by a user. This can be used to predict which interleavings are likely to contribute to the interleaving outcome. This provides the opportunity to select interleavings that can discriminate between two systems that are compared.

Optimized interleave Optimized interleave (OI) [143], like UBI, aims at increasing sensitivity. Optimized interleave (OI) does so by restricting the allowed interleavings to those that are the union of prefixes of the input rankings. In addition, it computes all possible probability distributions over these rankers that avoid bias. If there are multiple such distributions, then OI selects the distribution that maximizes sensitivity.

Generalized team draft interleave Kharitonov et al. [107] recently introduced generalized team draft interleave (GTDI) which jointly optimizes for credit assignment and an interleaving policy. This way, generalized team draft interleave (GTDI) achieves a higher sensitivity. Furthermore GTDI introduces a framework that allows for other layouts of results lists to be interleaved.

In this thesis, in Chapter 4, we extend TDI, OI, and PI to comparing more than two rankers at once. Previously, TDI was extended by Chuklin et al. [36] to handle nonuniform result lists that contain vertical documents such as images. TDI is also extended in Chapter 5 where we extend it to be more in agreement with A/B metrics. Below, we describe TDI in detail.

## Team Draft Interleave

Given an incoming user query, TDI produces a result list as follows. The algorithm takes as input two ranked lists of documents for the query, $A=\left(a_{1}, a_{2}, \ldots\right)$ and $B=\left(b_{1}, b_{2}, \ldots\right)$. The goal is to produce a combined ranking $L=\left(l_{1}, l_{2}, \ldots\right)$. This is done in the same way that sports teams may be constructed in a friendly match, with two team captains taking turns picking players for their team.

The algorithm is detailed in Algorithm 1. It initializes the interleaved list $L$ with any common prefix of $A$ and $B$, if this exists. For this common prefix, no teams are assigned, as no preferences should be inferred. ${ }^{2}$ Then, on line 5 , the algorithm continues in phases by adding two documents to $L$ : In each phase, on line 6 , we first flip an unbiased coin to decide if ranker $A$ or $B$ is given priority. Assuming that ranker $A$ is given priority, $A$

[^2]```
Algorithm 1 Team draft interleave (TDI) [144]
Require: Rankings \(A=\left(a_{1}, a_{2}, \ldots\right)\) and \(B=\left(b_{1}, b_{2}, \ldots\right)\)
    Init: \(L \leftarrow() ;\) Team \(A \leftarrow \emptyset ;\) Team \(B \leftarrow \emptyset ; i \leftarrow 1\)
    while \(A[i]=B[i]\) do // common prefix
        \(L \leftarrow L+A[i] \quad / /\) append result to \(L\) without assigning teams
        \(i \leftarrow i+1 \quad / /\) increment \(i\)
    while \((\exists i: A[i] \notin L) \wedge(\exists j: B[j] \notin L)\) do // not at end of \(A\) or \(B\)
        if \((\mid\) Team \(A|<|\) Team \(B \mid) \vee\)
            \(((\mid\) Team \(A|=|T e a m B|) \wedge(\operatorname{RandBit}()=1))\) then
            \(k \leftarrow \min _{i}\{i: A[i] \notin L\} \quad / /\) top result in \(A\) not yet in \(L\)
            \(L \leftarrow L+A[k] \quad\) // append it to \(L\)
            \(T e a m A \leftarrow T e a m A \cup\{A[k]\} \quad / /\) clicks credited to \(A\)
        else
            \(k \leftarrow \min _{i}\{i: B[i] \notin L\} \quad / /\) top result in \(B\) not yet in \(L\)
            \(L \leftarrow L+B[k] \quad / /\) append it to \(L\)
            Team \(B \leftarrow\) Team \(B \cup\{B[k]\} \quad / /\) clicks credited to \(B\)
    Output: Interleaved ranking \(L\), Team \(A\), TeamB
```

appends its highest ranked result that is not already in $L$ to $L$ (i.e., $l_{1} \leftarrow a_{1}$ in the first instance), and assigns it to TeamA. Then, B selects its first result not already present in $L$ (in the first instance either $b_{1}$ if it differs from $a_{1}$, and $b_{2}$ otherwise) and again appends it to $L$ and TeamB. This repeats until all results in $A$ or $B$ have been consumed or until $L$ reaches the desired length.

The interleaved ranking $L$ is then shown to the user. Any clicks on documents contributed by $A$ (in TeamA) are credited to $A$. Clicks on documents in TeamB are credited to $B$. Over an observed sample of interleaving observations, a preference for $A$ or $B$ is then inferred based on which ranker was credited with more clicks. For any given set of results shown to users, the ranker where more contributed documents are clicked is considered to be preferred. In Algorithm 1, the results contributed by $A$ are recorded in a set $\operatorname{Team} A$ and similarly for the results contributed by $B$. We refer the reader to work by Chapelle et al. [34] for a more in-depth discussion of this algorithm.

Suppose the user clicks on $C^{q}=c_{1}, c_{2}, \ldots$ when presented with the results $L$ in response to query $q$. Let $C_{A}^{q}=C^{q} \cap \operatorname{TeamA}$ be the clicked documents in Team $A$, and $C_{B}^{q}=C \cap \operatorname{TeamB}$ be the clicked documents in TeamB. If $\left|C_{A}^{q}\right|>\left|C_{B}^{q}\right|$, then ranker $A$ is considered to have won for this query, and if $\left|C_{B}^{q}>C_{A}^{q}\right|$ then ranker $B$ is considered to have won. Otherwise, there was a tie.

The final outcome of the interleaving comparison experiment can thus be written as:

$$
\begin{equation*}
O_{T D I}(A, B)=\operatorname{sgn}\left(\frac{1}{|Q|} \sum_{q \in Q}\left|C_{A}^{q}\right|-\left|C_{B}^{q}\right|\right) \tag{2.1}
\end{equation*}
$$

where $Q$ is the set of all query impressions (non-unique queries issued by all users during the interleaving experiment), and $C_{X}^{q}$ denotes the set of clicks observed in TeamX on $q$. TDI is extensively used in Chapters 4 and 5. In Chapter 4 we extend interleaving so that
more rankers can be compared at once. In Chapter 5 we adapt interleaving to increase agreement with $\mathrm{A} / \mathrm{B}$ testing metrics.

### 2.3.4 $K$-Armed Dueling Bandits Problem

Related to the online evaluation setting described so far is the $K$-armed dueling bandits problem by Yue et al. [209], which can be stated as follows. From a set of $K$ rankers (bandits), the task is to find the best ranker using pairwise comparisons and to do so while incurring minimum regret. The pairwise comparisons use interleaved comparisons as introduced above in Section 2.3.3. These pairwise comparisons are used as they are easier to obtain than absolute metrics [93, 209]. Regret is proportional to the probability that users would have preferred the best ranking to the one shown to them. The aim is to minimize cumulative regret, the sum of regret over all query impressions. We define the best ranker as the Condorcet winner [194], the ranker that, when compared with every other ranker, is preferred in more interleaved comparisons.

Existing algorithms that aim at solving the $K$-armed dueling bandits problem (e.g., [208, $213,214,216]$ ) all work by performing a series of pairwise interleaved comparisons, with a focus on finding the best ranker in a set of rankers. The order in which pairs of rankers are compared varies and is determined by these algorithms. One the first algorithms to address this problem is the beat the mean (BTM) by Yue and Joachims [208]. This algorithm keeps track of how often each ranker beats the mean of a set of rankers that is still being considered. relative upper confidence bound (RUCB) by Zoghi et al. [214] works by selecting randomly among those rankers that, when optimistic about them, appear to be Condorcet winners. RUCB then selects an opponent for this ranker by selecting the ranker that, when optimistic about that ranker, is most likely to beat this first ranker. MergeRUCB by Zoghi et al. [216] is a recent variant on RUCB that uses a divide an conquer strategy to make the algorithm scale to a large $K$. Zoghi et al. [215] introduce a version of the dueling bandits problem for when the Condorcet winner does not exist. They propose two algorithms aimed at minimizing regret with respect to the Copeland winner instead. This winner is guaranteed to exist.

The dueling bandit gradient descent (DBGD) algorithm by Yue and Joachims [207], which we describe in Section 2.5.1, can be seen as an algorithm to solve a variant of the $K$-armed dueling bandits problem that considers rankers in a continuous space of feature weights instead of a fixed set of $K$ rankers

We address a similar but different problem in Chapter 4. In that chapter, we are not so much interested in finding the best ranker among a set of $K$ rankers as we are interested in finding out how all rankers in the set compare to each other.

### 2.3.5 Counterfactual Analysis

Counterfactual analysis reuses historical user interactions, just like probabilistic interleave (PI) [79], described above in Section 2.3.3, does. As we described in Section 2.3.1, user interactions are biased by the system under which they were collected. In order to be able to reuse them, one needs to correct for the bias that was introduced. A common way to do so is by using a statistical technique called importance sampling [97]. Bottou and Peters [22] describe several importance sampling methods for counterfactual analysis. PI
also uses importance sampling to reinterpret historical interactions [79] and is therefore a particular counterfactual analysis method. Once there is a method for interpreting historical interactions, these can be used either for online evaluation methods [120, 158] or online learning methods [176, 180, 181]. Counterfactual analysis can be seen as an alternative for online evaluation. As opposed to online evaluation, users are not actually exposed to potentially inferior rankings.

### 2.3.6 Click Models

Yet another alternative to online evaluation is simulation. User interactions with search engines can be simulated by using click models. These interactions, in turn, can then be used either to validate evaluation methods, as we do in Part I of this thesis, or learning, as we do in Part II. In Section 3.3 we describe how we simulate clicks in this thesis. The advantage of simulating user interactions is that no actual users are exposed to potentially inferior rankings while it is still possible to experiment with for instance online learning to rank methods. And as with Cranfield-style evaluation, described in Section 2.2.1, experiments are repeatable. The downside is that every click model has its own assumptions that do not necessarily agree with reality. Additionally, click models, when they are used to simulate clicks, require relevance assessments which have their own drawbacks (see Section 2.2.1).

While we do not use them as such, an important use of click models is to interpret clicks in order to understand user behavior. In the setting we use them in, we assume that the parameters of the clicks models have been estimated from data or that they have been chosen such that they reflect actual user behavior. Once the click models are instantiated, they can be used to produce clicks instead of interpreting them.

Many alternative click models have been developed over the years, Chuklin et al. [40] provide an overview. We list a selection of well-known models here.

Cascade click model The cascade click model (CCM) [47] assumes users scan a result list from top to bottom and click on a result as soon as it seems to satisfy their information need.

Dependent click model Guo et al. [65] introduce the dependent click model (DCM), an extension to cascade click model (CCM) that allows for multiple clicks on a single results page. Dependent click model (DCM) is used extensively throughout this thesis as it produces simulated clicks in many of our experiments (see Section 3.3).

User browsing model The user browsing model (UBM) by Dupret and Piwowarski [53] assumes that the examination probability of a document also depends on previous clicks.

Dynamic bayesian network model The CCM has also been extended into the dynamic bayesian network model (DBN) by Chapelle and Zhang [32]. A difference is that dynamic bayesian network model (DBN) assumes that the probability of a user clicking is dependent on the actual relevance of a document.
Many more advanced models exist. For instance, Chuklin et al. [38] model clicks beyond the first result page and click models by Markov et al. [128] take vertical results into account.

Interestingly, Chuklin et al. [37] connect click models to information retrieval metrics as described in Section 2.2. Also Kharitonov [105] aims at improving both offline and online evaluation by modeling user behavior.

### 2.4 Offline Learning to Rank

Modern search engines base their rankings on combinations of dozens or even hundreds of features. These features are retrieval models as described above in Section 2.1.3. Learning to rank (LTR) for IR [124] is about finding an optimal combination of features using machine learning techniques. Where optimal is defined as optimal for some metric discussed in Section 2.2.

Traditionally, learning was done offline by optimizing for performance on a training set consisting of queries and relevance assessments produced by human assessors. Offline learning methods suffer from the drawback of requiring labeled data sets, which are expensive to produce and the models learned do not necessarily align with user satisfaction [155]. These drawbacks are the reason for us to focus on online learning to rank methods in this thesis, starting with Section 2.5. We first provide a short overview of offline learning to rank methods in this section.

The problem of LTR for IR can be described as follows. For a query $q$, each document is represented by a feature vector $\mathbf{x}$. Typically there would be dozens or even hundreds of such features. These features would either be only query dependent, only document dependent or they would model the relationship between queries and documents. Examples of features are BM25, LM, and PageRank (see Section 2.1.3). The task of the learner is then to find a model that combines these features such that, when this model is used to produce a ranking for an unseen query, user satisfaction is maximized. The model is a function that maps a set of documents, represented by features, to a ranking. This can be achieved in several ways. We provide details for three ways of doing is in this section.

User satisfaction is often approximated by an evaluation metric, such as described in Section 2.2. This in turn, would require relevance assessments $y$, acquired through the process described in Section 2.2.1. Training instances then, for a LTR method, consist of $(q, \mathbf{x}, y)$.

Offline learning to rank methods [124] can be supervised and semi-supervised [182]. Most methods are supervised and can be classified into pointwise, pairwise, and listwise LTR methods [27, 124]. We briefly describe each class of learning methods below.

### 2.4.1 Pointwise Learning to Rank

Pointwise LTR [124] methods learn a direct mapping from features x to label $y$. If the labels are binary, any machine learning classification method can be used. If the domain of the labels is the real values, regressions methods can be used. Fuhr [58], for instance, introduces one of the earliest LTR methods that minimizes square errors. This is a typical loss function used in regression based methods. Classification methods could use simple zero-one loss [136].

However, neither of these loss functions reflects the IR problem well. Absolute loss is not what matters. What matters is an optimal ranking of documents. It does, for instance,
matter much more that a good document is placed near the top of a ranking than that a label of an irrelevant document near the bottom of the ranking is incorrect.

Moreover, typically, for a query only few documents are relevant. This causes the training data sets to be highly unbalanced. This makes it a difficult problem for standard classification or regression problem that would score well by predicting that every documents is not relevant. This is difficult in the sense that, using offline evaluation metrics, such a naive baseline would perform extremely bad.

### 2.4.2 Pairwise Learning to Rank

Pairwise LTR [124] is about the ordering of pairs of documents. Training instances are pairs of feature vectors $\left(\mathrm{x}_{d_{1}}, \mathbf{x}_{d_{2}}\right)$ and a binary label $y$ to indicate whether document $d_{1}$ should be preferred over $d_{2}$ or the other way around. Pairwise LTR methods would typically take $\mathbf{x}_{d_{1,2}}=\mathbf{x}_{d_{1}}-\mathbf{x}_{d_{2}}$ as feature vector to reduce the problem to binary classification.

The advantage of pairwise over pointwise learning is that the loss function now counts ranking mismatches as opposed to absolute errors of individual documents. Also the unbalancedness of the training data is no longer a problem as there are now as many positive as negative examples (all document pairs twice). What remains is the problem of punishing incorrect document orderings in the top of the ranking as much as incorrect orderings at the bottom. Typical methods for pairwise learning to rank are Ranking SVM by Herbrich et al. [74], RankBoost by Freund et al. [57], RankSVM by Joachims [92], and RankNet by Burges et al. [24].

Additionally a new problem of pairwise LTR is that the complexity becomes quadratic in the number of documents, as all pairs of documents are considered. Sculley [168] addressed this problem by sampling from the pairs of documents. Another new problem, depending on the learned model, is that transforming pairwise preferences into a ranking may not be trivial.

An effective approach to pairwise LTR is RankSVM [92] which, when a linear kernel is used, produces a model that can easily be used to create rankings. Very related methods are developed by Fürnkranz and Hüllermeier [59].

### 2.4.3 Listwise Learning to Rank

Lastly, listwise LTR [124] aims at directly optimizing the whole ranking of documents. Listwise methods take feature vectors for all documents for a query as input and produce a ranking of documents. The loss function then can be an IR metric, as described in Section 2.2. The advantage listwise methods have over pointwise methods is that listwise methods capture the quality of the whole ranking instead of attempting to quantify the quality of a document in isolation. Advantages over pairwise LTR methods are that the importance of correct rankings at the top of a ranking can be taken into account. And that the problem does not become quadratic in the number of documents.

A disadvantage is that the objective function, an IR metric, may be very hard to learn as it may not be smooth or differentiable. Nevertheless, listwise LTR approaches are currently the state-of-the-art. Examples of successful methods are LambdaRank by Burges et al. [24] and LambdaMART by Burges et al. [25].

The above offline LTR methods are all supervised machine learning methods. And like any supervised learning method, these LTR methods require labeled data. This data is typically acquired through a Cranfield-style evaluation setup, described in Section 2.2.1. Offline LTR therefore suffers from the same drawbacks as Cranfield-style evaluation. Labels are expensive to obtain and do not necessarily reflect user preferences [75, 100, 155, 192, 206]. Learning models based on such labels thus results in an IR system that does not necessarily satisfy users maximally. Other offline LTR methods such as semi-supervised learning and active learning methods have been explored [49, 182, 205]. However, in contrast, in most of this thesis we focus on online learning methods as described in the next section.

### 2.5 Online Learning to Rank

Our focus in this thesis is on online learning to rank methods that learn from online evaluation methods, based on users' interactions with IR systems [82, 207], without requiring annotated data sets. One can formulate the online learning to rank for IR problem as a reinforcement learning (RL) problem [178]. The problem can be modeled as a contextual bandit problem that assumes that consecutive queries are independent of each other [120, 177]. In a contextual bandit problem, the algorithm has access to a context vector, which in the LTR setting would be the feature vector, as used in offline learning to rank.

A crucial difference between typical RL problems and the application to IR is that in the IR scenario the reward cannot be observed directly. Instead, user interactions with an IR system can be interpreted as a biased and noisy preference for either rankings [144] or documents [92].

Many methods for online learning to rank have been proposed. Hofmann et al. [82] explore learning from pairwise document preferences while most methods are based on the listwise learning paradigm where preferences between rankers are inferred from clicks. Such pairwise preferences can come from interleaving methods as discussed in Sections 2.3 and in particular 2.3.3. One influential learning to rank method is dueling bandit gradient descent (DBGD) [207], which is extended upon in Chapter 7 and therefore explained in more detail in Section 2.5.1. DBGD implements a stochastic gradient descent method to find the best ranker in an infinite space of rankers. This algorithm has been extended before by Hofmann et al. [83] such that it would reuse historical interaction data and not just live user interactions. Alternative methods, discussed in Secion 2.3.4, are based on the $K$-armed dueling bandit formulation by [209] and assume a finite space of possible rankers, the best of which needs to be found.

### 2.5.1 Dueling Bandit Gradient Descent

DBGD [207] is an online learning to rank method that learns from user feedback in the form of clicks. In particular, DBGD learns from a relative interpretation of this feedback produced by, e.g., TDI (see Section 2.3.3). The DBGD algorithm can be seen as an algorithm to solve a continuous variant of the $K$-armed dueling bandits problem which we introduced in Section 2.3.4.

DBGD, shown in Algorithm 2, assumes that rankers can be represented by weight

```
Algorithm 2 Dueling Bandit Gradient Descent (DBGD).
Require: \(\alpha, \delta, \mathbf{w}_{0}^{0}\)
    for \(t \leftarrow 1 . . \infty\) do
        \(q_{t} \leftarrow\) receive_query \((t) \quad / /\) obtain a query from a user
        \(\mathbf{1}_{0} \leftarrow\) generate_list \(\left(\mathbf{w}_{t}^{0}, q_{t}\right) \quad / /\) ranking of current best
        \(\mathbf{u}_{t}^{1} \leftarrow\) sample_unit_vector ()
        \(\mathbf{w}_{t}^{1} \leftarrow \mathbf{w}_{t}^{0}+\delta \mathbf{u}_{t}^{1} \quad / /\) create a candidate ranker
        \(\mathbf{l}_{1} \leftarrow\) generate_list \(\left(\mathbf{w}_{\mathbf{t}}^{\mathbf{1}}, q_{t}\right) \quad / /\) exploratory ranking
        \(\mathbf{m}_{t}, \mathbf{t}_{t} \leftarrow\) TDI_interleave(l) // interleaving and teams
        \(\mathbf{c}_{t} \leftarrow\) receive_clicks \(\left(\mathbf{m}_{t}\right) \quad / /\) show interleaving to the user
        \(\mathbf{b}_{t} \leftarrow T D I \_i n f e r\left(\mathbf{t}_{t}, \mathbf{c}_{t}\right) \quad / /\) set of winning candidates
        if \(\mathbf{w}_{t}^{0} \in \mathbf{b}_{t}\) then
            \(\mathbf{w}_{t+1}^{0} \leftarrow \mathbf{w}_{t}^{0} \quad\) // if current best wins or ties, no update
        else
            \(\mathbf{w}_{t+1}^{0} \leftarrow \mathbf{w}_{t}^{0}+\alpha \mathbf{u}_{t}^{1} \quad / /\) update \(\alpha\) step towards candidate
```

vectors, starting with a randomly initialised weight vector $\mathbf{w}_{0}^{0}$, referred to as the current best ranker. For each query that is issued, on line 5, an exploratory candidate ranker $\mathbf{w}_{t}^{1}$ is created by slightly perturbing the weight vector of the current best ranker. Both the current best ranker and the candidate ranker create their rankings of documents for the issued query. These two rankings are interleaved using, e.g., TDI, on line 7 . Then on line 8 this interleaving is shown to the user that issued the query and clicks are observed. The interactions of this user with the interleaving are interpreted by the interleaving method on line 9 to determine who won the comparison. If the candidate won, the weight vector of the current best ranker is updated with an $\alpha$ step towards the weight vector of the candidate ranker. If not, the weight vector is not updated. This process repeats indefinitely, yielding a continuously adapting system.

DBGD is used extensively in Part II of this thesis. Chapter 6 uses the algorithm to learn parameters of base rankers. Chapter 7 extends DBGD to using multileaved comparison methods-introduced in Chapter 4-instead of interleaved comparisons methods.

### 2.5.2 Reusing Historical Interaction Data

DBGD originally used team draft interleave (TDI) [144] (see Section 2.3.3) as a method of obtaining preferences between rankers. The introduction of probabilistic interleave (PI) by Hofmann et al. [79] paved the way also to new learning methods. PI allows for interpreting historical user interactions with an interleaved results for a different pair of rankers than was originally used. In other words, if a new pair of rankers is to be compared, a historical click can be used to obtain an unbiased preference. Hofmann et al. [83] used this idea in their candidate preselection (CPS), which extends DBGD, as follows. Where DBGD would, on line 5 in Algorithm 2, create a candidate ranker by stepping into a random direction, CPS would create many such candidates. Historical interactions in combination with PI would then be used to determine which of these candidates is most promising. The most promising candidate is then used and the algorithm functions the same as DBGD, except that additionally historical interactions need to be stored.

Hofmann et al. [83] show that by reusing historical interaction data in this way, the learning method can learn much faster than the baseline DBGD method, in particular when the user feedback is noisy.

## Experimental Methodology

In this chapter we detail the experimental setup used in Chapters 4, 6 and 7. This setup has been used to validate both evaluation methods, as in Chapter 4, as well as learning methods, as in Chapters 6 and 7. The exact same setup or a variation on it has been used in numerous publications [ $36,39,41,83,84,138,162,163,165,167,216]$. It has been implemented in a framework explained by Schuth et al. [161] and detailed in Chapter 8. ${ }^{1}$

We first describe the data sets that we use in Section 3.2. Then, in Section 3.3, we detail our click simulation framework. We then turn to evaluation metrics and statistical significance testing. Lastly we describe our evaluation metrics in Section 3.4.

### 3.1 Experimental Setup

We employ a click simulation framework analogous to that of [83]. We do so because we do not have access to a live search engine or a suitable click log. Note that, even if a click log was available, it would not be adequate since a learning algorithm or an algorithm that is to be evaluated is likely to produce result lists that do not appear in the log. But there are evaluation methods designed to address exactly this problem, e.g., the work by Li et al. [120], described in Section 2.3.5.

All our experiments that use this simulation setup assume a stream of independent queries coming from users interacting with the system we are training or evaluating. Users are presented with a result list in response to their query and may or may not interact with the list by clicking on one or more documents. The queries come from static data sets (Section 3.2) and the clicks from a click model (Section 3.3).

We measure performance in two ways: online, the way a user experienced it, and offline, measured on a held-out data set (Section 3.4).

### 3.2 Data Sets

Many of the experiments in this thesis are conducted on nine learning to rank data sets that are distributed as LETOR 3.0 and 4.0 [125, 141]. Per chapter, when applicable, we list which data sets are used exactly.

[^3]Table 3.1: Characteristics of the nine learning to rank data sets that are distributed as LETOR 3.0 and $4.0[125,141]$ and used throughout this thesis.

|  | Task | Data | \#queries | \#relevance | \#docs | \#features |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: |
| NP2003 | Named page finding | .GOV | 150 | 2 | 1000 | 64 |
| NP2004 | Named page finding | .GOV | 75 | 2 | 1000 | 64 |
| HP2003 | Homepage finding | .GOV | 150 | 2 | 1000 | 64 |
| HP2004 | Homepage finding | .GOV | 75 | 2 | 1000 | 64 |
| TD2003 | Topic distillation | .GOV | 50 | 2 | 1000 | 64 |
| TD2004 | Topic distillation | .GOV | 75 | 2 | 1000 | 64 |
| MQ2007 | Web search | .GOV2 | 1700 | 3 | $16-128$ | 46 |
| MQ2008 | Web search | .GOV2 | 800 | 3 | $16-128$ | 46 |
| OHSUMED Literature search | MedLine | 106 | 3 | 150 | 45 |  |

Each learning to rank data set contains feature vectors representing the relationships between queries and documents. These feature vectors contain between 45 and 64 features. Examples of features are best match 25 (BM25), language model (LM), and PageRank (see Section 2.1.3). Each of these features can be treated independently as rankers, by simply sorting on the feature value. While we use learning to rank data sets, we do not necessarily perform learning. These data sets can also be used to validate ranker evaluation, as in Chapter 4. If the data sets are used in an evaluation setting, individual features or combinations of features are typically taken as rankers.

The (manually assessed) relevance level of each document-query pair is also provided in the data set. Finally, all data sets are pre-split by query for 5 -fold cross validation.

In the nine data sets, the following search tasks are implemented. The OHSUMED data set models a literature search task which is based on a query log of a search engine for the MedLine abstract database. This data set contains 106 queries that implement an informational search task. The remaining eight data sets are based on text retrieval conference (TREC) Web track tasks that run between 2003 and 2008.

The data sets HP2003, HP2004, NP2003, and NP2004 implement navigational tasks, homepage finding and named-page finding respectively. TD2003 and TD2004 implement an informational task: topic distillation.

These last six data sets are based on the .GOV document collection, a crawl of the .gov domain, and contain between 50 and 150 queries and approximately 1000 judged documents per query. The more recent .GOV2 collection formed the basis of MQ2007 and MQ2008; two data sets that contain 1700 and 800 queries respectively, but far fewer judged documents per query.

The data sets OHSUMED, MQ2007 and MQ2008 are annotated with graded relevance judgments ( 3 grades, from 0 , not relevant, to 2 , highly relevant). The other data sets have binary relevance labels (grade 0 for not relevant, 2 for relevant).

We summarize the characteristics of our data sets in Table 3.1.

### 3.3 Simulating Users

To produce clicks, we use a click simulation framework that is analogous to [83], which is explained in [161]. The framework produces clicks based on the dependent click

Table 3.2: Instantiations of the DCM [65] as used in this thesis.

|  |  | $P($ click $=1 \mid R)$ |  |  | $P($ stop $=1 \mid R)$ |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 0 | 1 | 2 |  |
| perfect | (per) | 0.0 | 0.5 | 1.0 | 0.0 | 0.0 | 0.0 |
| navigational | (nav) | 0.05 | 0.5 | 0.95 | 0.2 | 0.5 | 0.9 |
| informational | (inf) | 0.4 | 0.7 | 0.9 | 0.1 | 0.3 | 0.5 |
| almost random | (a.ra) | 0.4 | 0.5 | 0.6 | 0.5 | 0.5 | 0.5 |
| random | (ran) | 0.5 | 0.5 | 0.5 | 0.0 | 0.0 | 0.0 |

model (DCM) [65], also used by [77], that effectively explains the click behavior of web search users. The cascade click model explains position bias by assuming that users start examining a result from the top of the list. Then, when the user scans down the list, for each document they determine whether it looks promising enough to deserve a click. This is modeled with a click probability given some relevance label $P($ click $=1 \mid R)$. These relevance labels $R$ come from human assessors, as explained in Section 2.2.1. After a click, a user decides whether their information need has been satisfied by the document just clicked. We model this with a stop probability $P($ stop $=1 \mid R)$. Table 3.2 lists the instantiations of the click model used in our experiments. Depending on our research questions, experiments use different instantiations.

The instantiations listed in Table 3.2 can be interpreted as follows.
perfect The perfect instantiation of the click model, in which exactly every relevant document is clicked, provides unrealistically reliable feedback, and is used to obtain an upper bound on performance. Users click on all the highly relevant documents, never on the irrelevant documents and half the time on the mildly relevant documents.
navigational The navigational click model, in which users almost only click relevant documents and usually stop when they have found a relevant document, reflects a user with a navigational information need [23]. Users with a navigational information need seek to find a particular url of a website they have in mind.
informational The informational click model, in which non-relevant documents are also clicked quite often and users stop after finding a relevant document only half of the time, represents a user with an informational information need [23]. Users with an informational information need seek to acquire some information about a particular topic. Users with such a need often inspect multiple documents.
almost random The almost random click model, in which there is only a very small difference in user behavior for relevant and non-relevant documents, is used to establish whether an evaluation method can identify preferences or alternatively whether a learning method can still learn, when the signal in clicks is extremely weak.
random The random instantiation of the click model is used to examine behavior of the evaluation methods when no information is present in the clicks.

For each instantiation, the table provides the click and stop probabilities given a relevance grade $R$. For example, under the navigational model, simulated users would be very likely to click on a highly relevant document $(P($ click $=1 \mid 2)=0.95)$, and very likely to stop examining documents once they clicked on such a document $(P($ stop $=1 \mid 2)=0.9)$. Under the informational model, users are less likely to stop, and click probabilities for the different relevance grades are much more similar, resulting in a higher level of noise. For data sets with binary relevance judgments, only the two extremes (relevance labels 0 and $2)$ are used.

See Section 2.3.6 for an overview of the many alternative click models that have been developed over the years. Despite the existence of all these models we use the relatively simple DCM, following Hofmann [77], as it makes very few assumptions.

### 3.4 Evaluation

We measure performance of rankers in two ways: online, the way a user experiences it, and offline, measured on a held-out data set.

First, to assess offline performance, we use the offline evaluation metric (see Section 2.2) normalized discounted cumulative gain (nDCG) [89] which is computed on held-out data. All data sets described in Section 3.2 are pre-split in five folds. Four folds are used for training purposes. The fifth fold is used for computing the metric.

We use the top $\kappa=10$ documents for simulating clicks and computing the nDCG :

$$
\begin{equation*}
n D C G=\sum_{i=1}^{\kappa} \frac{2^{\operatorname{rel}(\mathbf{r}[i])-1}}{\log _{2}(i+1)} \operatorname{InDCG^{-1}...~} \tag{3.1}
\end{equation*}
$$

This metric calculates the gain over relevance labels $\operatorname{rel}(\mathbf{r}[i])$ for each document, which is then normalized by the maximal nDCG possible, the ideal nDCG (InDCG). Offline performance is determined by computing the average nDCG score of the current best ranker over a held-out set.

During an experiment the user experience may be inferior compared to the production system that the user would otherwise see. Therefore, online performance is also assessed. We do this by computing the discounted cumulative nDCG over the results shown to the user. This can be seen as the inverse of regret as used in a reinforcement learning (RL) setting. For online performance, a discount factor of $\gamma=0.995$ is used [77, 178]. We compute our discounted cumulative nDCG as

$$
\begin{equation*}
\sum_{n=1}^{N} \gamma^{n} \cdot n D C G_{n} \tag{3.2}
\end{equation*}
$$

where $n D C G_{n}$ denotes the nDCG of the $n$th query. This factor ensures that impressions beyond a horizon of $N=1000$ query impressions have an impact of less than $1 \%$. We repeat each experiment 25 times and average results over the 5 folds and these repetitions.

To verify whether differences are statistically significantly different, a two tailed Student's t-test is used [169].

## Part I

## Online Evaluation

## 4

## Multileaved Comparisons

Evaluation methods for information retrieval systems come in three types: offline evaluation, using static data sets annotated for relevance by human judges; user studies, usually conducted in a lab-based setting; and online evaluation, using implicit signals such as clicks from actual users (see Sections 2.2 and 2.3). For the latter, preferences between rankers are typically inferred from implicit signals via interleaved comparison methods, which combine a pair of rankings and display the result to the user (see Section 2.3.3). We propose a new approach to online evaluation called multileaved comparisons that is useful in the prevalent case where designers are interested in the relative performance of more than two rankers. Rather than combining only a pair of rankings, multileaved comparisons combine an arbitrary number of rankings. The resulting user clicks then give feedback about how all these rankings compare to each other. We propose three specific multileaved comparison methods. The first, called team draft multileave (TDM), is an extension of team draft interleave (TDI). The second, called optimized multileave (OM), is an extension of optimized interleave (OI) and is designed to handle cases where a large number of rankers must be multileaved. We present experimental results that demonstrate that both team draft multileave and optimized multileave can accurately determine all pairwise preferences among a set of rankers using far less data than the interleaving methods that they extend. Lastly, we introduce probabilistic multileave (PM), an extension of probabilistic interleave (PI). PM can reliably infer preferences among multiple rankers, also using historical interaction data.

This chapter is based on two publications: Schuth, Sietsma, Whiteson, Lefortier, and de Rijke [163], Schuth, Bruintjes, Büttner, van Doorn, Groenland, Oosterhuis, Tran, Veeling, van der Velde, Wechsler, Woudenberg, and de Rijke [165].

### 4.1 Introduction

Deployed search engines often have several teams of engineers tasked with developing potential improvements to the current production ranker [112]. To determine whether the candidate rankers they develop are indeed improvements over the production ranker, such teams need experimental feedback about their performance relative to the production ranker. However, in order to develop and refine those candidate rankers in the first place, they also need more detailed feedback about how the candidate rankers compare to each other. For example, to explore a parameter space of interest, they may be interested in the
relative performance of multiple rankers in that space.
Several existing approaches could be used to generate this feedback. Firstly, assessors could produce relevance assessments from which offline metrics (e.g., MAP, nDCG, ERR [155]) could be computed. However, offline metrics do not tell the whole story since relevance assessments come from assessors, not users (see Section 2.3). Secondly, online experiments generate user feedback such as clicks from which rankers can be evaluated. In particular, interleaved comparison [92, 93] methods enable such evaluations with greater data efficiency than A/B testing [144]. But teams of engineers can easily produce enough candidate rankers that comparing all of them to each other using interleaving methods quickly becomes infeasible.

To address this difficulty, we propose a new evaluation paradigm, which we call multileaved comparison, that makes it possible to compare more than two rankers at once. Multileaved comparisons can provide detailed feedback about how multiple candidate rankers compare to each other using much less interaction data than would be required using interleaved comparisons.

In particular, we start by proposing two specific implementations of multileaved comparisons. The first, which we call team draft multileave (TDM), builds on team draft interleave (TDI) [144], an interleaving method that assigns documents in the interleaved list to a team per ranker. TDI is explained in detail in Section 2.3.3. Surprisingly, only a minor extension to TDI is necessary to enable it to perform multileaved comparisons, yielding TDM. However, despite its appealing simplicity, TDM has the important drawback that it requires multileavings, i.e., the result lists shown to the user, to be long enough to represent teams for each ranker.

Therefore, we propose a second method that we call optimized multileave (OM), which builds on optimized interleave (OI) [143], an interleaved comparison method that uses a prefix constraint to restrict the allowed interleavings to those that are "in between" the two rankers and then solves an optimization problem to ensure unbiasedness and maximize sensitivity of the interleavings shown to users. OM requires deriving a new prefix constraint, new definitions of unbiasedness and sensitivity, a new credit function upon which these definitions depend, and a new sampling scheme to make optimization tractable. Because it avoids the limitations of TDM, OM is better suited to handle larger numbers of rankers.

We present experimental results on several data sets that aim to answer the following research questions, repeated from Section 1.1.

RQ1 Can multileaved comparison methods identify preferences between rankers faster than interleaved comparison methods?

RQ2 Does OM scale better with the number of rankers than TDM?
RQ3 How does the sensitivity of multileaving methods compare to that of interleaving methods?

RQ4 Do multileaving methods improve over interleaving methods in terms of unbiasedness and online performance?

As an aside, we also investigate how multileaved comparison methods perform on decision problems other than finding all preferences between pairs of rankers in a set of rankers.

The interleaving and multileaving methods listed so far can only infer preferences among rankers based on interaction data that is generated using those very same rankers, thus preventing generalizations to new and unseen rankers. Probabilistic interleave (PI), however, is a recent interleaving method that can reuse historical interaction data collected using other rankers than the ranker being evaluated to infer preferences between rankers $[79,83]$. This allows for comparisons that are more efficient in terms of how many user impressions are required for reliable comparisons.

In this chapter, we also propose an extension of PI to probabilistic multileave (PM): a multileaving method that is able to reuse historical interaction data.

As stated before, an evaluation method is sensitive if it quickly detects differences in the quality of rankings. That is, if rankers are of different quality, the evaluation method should detect those differences with fewest comparisons. An evaluation method is unbiased if all the rankers are equal in expectation when clicks are random. That is, the method should evaluate rankers fairly and only on the basis of their actual performance.

We answer the following research question, repeated from Section 1.1.
RQ5 How does PM compare to TDM and OM in terms of sensitivity, bias and scaling?

The main contributions of this chapter are as follows.
Paradigm We introduce a novel ranker evaluation paradigm in which more than two rankers can be compared at once.

Algorithms Three implementations of this new paradigm, TDM, OM, and PM are introduced.

Evaluation A thorough experimental comparison of TDM and OM against each other and against TDI and OI that shows that multileaved comparison methods can find preferences between rankers much faster than interleaved comparison methods.

Sensitivity When the differences between evaluated rankers are varied, the sensitivity of TDM and OM is affected in the same way as for TDI and OI. We show experimentally that PM is at least as sensitive as TDM, which in turn is more sensitive than OM.

Scaling Our experiments also show that TDM outperforms OM unless the number of rankers becomes too large to handle for TDM, at which point OM performs better. Our experiments show that, like OM but unlike TDM, PM scales well when the number rankers that are compared increases.

Bias We also show experimentally that PM is unbiased.
We have incorporated the above contributions in Section 1.2 where we give a complete overview of all contributions of this thesis.

An important implication of our results is that multileaving methods TDM, OM and PM can accurately determine a set of pairwise preferences among a set of rankers using
much less data than interleaving methods need. Furthermore, when using PM, historical interactions with multileaved comparisons can be reused, allowing for ranker comparisons that need much less user interaction data. This, in turn, means that users are exposed less often to inferior rankers and that more rankers can be compared with the same number of user interactions.

### 4.2 Related Work

We refer to Section 2.3 and in particular to Section 2.3.3 for background on this chapter.
Our work in this chapter differs from earlier work in that it does not rely on pairwise comparisons. As a result, when a set of rankers is evaluated, it is no longer necessary to separately compare each ranker pair. We obviate that need by introducing a new paradigm called multileaved comparisons that can evaluate a complete set of rankers in one comparison and thereby requires substantially less data.

### 4.3 Problem Definition

The problem we want to tackle can be formulated as follows: we have a set of rankers $\mathcal{R}$ (with $|\mathcal{R}| \geq 2$ ) whose performance we want to evaluate using click feedback. We may be interested in knowing how all rankers in $\mathcal{R}$ compare to each other, as doing so gives valuable feedback to the engineers who design new rankers. If we already have a working production ranker, we may also be interested in determining how each ranker in $\mathcal{R}$ compares to it. Alternatively, we may be interested in finding the best ranker in $\mathcal{R}$, which is an instance of the $K$-armed dueling bandit problem.

In this chapter, we focus on developing multileaved comparisons methods for the first task, comparing all rankers to each other, because it represents a scenario that is vital for enabling ranker development in deployed search engines. For completeness, in Section 4.6.1, we also evaluate our methods, designed to compare all rankers to each other, on the task variation in which they are asked to compare a set of rankers to a single production ranker. In Section 4.7, we discuss how our methods can be customized to this task variation or to the $K$-armed dueling bandit problem (see also Section 2.3.4).

To formalize the task of determining how all rankers in $\mathcal{R}$ compare to each other, we begin by defining ground truth as a preference matrix $P$, an $|\mathcal{R}| \times|\mathcal{R}|$ matrix in which each cell $P_{i j}$ contains the difference in expected normalized discounted cumulative gain (nDCG) [89] between rankers $R_{i}$ and $R_{j}$, normalized to lie between 0 and 1:

$$
\begin{equation*}
P_{i j}=0.5\left(n D C G\left(R_{i}\right)-n D C G\left(R_{j}\right)\right)+0.5 \tag{4.1}
\end{equation*}
$$

where $n D C G\left(R_{i}\right)$ is the expected nDCG of ranker $R_{i}$ across queries. The goal of an online evaluation method is then to use click feedback to learn a matrix $\hat{P}$ that approximates $P$. Its performance is thus measured using the error of $\hat{P}$ with respect to $P$. We propose a binary error metric that counts the number of times $\hat{P}$ is incorrect about which ranker has a higher expected nDCG :

$$
\begin{equation*}
E_{b i n}=\frac{\sum_{i, j \in \mathcal{R} \wedge i \neq j} \operatorname{sgn}\left(\hat{P}_{i, j}-0.5\right) \neq \operatorname{sgn}\left(P_{i, j}-0.5\right)}{|\mathcal{R}| \cdot(|\mathcal{R}|-1)} \tag{4.2}
\end{equation*}
$$

where $\operatorname{sgn}(\cdot)$ returns -1 for negative values, 1 for positive values and 0 otherwise, and the infix operator $\neq$ returns 1 whenever the signs are not equal.

### 4.4 Methods

Using interleaving methods, learning $\hat{P}$ requires interleaving each ranker pair ( $R_{i}, R_{j}$ ) separately to estimate each $P_{i j}$, which means that many interleavings are required for learning. The goal of multileaved comparison methods is to reduce the cost of learning by constructing multileavings that, by combining documents from all rankers $\mathcal{R}$, can learn about all cells in $P$ at once.

We propose three variants of multileaved comparison: team draft multileave (TDM), explained in Section 4.4.1, optimized multileave (OM), explained in Section 4.4.2, and probabilistic multileave (PM) in Section 4.4.3. OM is designed to avoid a limitation of TDM concerning the number of rankers that it can compare using a single query. PM has the same advantage over TDM and additional allows for reusing historical interaction data.

### 4.4.1 Team Draft Multileave

The first variant of multileaved comparisons is based on team draft interleave (TDI) [144], as introduced in Section 2.3.3. This interleaving method follows the analogy of selecting players (documents) for a team (ranking) for a friendly sports match. The construction of an interleaved list takes several rounds, until the interleaving is long enough. In each round, rankers select their most preferred document that is still available. It is added to their team and appended to the interleaving. The order in which rankers get to pick a document in a round is randomized. After a user interacts with documents in the interleaving, the team that owns a clicked document gets credit and the team with the most credit wins the comparison.

We propose team draft multileave (TDM), an extension that can compare more than two rankers at a time. Doing so is straightforward, as it only requires changing the number of teams that participate. TDM is described in Algorithm 3, which returns not only the multileaving, but also the teams to which the documents in the multileaving belong.

These team assignments are used after a user interacts with the interleaving to update the matrix $\hat{P}_{i j}$. We maintain an empirical mean for all $\hat{P}_{i j}$. We increase the preference $\hat{P}_{i j}$ if and only if there were more clicks on documents belonging to the team of ranker $i$ than on documents belonging to the team of ranker $j$. Note that one reason why this may happen is that ranker $j$ was not represented in the multileaving.

### 4.4.2 Optimized Multileave

While TDM is a natural way of dealing with more than two rankers, it requires multileavings to be long enough to represent teams for each ranker. Therefore, we propose optimized multileave (OM), based on optimized interleave (OI) [143], which does not have this drawback and thus may scale better with the number of rankers.

```
Algorithm 3 Team draft multileave (TDM).
Require: set of rankings \(\mathcal{R}\), multileaving length \(k\).
    \(L \leftarrow[]\)
    \(\forall R_{x} \in \mathcal{R}: T_{x} \leftarrow \emptyset \quad / /\) initialize teams for each ranking
    while \(|L|<k\) do
        select \(R_{x}\) randomly s.t. \(\left|T_{x}\right|\) is minimized
        \(p \leftarrow 0\)
        while \(R_{x}[p] \in L\) and \(p<k-1\) do
            \(p \leftarrow p+1\)
        if \(R_{x}[p] \notin L\) then
            \(L \leftarrow L+\left[R_{x}[p]\right] \quad / /\) append document to multileaving
        \(T_{x} \leftarrow T_{x} \cup\left\{R_{x}[p]\right\} \quad\) // add document to team
    return \(L, T\)
```

We start in the following sub-section by constructing combinations of documents from the different rankings that satisfy a generalization of the prefix constraint of [143]; this results in a set of allowed multileavings. Then we assign a probability to each of these multileavings that determines how often it is shown to users. This probability distribution over multileavings is computed by solving for the simplex and unbiasedness constraints in the next sub-section. Subsequently, the probability distribution over multileavings that maximizes sensitivity is selected in the second to last sub-section of this method. When a multileaving is shown to a user, credit is assigned according to credit functions, described in the last sub-section, to each of the original rankings based on which documents the user clicks. We explain each step in more detail in the following sections.

## Allowed Multileavings

The prefix constraint proposed by Radlinski and Craswell [143] states that any prefix (i.e., the top) of the constructed interleaving should be the union of prefixes of the two original rankings. We extend this to the case with more than two original rankings by defining the set of allowed multileavings $\mathcal{L}$ as follows:

$$
\begin{equation*}
\mathcal{L}=\left\{L_{i}: \forall k, \forall R_{x} \in \mathcal{R}, \exists m_{x} \text { such that } L_{i}^{k}=\bigcup_{R_{x} \in \mathcal{R}} R_{x}^{m_{x}}\right\} . \tag{4.3}
\end{equation*}
$$

Here, $\mathcal{R}$ is the set of original input rankings $R_{x}$ that we want to compare, $L_{i}^{k}$ is the top $k$ documents of multileaving $L_{i}$, and $R_{x}^{m_{x}}$ is the top $m_{x}$ documents in ranking $R_{x}$. Note that when there are only two rankings ( $A$ and $B$ in the definition in [143]) in $\mathcal{R}$, then (4.3) coincides with the prefix constraint in [143]. In other words, (4.3) states that only multileavings are allowed for which any possible prefix is the union of prefixes of the input rankings.

Our constraint in (4.3) allows for at most $|\mathcal{R}|^{\left|L_{i}\right|}$ multileavings. Even with a relatively small $|\mathcal{R}|$ and $\left|L_{i}\right|$, this is more than can be handled by the optimization step described in the following sections. Therefore, we consider a sampling approach. Instead of materializing all multileavings allowed by (4.3), we construct only a small number of them using Algorithm 4 . The result of this algorithm is a set $\mathcal{L}$ of multileavings that

```
Algorithm 4 Prefix constraint sampling for OM.
Require: set of rankings \(\mathcal{R}\), multileaving length \(k\), sample size \(\eta\).
    \(\mathcal{L} \leftarrow \emptyset \quad / /\) initialize empty set of multileavings
    while \(|\mathcal{L}|<\eta\) do
        \(L_{i} \leftarrow[] \quad / /\) initialize new multileaving
        while \(\left|L_{i}\right|<k\) do
            select \(R_{x}\) randomly from \(\mathcal{R}\)
            \(p \leftarrow 0\)
            while \(R_{x}[p] \in L_{i}\) and \(p<k-1\) do
                \(p \leftarrow p+1\)
            if \(R_{x}[p] \notin L_{i}\) then
                \(L_{i} \leftarrow L_{i}+\left[R_{x}[p]\right] \quad / /\) append document to multileaving
        \(\mathcal{L} \leftarrow \mathcal{L} \cup\left\{L_{i}\right\} \quad / /\) add constructed multileaving to set
    return \(\mathcal{L}\)
```

obey the prefix constraint (4.3) because documents from a ranking can be added to the multileaving only if all documents above it in the ranking have already been added.

The size of the set $\mathcal{L}$ of multileavings can be controlled by the parameter $\eta$. Keeping $\eta$ small reduces the size of the resulting optimization problem but could introduce variance, since only a subset of allowed multileavings are considered. Besides that, due to the small number of multileavings considered, it may be the case that the optimization problem becomes overconstrained. As a result, it may no longer be possible to satisfy the unbiasedness constraint, leading to a second source of bias. We hypothesize, however, that this will not lead to severe degradation of the algorithm's performance, since ranker evaluation methods can perform well in practice even when they are biased [85].

## Simplex Constraints

Every allowed multileaving $L_{i} \in \mathcal{L}$ is shown to the user with probability $p_{i}$. These probabilities have to satisfy a number of constraints. First of all, as in [143], they must satisfy the simplex constraint to form a valid probability distribution:

$$
\begin{gather*}
p_{i} \in[0,1]  \tag{4.4}\\
\sum_{i=1}^{|\mathcal{L}|} p_{i}=1 \tag{4.5}
\end{gather*}
$$

The constraints expressed in Equations 4.4 and 4.5 together ensure that the probability distribution $p$ over multileavings $\mathcal{L}$ is in fact a probability distribution.

## Unbiasedness Constraint

Furthermore, the multileavings satisfy the unbiasedness constraint: they should be shown to the user in such a way that none of the original rankings gets an unfair advantage. We instantiate this constraint by insisting that if the multileavings are presented to a randomly
clicking user (according to the probability distribution $p$ over multileavings $\mathcal{L}$ ), all original rankings receive the same expected credit.

In [143], a randomly clicking user is assumed to pick a number $k$, and clicks every result in the top $k$ of the presented list with the same probability. When a user clicks in this way, none of the original rankings should be preferred and they should all receive the same expected credit. We adapted the resulting constraint for the multileave case. Here, given a multileaving $L_{i}$, let $d_{i j}$ denote its $j$-th document and let $\delta\left(d_{i j}, R_{x}\right)$ be the credit assigned to ranker $R_{x}$ when $d_{i j}$ is clicked. The following unbiasedness constraint directly extends [143] and expresses that, for every $k$, there should be some constant $c_{k}$ such that when the user clicks every document in the top $k$, every original ranking receives the same expected credit $c_{k}$ :

$$
\begin{equation*}
\forall k, \exists c_{k} \text { such that } \forall x, \sum_{i=1}^{|\mathcal{L}|}\left(p_{i} \sum_{j=1}^{k} \delta\left(d_{i j}, R_{x}\right)\right)=c_{k} \tag{4.6}
\end{equation*}
$$

## Optimizing for Sensitivity

Given the above constraints, multiple probability distributions over multileavings may still be possible, because the optimization problem may be underconstrained. Whether it is underconstrainted or overconstrained, however, depends on the number of sampled multileavings. As described in Section 4.4.2, if the number of samples is small, there might not even be a single solution to the optimization problem.

If the optimization problem is indeed underconstrained, there is the opportunity to prefer one probability distribution over multileavings over another. Following [143], we want to optimize the probabilities for maximal sensitivity. Intuitively, this means that probability distributions that distribute more mass to multileavings that can distinguish between rankers are preferred. We follow the alternative suggestion by [143], in that we minimize variance, as opposed to maximizing entropy.

The expected credit assigned to ranking $R_{x}$ after the user clicks on documents in multileaving $L_{i}$ is:

$$
\mathbb{E}\left[\delta\left(R_{x}\right)\right]=\sum_{j=1}^{\left|L_{i}\right|} f(j) \cdot \delta\left(d_{i j}, R_{x}\right)
$$

Here $f(j)$ is the probability with which a user clicks a document at position $j$. For simplicity and following [143], we assume that $f(j)=1 / j$. Given a multileaving $L_{i}$, we define the expectation over the variance in credit assigned to the different rankings as:

$$
\begin{align*}
\mathbb{E}\left[\text { Var }_{i}\right] & =\sum_{x=1}^{|\mathcal{R}|}\left(\left(\sum_{j=1}^{\left|L_{i}\right|} f(j) \cdot \delta\left(d_{i j}, R_{x}\right)\right)-\mu_{i}\right)^{2}  \tag{4.7}\\
\mu_{i} & =\frac{1}{|\mathcal{R}|} \sum_{x=1}^{|\mathcal{R}|} \sum_{j=1}^{\left|L_{i}\right|} f(j) \cdot \delta\left(d_{i j}, R_{x}\right) . \tag{4.8}
\end{align*}
$$

Then the aim of the optimization is to find the $p_{i}$ 's such that the sum of all variances is minimized:

$$
\begin{equation*}
\sum_{i=1}^{|\mathcal{L}|} p_{i} \cdot \mathbb{E}\left[\operatorname{Var}_{i}\right] \tag{4.9}
\end{equation*}
$$

Note that we minimize the sum of all variances while taking all other constraints from Section 4.4.2 into account. In particular, if we did not ensure unbiasedness, we would find $p_{i}=1$ for multileaving $L_{i}$ with the lowest $\mathbb{E}\left[\operatorname{Var}_{i}\right]$.

## Assigning Credit

We have not yet defined the credit function $\delta$. This function is used in a number of places in the multileaved comparison method: (1) ensuring unbiasedness, (2) optimizing for sensitivity, and (3) determining the outcome. The credit function should assign credit to an input ranking, given a clicked document in a multileaving. However, in the optimization step, there is no observed click yet. Therefore, we assume all documents are clicked.

Following Radlinski and Craswell [143], we define two possible credit functions. Intuitively, both assign more credit to rankings that rank clicked documents at a higher position. The first is inverse rank and analogous to the function with the same name in [143]:

$$
\begin{equation*}
\delta\left(d_{i j}, R_{x}\right)=\frac{1}{\operatorname{rank}\left(d_{i j}, R_{x}\right)} . \tag{4.10}
\end{equation*}
$$

Here, $\operatorname{rank}\left(d_{i j}, R_{x}\right)$ is the rank of document $d_{i j}$ in $R_{x}$ if it is present in the ranking, and otherwise $\left|R_{x}\right|+1$. Note that this is the rank in the full ranking $R_{x}$ and not just the top $k$.

An alternative credit function is negative rank:

$$
\begin{equation*}
\delta\left(d_{i j}, R_{x}\right)=-\operatorname{rank}\left(d_{i j}, R_{x}\right) \tag{4.11}
\end{equation*}
$$

This credit function is analogous to the linear rank difference credit function from [143]. ${ }^{1}$ The difference between the credit functions in [143] and the ones defined here is that we cannot define our credit functions on a pair of rankings. Instead, our credit functions are defined as giving certain credit to a single ranking.

## Optimized Multileaved Comparisons

Above, we described the ingredients of OM. Here and in Algorithm 5 we put them all together. When a multileaved comparison is performed, the following happens. Each of the rankers that are to be compared generates a ranking, given the user's query. A set of multileavings is generated from these rankings using Algorithm 4. Then, a probability distribution over these multileavings is computed that obeys the unbiasedness constraints in Section 4.4.2. Following [143] we use a linear constraint optimization solver to find a distribution that satisfies these constraints. ${ }^{2}$ If there is more than one such distribution, we select the distribution that minimizes the variance in Section 4.4.2. A single multileaving is sampled from this distribution and shown to the user who issued the query.

[^4]```
Algorithm 5 Optimized multileave (OM).
Require: set of rankings \(\mathcal{R}\), multileaving length \(k\), sample size \(\eta\).
    \(\mathcal{L} \leftarrow\) prefix_constraint_sampling \((\mathcal{R}, \eta) \quad / /\) Algorithm 4
    \(\mathcal{C} \leftarrow \emptyset \quad / /\) initialize set of constraints
    \(\forall L_{i} \in \mathcal{L}: \mathcal{C} \leftarrow \mathcal{C} \cup\left\{0<p_{i}<1\right\} \quad / /\) add simplex constraints
    \(\forall k \forall x: \mathcal{C} \leftarrow \mathcal{C} \cup\left\{\sum_{i=1}^{|\mathcal{L}|}\left(p_{i} \sum_{j=1}^{k} \delta\left(d_{i j}, R_{x}\right)\right)=c_{k}\right\} \quad / /\) add
    unbiasedness constraints
    \(: \forall L_{i} \in \mathcal{L}: \mu_{i} \leftarrow \frac{1}{|\mathcal{R}|} \sum_{x=1}^{|\mathcal{R}|} \sum_{j=1}^{\left|L_{i}\right|} f(j) \cdot \delta\left(d_{i j}, R_{x}\right)\)
    \(s_{i} \leftarrow \sum_{x=1}^{|\mathcal{R}|}\left(\left(\sum_{j=1}^{\left|L_{i}\right|} f(j) \cdot \delta\left(d_{i j}, R_{x}\right)\right)-\mu_{i}\right)^{2}\)
    \(o \leftarrow \sum_{i=1}^{|\mathcal{L}|} p_{i} \cdot s_{i}\)
    \(p \leftarrow \operatorname{minimize}(o, \mathcal{C}) \quad / /\) constrained optimization problem
    \(L_{i} \leftarrow\) sample from \(\mathcal{L}\) with probability \(p_{i}\)
    return \(L_{i}\)
```

The user's clicks are used to assign credit to each ranker that participated in the comparison. As with TDM, we maintain an empirical mean for all $\hat{P}_{i j}$. We increase the preference $\hat{P}_{i j}$ if and only if the sum of credit for ranker $i$ was larger than the sum of credit for ranker $j$.

### 4.4.3 Probabilistic Multileave

In this section we derive probabilistic multileave (PM), a multileaving version of probabilistic interleave (PI) [79]. Extending PI to multiple rankers is non-trivial due to three challenges. First, the interleaving method, which combines multiple rankings into one list, must be extended to accommodate more than two rankers in a probabilistic way; see Section 4.4.3. Secondly, we need to represent the outcomes of a multileaved comparison such that it allows for more than two rankers. Lastly, we need to extend the marginalization over all assignments ${ }^{3}$ to the multileave setting without increasing the number of possible assignments beyond what we can reasonably handle.

## Constructing Multileaved Lists

Probabilistic interleaving [79] constructs interleaved lists in a way similar to TDI. For each rank in the interleaved list a coin is flipped to decide which ranker assigns the next document. Instead of picking the top document from that ranking, like in TDI, the document is drawn from a softmax distribution. After a document has been chosen it is removed from all rankings it occurs in and all softmax distributions are renormalized. An extension of this approach to the setting with $r$ rankers can be found in Algorithm 6. As in TDM, and unlike PI, we choose to introduce the notion of rounds on line 4: in each round all rankers are chosen at random to contribute a document. This way we increase

[^5]```
Algorithm 6 Probabilistic multileave (PM).
Require: rankers \(\mathcal{R}\), size \(k\).
    \(L \leftarrow[]\)
    while True do
        \(\mathcal{R}^{\prime} \leftarrow \mathcal{R}\)
        while \(\left|\mathcal{R}^{\prime}\right|>0\) do
            \(\mathcal{R}_{j} \leftarrow\) draw from uniform distribution over \(\mathcal{R}^{\prime}\)
            \(\mathcal{R}^{\prime} \leftarrow \mathcal{R}^{\prime} \backslash\left\{\mathcal{R}_{j}\right\}\)
            \(d \leftarrow\) draw from \(\mathcal{R}_{j}\) with \(P\left(d \mid \mathcal{R}_{j}\right) \quad / /\) see Equation 4.12
            L.append (d)
            if \(|L|=k\) then
                return \(L\)
            for \(\mathcal{R}_{j} \in \mathcal{R}\) do
                \(\mathcal{R}_{j} . \operatorname{remove}(d) \quad / /\) renormalize \(P\left(d \mid \mathcal{R}_{j}\right)\)
```

the change of the multileaved list to include documents from the top of each ranker that is to be compared while ensuring non-zero probability for all possible multileavings.

Documents $d$ are drawn from ranker $\mathcal{R}_{j}$ with probability

$$
\begin{equation*}
P\left(d \mid \mathcal{R}_{j}\right)=\frac{\frac{1}{r_{j}(d)^{\tau}}}{\sum_{d^{\prime} \in D} \frac{1}{r_{j}\left(d^{\prime}\right)^{\tau}}}, \tag{4.12}
\end{equation*}
$$

where $r_{j}(d)$ denotes the rank of the document in ranker $\mathcal{R}_{j}$. When documents are removed from $\mathcal{R}_{j}$, as is done on line 12 , this changes the distribution.

## Inferring Preferences

Once the multileaved list has been created and shown to a user and that user has clicked on zero or more documents, these clicks can be interpreted as preferences for rankers.

Hofmann et al. [79] propose an unbiased estimator of the expected outcome of a comparison outcome over many such query impressions as

$$
\begin{equation*}
E[o(C, A)] \approx \frac{1}{|Q|} \sum_{q \in Q} o\left(c_{q}, a_{q}\right) \tag{4.13}
\end{equation*}
$$

Here, $Q$ denotes a given set of queries, with clicks $c_{q}$ and assignments $a_{q}$. In the PI implementation, $o(c, a) \in\{-1,0,1\}$ is used to denote the outcome of a comparison, which we change to $o_{j}(c, a) \in \mathbb{N}$ to denote the outcome (credit) for a single ranker $\mathcal{R}_{j}$. This outcome simply counts how many clicked documents were assigned to this ranker, as in TDI or TDM. Changing the outcome notation leads us to also compute the expected outcome per ranker $\mathcal{R}_{j}$ as

$$
\begin{equation*}
E\left[o_{j}(C, A)\right] \approx \frac{1}{|Q|} \sum_{q \in Q} o_{j}\left(c_{q}, a_{q}\right) \tag{4.14}
\end{equation*}
$$

The PI algorithm then proposes a marginalization over all possible assignments. The intuition why this is a good idea for both PI and PM is that through a single interaction

```
Algorithm 7 Inferring preferences in PM.
Require: multileaved list \(L\), rankers \(\mathcal{R}\), clicks \(C\).
    \(A \leftarrow\} \quad / /\) assignment tree keeps track of outcome and probabilities
    \(A^{\prime} \leftarrow\{\langle o \leftarrow[0, \ldots, 0], p \leftarrow 0\rangle\} \quad / /\) init assignment tree, \(|o|=|\mathcal{R}|\)
    for \(d \in L\) do
        \(A \leftarrow A^{\prime}, A^{\prime} \leftarrow\{ \} \quad\) // next layer in assignment tree
        for \(\mathcal{R}_{j} \in \mathcal{R}\) do
            \(p_{j} \leftarrow P\left(d \mid \mathcal{R}_{j}\right) \quad / /\) see Equation (4.12)
            \(\mathcal{R}_{j}\).remove \((d) \quad / /\) renormalize \(P\left(d \mid \mathcal{R}_{j}\right)\)
        for \(\langle o, p\rangle \in A\) do
            for \(\mathcal{R}_{j} \in \mathcal{R}\) do
            if \(\operatorname{random}()>\frac{1}{|\mathcal{R}|} \cdot n^{\frac{1}{|L|}}\) then
                continue
            \(p^{\prime} \leftarrow p+\log \left(\frac{p_{j}}{2}\right)\)
                            // sample, skip branch
                \(o^{\prime} \leftarrow o \quad / /\) copy outcome vector from parent
                if \(d \in C\) then
                    \(o_{j}^{\prime} \leftarrow o_{j}^{\prime}+1 \quad / /\) click on d, increment outcome for \(\mathcal{R}_{j}\)
            \(A^{\prime} \leftarrow A^{\prime} \cup\left\{\left\langle o^{\prime}, p^{\prime}\right\rangle\right\} \quad\) // append to next layer
    \(o \leftarrow[0, \ldots, 0] \quad / /\) init outcome, \(|o|=|\mathcal{R}|\)
    for \(\left\langle o^{\prime}, p^{\prime}\right\rangle \in A^{\prime}\) do
        \(o \leftarrow o+o^{\prime} \cdot \mathrm{e}^{p^{\prime}} \quad / /\) aggregate outcome vector o weighted with \(\mathrm{e}^{p^{\prime}}\)
    return \(o\)
```

with users, inferences can be performed as if the $\mathcal{R}$ rankers were multileaved many more times. This allows for highly sensitive comparisons.

We closely follow the marginalization of PI, and marginalize over all possible assignments as

$$
\begin{equation*}
E\left[o_{j}(C, A)\right] \approx \frac{1}{|Q|} \sum_{q \in Q} \sum_{a_{q} \in \tilde{A}_{q}} o_{j}\left(c_{q}, a_{q}\right) \cdot P\left(a_{q} \mid L_{q}, q\right) \tag{4.15}
\end{equation*}
$$

In this equation, $P\left(a_{q} \mid l_{q}, q\right)$ denotes the probability of an assignment $a_{q}$ occurring given the interleaved list $L_{q}$ for query $q$. We borrow this probability directly from the PI implementation.

A major difference with PI, however, is that we can no longer consider all possible assignments $A$ as there are generally too many of them, namely $|\mathcal{R}|^{|L|}$, which, even with a small amount of rankers, is prohibitively large. Instead, we limit the number of assignments by taking a random and uniform sample from them. We denote the sample as $\tilde{A}$, and control the size $n \approx|\tilde{A}|$ by, deciding with probability $\frac{1}{|\mathcal{R}|} \cdot n^{\frac{1}{|L|}}$ whether we consider a branch in a tree of assignments or not. This sampling happens on line 10 in Algorithm 7 which lists our method for inferring preferences in PM. The algorithm builds a tree of assignments by considering assigning each document $d \in L$ (line 3) to all possible rankers $\mathcal{R}_{j} \in \mathcal{R}$ (line 9) with the probability mentioned before (line 10). The algorithm keeps track of the outcome for each ranker for each assignment branch (line 15). It also tracks the probability of each such assignment (line 12). Once the outcomes $o_{j}\left(c_{q}, a_{q}\right)$ have been computed for all assignments $a_{q} \in A^{\prime}$, we aggregate them
weighted with their assigned probabilities on line 19 into a single outcome. From this outcome we construct the preference matrix $\hat{P}_{i j}$ just as is done in TDM.

Note that in our implementation, just as in PI, we use $\log$ probabilities and sums to avoid buffer underflow. Also following PI, as an optimization, we only actually compute assignments and probabilities up to the lowest clicks.

### 4.5 Experiments

In this section, we detail our experimental setup in as far as it is different from the setup described in Chapter 3.

We first describe the data sets that we use in Section 4.5.1. Then, in Section 4.5.2 we describe how we select rankers. In Section 4.5.3, we detail our click simulation framework, in Section 4.5 .4 we describe our experiments, and in Section 4.5 .5 we detail our parameter settings.

### 4.5.1 Data Sets

Our experiments for RQ1, RQ3, RQ4, and RQ5 are conducted on all the nine data sets described in Section 3.2.

### 4.5.2 Selecting Rankers

For experiments aimed at answering RQ1, RQ3, RQ4, and RQ5, we handpick a set of features that are known to perform well and treat each of them independently as a ranker. Among others, we select BM25, LMIR.JM, Sitemap, PageRank, HITS and TF.IDF. Most of our experiments are run with $|\mathcal{R}|=5$ rankers; only those experiments that investigate the impact of the number of rankers use a different number of rankers. We compute nDCG [89] for each ranker to produce the ground truth $P_{i j}$ for all ranker pairs $i, j$ on the held-out test fold, as described in Section 4.3. Note that while, for instance, PageRank is generally not a good ranker on its own (because it does not consider the query), in the data sets that we use, candidate documents for a query are preselected using a procedure that does take the query into account. Some average nDCG values of rankers that we use are 0.46 (BM25), 0.43 (Hyperlink based), 0.11 (PageRank), 0.50 (Sitemap), and 0.39 (LMIR.JM).

To answer RQ2, that is, to understand the impact of the difference between evaluated rankers on interleaving and multileaved comparison methods, we use synthetic data generated in a controlled way. We first generate, for each query, a ranking with 10 documents, 4 to 6 of them being relevant, using 3 grades for relevance labels as in, e.g., OHSUMED above. Then, we derive additional rankings by altering the initial ranking depending on the expected difference between them (see Section 4.6.1).

### 4.5.3 Simulating Clicks

To produce clicks, we use a click simulation framework that is analogous to [83], which is explained in [161] and in Section 3.3. In this chapter, we use the following four
instantiations of the click model: perfect, navigational, informational and random. Details can be found in Table 3.2.

### 4.5.4 Experimental Runs

Our experiments consider the following evaluation methods.
TDI team draft interleave [144], pairwise comparisons (baseline).
TDM team draft multileave, our extension of TDI that performs multileaved comparisons.
OI optimized interleave [143], pairwise comparisons (baseline).
OM optimized multileave, our extension of OI that performs multileaved comparisons.
We experiment with several sample sizes $\eta$ and the credit function.
PI probabilistic interleave [79], pairwise comparisons (baseline)
PM probabilistic multileave, our extension of PI that performs multileaved comparisons.

Our experiments for RQ1, RQ3, RQ4, and RQ5 are performed as follows. We select a set of rankers to compare. We then repeatedly sample queries randomly with replacement from the pool of queries. This simulates a user arriving at our search engine and entering a query. We assume that there is no dependence between two consecutive queries. When a query has been selected, it is given to the online evaluation methods. For the pairwise (baseline) methods, we select a pair of rankers such that all ranker pairs $i, j$ where $i \neq j$ are compared the same number of times. The multileaved comparison methods, on the other hand, compare all rankers at the same time. So, either an interleaving of two rankers or a multileaving of all rankers is shown to the user. We then simulate the user interacting with the result list and produce clicks according to the given instantiation of the click model. Using these clicks, for the pairwise (baseline) methods, we update $\hat{P}_{i j}$ only for the pair of rankers that we compared. For the multileaved comparison methods, we update all $\hat{P}_{i j}$ for all pairs of rankers.

For RQ2, we follow the above approach as closely as possible. However, since there is no notion of a ranker that generalizes over queries, we repeatedly $(N=100)$ issue the same set of rankings to produce clicks with the click model in order to obtain a stable $\hat{P}_{i j}$.

The main objective for all experiments is to find the $\hat{P}_{i j}$ that minimizes the error metric $E_{b i n}$ when compared to ground truth $P_{i j}$ computed using nDCG (see Section 4.3). We also investigate other properties. We measure the bias of each method by using a random instantiation of the click model and comparing with $E_{b i n}$ to a ground truth where $P_{i j}=0.5$ for all pairs of rankers. We also measure online performance in terms of nDCG of the rankings presented to the user. Lastly, we measure the effect of the number of rankers we compare and the effect of the length of the result list. We test for significant differences using a two tailed $t$-test.

### 4.5.5 Parameter Settings

Lastly, we describe parameters used in our experiments. For OM, we set the number of multileavings to $\eta=1,5,10,100$. For both OI and OM we test two types of credit function: negative credit and inverse credit. For OM, we use inverse credit by default
and for OI we use negative credit unless stated otherwise as these performed best for the respective methods. For all experiments except those that investigate the effects of these parameters, the number of rankers is $|\mathcal{R}|=5$ and the results lists length is $k=10$. Lastly, for PM the softmax decay is controlled by $\tau$ which we set to 3 , following PI [79]. TDM does not have any parameters.

### 4.6 Results and Analysis

In this section we answer research questions RQ1 through RQ5, posed in Section 1.1. We start by comparing TDM and OM head to head in Section 4.6.1 and then continue by comparing PM to TDM, the winning method, in Section 4.6.2.

### 4.6.1 Team Draft Multileave and Optimized Multileave

Our main result with respect to TDM and OM is depicted in Figure 4.1. It shows the error measured with $E_{b i n}$ for the two baseline interleaving methods OI and TDI and for two of our new multileaving methods, OM and TDM. These results are obtained by aggregating over all the data sets that we consider. Table 4.1 provides an alternative view on the same results by splitting them per data set. We performed our analysis for three levels of increasing noise in the feedback: perfect, navigational and informational instantiations of the click model.

Interestingly, as can be seen in Figure 4.1, the multileaved extensions of the interleaving methods converge to an error close to their interleaving counterparts. Both OI and OM have difficulties coping with noise in user feedback: the error to which these methods converge increases when the noise increases. This is in contrast with TDI and TDM: with increasing noise they are capable of learning the ranker preference almost as well as with the perfect click model.

In response to RQ1, Figure 4.1 shows clearly that the error of both of our multileaving methods drops much faster than their interleaving counterparts. This indicates that multileaved comparison methods can learn preferences between multiple rankers with far less data (i.e., queries and clicks) than interleaved comparison methods.

Under perfect feedback, TDM and OM learn ranker preferences equally fast. When noise increases, OM initially learns these preferences faster than TDM does. Under noisy feedback, TDM keeps improving the learned preferences long after OM has plateaued.

Table 4.1 shows the error $E_{b i n}$ at 500 queries. We choose a rather low number of queries to emphasize learning speed. Note that the rightmost column is equal to the $E_{b i n}$ values in a slice of Figure 4.1 after 500 queries. For the multileaving methods, each $\hat{P}_{i j}$ has had 500 updates by then. The interleaving methods only performed 50 updates of $\hat{P}_{i j}$ for each pair of rankers. The results show that, in general, the multileaving methods have significantly less error than the interleaving methods. In particular, OM has less error than OI in 24 out 27 experiments. The exception to this rule are the three experiments on MQ2007. TDM has less error than TDI in 22 out of 27 experiments. In two experiments, TDM has a significantly higher error; those experiments are on perfect and navigational instantiations of the click model on the TD2003 data set. In both these


Figure 4.1: Average $E_{b i n}$ error of interleaved and multileaved comparison methods OM and TDM and their baselines. Averaged over 25 repetitions, 9 data sets with 5 folds each. The plots depict the error (see Equation 4.2) for three instantiations of the click model: perfect, navigational and informational. Result list length $l=10$ and number of rankers $|\mathcal{R}|=5$.
Table 4.1: $E_{b i n}$ at 500 queries for OM and TDM versus their respective baselines OI and TDI. Averaged over 25 repetitions and 5 folds Standard deviation is between brackets. Per data set and instantiation of the click model, we print the best method in bold. Statistically significant improvements (losses) over the respective baselines are indicated by ${ }^{\Delta}(p<0.05)$ and ${ }^{\boldsymbol{\Delta}}(p<0.01)$ ( $\nabla$ and ${ }^{\boldsymbol{\nabla}}$ ).

| Method | HP2003 | HP2004 | MQ2007 | MQ2008 | NP2003 | NP2004 | OHSUMED | TD2003 | TD2004 | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| perfect click model |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{OM} \eta=1$ | $0.000{ }_{(0.00)}{ }^{\text {a }}$ | $0.000{ }_{(0.00)}$ s | $0.324{ }_{(0.13)}$ V | $0.043{ }_{(0.05)}{ }^{\text {a }}$ | $0.067{ }_{(0.07)}$ - | $0.088{ }_{(0.09)}{ }^{\Delta}$ | $0.340{ }_{(0.15)}{ }^{\text {s }}$ | $0.194_{(0.13)}{ }^{\text {^ }}$ | $0.096{ }_{(0.07)}{ }^{\text {a }}$ | $0.128_{(0.15)}$ |
| OM $\eta=5$ | $0.000{ }_{(0.00)}$ ^ | $0.000{ }_{(0.00)}$ « | $0.285_{(0.11)}{ }^{\nabla}$ | $0.040{ }_{(0.05)}{ }^{\wedge}$ | $0.068{ }_{(0.07)}$ ^ | $0.084{ }_{(0.08)}$ ^ | $0.341_{(0.14)}$ ^ | $0.195_{(0.13)}$ ^ | $0.106{ }_{(0.08)}{ }^{\Delta}$ | $0.124_{(0.15)}{ }^{\Delta}$ |
| OM $\eta=10$ | $0.000{ }_{(0.00)}$ ^ | $0.000{ }_{(0.00)}$ « | $0.297_{(0.11)}{ }^{\text {V }}$ | $0.049{ }_{(0.06)}$ ^ | $0.071{ }_{(0.07)}$ ^ | $0.090_{(0.10)}{ }^{\text {a }}$ | $0.338{ }_{(0.14)}$ ^ | $0.186{ }_{(0.12)}$ ^ | $0.107{ }_{(0.08)}{ }^{\Delta}$ | $0.126_{(0.15)}{ }^{\Delta}$ |
| OM $\eta=100$ | $0.000{ }_{(0.00)}{ }^{\text {a }}$ | $0.000{ }_{(0.00)}{ }^{\text {s }}$ | $0.233^{(0.11)}$ | $0.049{ }_{(0.05)}$ ^ | $0.067{ }_{(0.06)}$ ^ | $0.093_{(0.10)}$ | $0.338{ }_{(0.15)}$ ^ | $0.193_{(0.12)}$ ^ | $0.114{ }_{\text {(0.08) }}$ | $0.136{ }_{(0.15)}$ |
| OI | $0.014^{(0.04)}$ | $0.035{ }_{\text {(0.05) }}$ | $0.254^{(0.12)}$ | $0.155^{(0.10)}$ | $0.111^{(0.09)}$ | $0.116^{(0.09)}$ | 0.440 (0.16) | $0.243{ }_{(0.12)}$ | $0.131{ }_{\text {(0.10) }}$ | $0.167{ }_{\text {(0.16) }}$ |
| TDM | $0.005^{(0.02)}$ | $0.018{ }_{(0.04)}$ | $0.166{ }_{(0.08)}$ ^ | $0.050{ }_{(0.07)}$ ^ | $0.086{ }_{(0.06)}$ 」 | $0.09{ }_{(0.10)}$ | $0.265{ }_{(0.19)}{ }^{\text {4 }}$ | $0.270_{(0.10)}{ }^{\nabla}$ | 0.159 (0.07) | $\mathbf{0 . 1 2 4}{ }_{(0.13)}$ |
| TDI | $0.007{ }^{(0.03)}$ | $0.024^{(0.04)}$ | $0.305{ }_{\text {(0.13) }}$ | $0.134^{(0.09)}$ | $0.114{ }^{(0.09)}$ | $0.122^{(0.10)}$ | $0.350{ }_{\text {(0.16) }}$ | $0.235{ }^{(0.12)}$ | 0.143 (0.10) | $0.159{ }_{(0.15)}$ |


| navigational click model |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{OM} \eta=1$ | $0.005{ }_{(0.02)}{ }^{\text {s }}$ | $0.006{ }_{(0.02)}{ }^{\text {s }}$ | $0.530_{(0.10)}$ | $0.138{ }_{(0.09)}$ ^ | $0.062{ }_{(0.05)}$ ^ | $0.080{ }_{(0.07)}$ ^ | $0.430_{(0.11)}$ | $0.228{ }_{(0.15)}{ }^{\triangle}$ | $0.159{ }_{(0.12)}$ | $0.182^{(0.20)}$ |
| $\mathrm{OM} \eta=5$ | $0.011_{(0.03)}{ }^{\text {d }}$ | $0.011_{(0.03)}{ }^{\text {s }}$ | $0.518_{(0.12)}$ V | $0.132{ }_{(0.09)}{ }^{\text {® }}$ | $0.068{ }_{(0.06)}{ }^{\text {s }}$ | $0.080{ }_{(0.07)}$ ^ | $0.438{ }_{(0.12)}$ 4 | $0.227{ }_{(0.15)} \triangle$ | $0.154{ }_{(0.11)}$ | $0.182^{(0.20)}$ |
| OM $\eta=10$ | $0.018{ }_{(0.04)}$ | $0.012_{(0.03)}$ ^ | $0.503_{(0.10)}$ V | $0.134_{(0.10)}{ }^{\text {® }}$ | $0.063_{(0.06)}$ ^ | $0.081{ }_{(0.08)}$ ^ | $0.419_{(0.13)}{ }^{\text {a }}$ | $0.237^{(0.14)}$ | $0.158{ }^{(0.11)}$ | $0.181{ }^{(0.19)}$ |
| OM $\eta=100$ | $0.013{ }_{\text {(0.03) }}$ | $0.019_{(0.04)}$ ^ | $0.462_{(0.11)}$ V | $0.137{ }_{(0.09)}{ }^{\text {^ }}$ | $0.068{ }_{(0.06)}$ ^ | $0.082{ }_{(0.08)}$ ^ | $0.436_{(0.13)}$ ^ | $0.253^{(0.16)}$ | $0.167{ }_{\text {(0.10) }}$ | $0.211^{(0.20)}$ |
| OI | $0.022^{(0.04)}$ | $0.044{ }_{\text {(0.06) }}$ | 0.398 (0.14) | $0.229^{(0.12)}$ | $0.116^{(0.08)}$ | $0.137{ }_{(0.09)}$ | $0.635{ }^{(0.16)}$ | $0.26{ }^{(0.12)}$ | $0.166{ }_{(0.10)}$ | $0.224^{(0.21)}$ |
| TDM | $0.021{ }_{(0.04)}$ | $0.026^{(0.04)}$ | $0.190{ }_{(0.09)}$ ^ | $0.082{ }_{(0.08)}{ }^{\text {4 }}$ | $0.086{ }_{(0.07)}$ ^ | $0.106_{(0.10)}$ ^ | $\mathbf{0 . 3 3 0}{ }_{(0.17)}$ 4 | $0.308_{(0.14)}{ }^{\square}$ | $0.188{ }_{(0.08)}$ | $0.149{ }^{(0.15)}$ |
| TDI | $0.017{ }_{\text {(0.04) }}$ | $0.030{ }^{(0.05)}$ | $0.322{ }^{(0.14)}$ | $0.198{ }_{(0.11)}$ | $0.126^{(0.09)}$ | $0.154_{(0.10)}$ | $0.386^{(0.16)}$ | $0.272^{(0.14)}$ | $0.169^{(0.10)}$ | $0.186^{(0.16)}$ |

informational click model

| OM $\eta=1$ | $0.089{ }^{(0.03)}$ | , 0.071 (005 | .635 (0.2) | $0.169{ }_{(0.10)}{ }^{\text {® }}$ | $0.064{ }_{(0.05)}{ }^{\wedge}$ | $0.083{ }_{(0.07)}{ }^{\text {a }}$ |  | . 2 | $0.213{ }_{(0.10)}{ }^{\text {s }}$ | ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{OM} \eta=5$ | $0.095_{(0.02)}$ | 081 | $0.602_{(0.13)}$ - | 0.1 | . 07 | $0.090_{(0.07)}$ ^ | $0.383_{(0.10)}{ }^{\text {a }}$ | $0.289_{(0.16)}{ }^{\text {^ }}$ | $0.19{ }^{(0.10)}$ | $0.220{ }_{(0.20)}{ }^{\text {s }}$ |
| OM $\eta=10$ | $0.09{ }^{(0.02)}$ | $0.087{ }_{(0.04)}$ | $0.583_{(0.15)}$ | 0.186 | 0.072 | $0.086_{(0.07)}$ ^ | 0.380 | 0.294 | 0.19 | $0.220{ }_{(0.19)}{ }^{\text {s }}$ |
| OM $\eta=100$ | $0.100_{(0.00)}{ }^{\text {s }}$ | $0.101_{(0.03)}{ }^{\text {s }}$ | $0.518_{(0.13)}$ V | $0.178{ }_{(0.11)}$ ^ | $0.080_{(0.06)}{ }^{\text {s }}$ | $0.095_{(0.07)}$ ^ | $0.393{ }_{(0.11)}$ ^ | $\mathbf{0 . 2 8 2}{ }_{(0.15)}$ ^ | $0.200_{(0.99)}$ | $0.243{ }_{(0.18)}{ }^{\text {s }}$ |
| OI | $0.202^{(0.12)}$ | $0.198{ }^{(0.13)}$ | $0.421^{(0.15)}$ | $0.318{ }_{(0.14)}$ | $0.186^{(0.11)}$ | $0.246_{(0.11)}$ | $0.674^{(0.14)}$ | $0.382^{(0.13)}$ | $0.280{ }_{(0.13)}$ | $0.323^{(0.20)}$ |
| TDM | $0.060{ }_{(0.07)}{ }^{\text {4 }}$ | $\mathbf{0 . 0 6 6}{ }_{(0.06)}{ }^{\text {s }}$ | $0.276{ }_{(0.16)}{ }^{\text {s }}$ | $0.177_{(0.12)}{ }^{\text {® }}$ | $0.139^{(0.10)}$ | $0.147_{(0.09)}$ ^ | $0.36{ }^{(0.19)}{ }^{\text {a }}$ | $0.317{ }^{(0.13)}$ | $0.198{ }_{(0.11)}{ }^{\text {s }}$ | $0.194{ }_{\text {(0.16) }}{ }^{\text {a }}$ |
| TDI | $0.120^{(0.10)}$ | $0.131^{(0.09)}$ | $0.419^{(0.15)}$ | $0.307_{(0.14)}$ | $0.19{ }^{(0.10)}$ | $0.207_{(0.11)}$ | $0.438{ }_{\text {(0.17) }}$ | $0.352^{(0.16)}$ | $0.242^{(0.14)}$ | $0.267{ }_{\text {(0.17) }}$ |

Table 4.2: $E_{b i n}$ when the number of rankers $|\mathcal{R}|$ is varied for OM and TDM and their baselines. Result list length $k=10$, averaged over 10 repetitions and 5 folds of the NP2003 data set. Standard deviation of the error is given in brackets.

| Method | $\|\mathcal{R}\|=3$ | $\|\mathcal{R}\|=5$ | $\|\mathcal{R}\|=7$ | $\|\mathcal{R}\|=10$ |
| :--- | :--- | :--- | :--- | :--- |
| OM $\eta=10$ | $0.144_{(0.16)}$ | $0.154_{(0.12)}$ | $0.111_{(0.06)}$ | $0.116_{(0.04)}$ |
| TDM | $0.191_{(0.18)}$ | $0.192_{(0.09)}$ | $0.190_{(0.06)}$ | $0.203_{(0.05)}$ |
| OI | $0.189_{(0.18)}$ | $0.200_{(0.08)}$ | $0^{0.255_{(0.06)}}$ | $0.316_{(0.04)}$ |
| TDI | $0.143_{(0.13)}$ | $0.214_{(0.09)}$ | $0.246_{(0.05)}$ | $0.284_{(0.04)}$ |

exceptions convergence was reached long before 500 queries for all methods. While the multileaving methods still converged faster, they did so to a slightly higher error.

For OM we see in both Table 4.1 and Figure 4.1 that $\eta$, the sample size, does not seem to have a large effect on the error. Therefore, with a surprisingly small number of samples, effective and computationally efficient multileaving is possible. Consequently, in most of the analyses that follow, we report only on OM with $\eta=10$.

## Scaling the Number of Rankers with TDM and OM

The motivation for performing multileaved comparisons lies in the fact that it is possible to compare multiple rankers at once. Most of our experiments in this chapter use a set of 5 rankers but, in response to RQ4, in this section we analyze what happens when the number of rankers being compared increases.

Table 4.2 lists how each method performs when the number of rankers to be compared varies. We kept the result list length fixed at $k=10$. Both interleaving methods OI and TDI are impacted greatly when the number of rankers increases. This is largely due to the fact that many more comparisons are needed and as such each $\hat{P}_{i j}$ receives fewer updates. By contrast, OM and TDM do not show significant degradation when the number of rankers increases.

We suspect that there may be an interaction between the number of rankers that are compared and the length of the result list shown to the user. Depending on the method, the result list length may limit the number of rankers that can be represented at once. We experimented with several settings where we varied the number of rankers to be compared and the result list length. We considered all combinations of $|\mathcal{R}|=3,5,7,10$ rankers and lengths $k=3,5,7,10$. Because of computational limitations, we had to limit ourselves to a single data set, a single user model, with fewer repetitions and fewer queries. We selected the NP2003 data set with the informational instantiation of the click model with 10 repetitions and 2.5 K queries.

In Figure 4.2, we plot the error $E_{b i n}$ against the number of rankers per documents in the result list. The four rightmost data points, for instance, were produced using 10 rankers and result lists of length 3 only. The leftmost points are from the opposite scenario: 3 rankers were compared with document lists of length 10 . Note that there are many ways in which $\frac{|\mathcal{R}|}{k}$ can be equal to 1 , and that therefore there is a relatively wide spread of error.

We fitted lines for each evaluation method using least squares. Though these lines


Figure 4.2: Scaling the number of rankers for OM and TDM and their baselines. Average $E_{b i n}$ against the number of rankers $x$ per result list length $k$. Computed on all combinations of $|\mathcal{R}|=3,5,7,10$ and $k=3,5,7,10$. Averaged over 10 repetitions and 5 folds of the NP2003 data set. Standard deviation is indicated with error bars and lines are fitted using least squares.
are not perfect fits, they give a useful indication of the behavior of the methods when the ratio between the number of rankers and the number of documents increases. Figure 4.2 shows that the multileaving methods can cope better with an increase in this ratio than the interleaving baselines. The performance of OM is not impacted by an increase of this ratio; the two interleaving methods almost double their error when the ratio increases from $\frac{3}{10}$ to $\frac{10}{3}$.

While Table 4.2 shows that TDM is not impacted by the number of rankers, in Figure 4.2, we see that the error for TDM does increase when the ratio of rankers per result list length goes up. We attribute this to the fact that team draft methods always assign a document in an interleaving to a single input ranker. When there are (many) more rankers than documents to which they can be assigned, then most rankers cannot be distinguished from one another. Consequently, not all $\hat{P}_{i j}$ can be updated per comparison.

## Sensitivity of TDM and OM

In this section, we investigate RQ2. We study the impact of the difference between evaluated rankers on interleaving and multileaved comparison methods using synthetic data as discussed in Section 4.5.2. We consider cases when the position of one or more document(s) changes from one ranking to another (we also investigated cases when one or more document(s) are replaced by new ones and obtained similar results). In doing so, we control two things: the number of documents moved as well as the amplitude of the move, i.e., how far away is the moved document located from its original position. While we only control the difference w.r.t. a single ranking and not between all pairs of rankings, by increasing the number and amplitude of the changes, we increase the space of possible rankings, effectively increasing the chance of them being different from each other.

For each interleaving and multileaved comparison method, we look at the impact on $E_{b i n}$ at 500 queries of the difference between rankings using the informational click


Figure 4.3: The effect on TDI, TDM, OI, and OM of differences between rankings, the number of moved documents and the amplitude of the move is controlled. $E_{b i n}$ at 500 queries, 100 issues, averaged over 125 repetitions. We used the informational click model.
model, with $|\mathcal{R}|=5$ rankers, result lists of length $k=10$ and 100 issues of each query. Results are depicted in Figure 4.3 as a heat map of $E_{b i n}$ depending on the number of documents moved and the amplitude of the move. We observe that $E_{b i n}$ decreases as the difference between rankings increases (whether this is the number of moves or the amplitude of the moves) in the same way for all methods, which means that differences between rankers affect all methods in the same way. We also observe that OM performs much better than other methods, which is in line with Figure 4.1 at the 100 query issue point.

Returning to RQ2, these results show that the sensitivity of multileaving methods is affected in the same way as for interleaving methods when the differences between rankers vary. Interestingly, this means that multileaved methods can distinguish between rankers just as well as interleaving methods even when the differences between them is very small. Hence, multileaved comparison methods can be used to explore a parameter space using very small steps.

## Bias of TDM and OM

Next, we address RQ3. We evaluate fidelity requirement (2) from [85] which states that, under random clicks, rankers should tie in expectation. TDI was designed to fulfill this requirement. We run experiments with the random instantiation of the click model (see


Figure 4.4: Bias of OM and TDM and their baselines as measured by measuring the incorrectly identified preferences under a random click model, with $|\mathcal{R}|=5$ rankers and result list of length $k=10$. Measured as $E_{b i n}$ versus a ground truth with no preferences, $P_{i j}=0.5$ for all $i, j$. Averaged over 25 repetitions, 9 data sets with each 5 folds.

Section 4.5.3). When a user clicks on a result list without any preference for relevant documents, an online evaluation method that interprets these clicks should not detect any preferences among rankers. We measure how many preferences each comparison method detects when exposed to a random user by comparing the $\hat{P}_{i j}$ of the method to a ground truth that consists of $P_{i j}=0.5$ for all $i, j$ using $E_{b i n}$.

The result is shown in Figure 4.4. For all methods, the error quickly drops to rather low values. Both TDI and TDM steadily converge to values near 0 . Within a few hundred queries, their error is below 5\%. In the long run, neither method detects differences among rankers when it should not. OI takes much longer to drop below 5\% and plateaus higher than both team draft methods. For OM, it turns out that the number of multileavings that is sampled, $\eta$ (see Section 4.4.2) has a big impact on the bias of the method. The larger the sample size, the less bias the OM method has. A more elaborate explanation of this effect can be found in Section 4.6.1. It may come as a surprise that both OI and OM have such a large bias since both these methods explicitly restrict themselves to producing unbiased result lists. The fact that the error increases when $\eta$ goes up (see Table 4.1) can be explained by a bias-variance trade-off: when $\eta$ goes up, the bias goes down at the cost of variance that is introduced.

## Online Performance of TDM and OM

A general concern with online ranker evaluation is that users may be confronted with inferior systems. The degree to which this happens may vary per evaluation method. Again, in response to RQ3, we measure online performance of the four evaluation methods using nDCG [89]. Table 4.3 lists the nDCG for each evaluation method measured on the result list that was actually shown to the user. On average, TDM produces the highest online performance, i.e., users were the least affected by the evaluation in which they participated.

Interestingly, for OM, the nDCG score goes down when the sample size $\eta$ goes up. This may be due to the fact that, when the number of sampled multileavings goes up, the
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Figure 4.5: OM and TDM and their baselines on the task of comparing one ranker versus many rankers, measured with $E_{b i n}$ of $\hat{P}_{i j}$ against $P_{i j}$ where we keep $i$ fixed. Averaged over 25 repetitions, 9 data sets and 5 folds.
optimization problem is less overconstrained. As a consequence, it is easier to satisfy the unbiasedness constraint. Less biased multileavings are more "in between" the input rankings and therefore they do not represent a strong preference for one ranker. Such multileavings turn out to have a lower nDCG. TDM does not suffer from this problem. On some data sets, in particular HP2003, HP2004, NP2003 and NP2004, for OM the online performance drops considerably when $\eta$ goes up. Incidentally, on these data sets, the error also increases when $\eta$ goes up (see Table 4.1); less biased multileavings have a lower online performance.

## Comparing to a Production Ranker using TDM and OM

Though we focus on efficiently comparing all rankers to each other, other variants are also useful in practice, as detailed in Section 4.3. Here, we investigate how online evaluation methods perform on one such variant: comparing a set of rankers to a single benchmark, e.g., a production ranker. Though our multileaving methods were not specifically designed for this variant, we can measure their performance on it by computing the error $E_{b i n}$ of $\hat{P}_{i j}$ against $P_{i j}$ where we keep $i$ fixed. The error is thus computed using only one row of the preference matrix. We perform this experiment on the informational instantiation of the click model and we average over 25 repetitions, 9 data sets and 5 folds.

Figure 4.5 , which presents the result of this analysis, shows that multileaving methods outperform the interleaving methods. OM, in particular, continues to learn much more quickly than the alternatives. Unsurprisingly, when comparing Figure 4.5 to Figure 4.1, we see that the advantage of multileaving methods over interleaving methods diminishes when the task changes from learning all cells in $\hat{P}$ to learning just one row in $\hat{P}$. Note that the multileaving methods do still learn all cells in $\hat{P}$.

## Parameters of OM and OI

In this section, we investigate some of the design choices made when extending OI to OM; where possible, we do so by comparing to the impact of our same choices on OI.

Table 4.4: Overconstrainedness of OM $\eta=10$ averaged over 10 repetitions and 5 folds of the NP2003 data set. Values depict the proportion of experiments that was overconstrained when run with the indicated parameters. When the constrained optimization problem is always overconstrained (values close to 1 ), then there is no room for optimization.

| $k$ | $\|\mathcal{R}\|=3$ | $\|\mathcal{R}\|=5$ | $\|\mathcal{R}\|=7$ | $\|\mathcal{R}\|=10$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | $0.393_{(0.21)}$ | $0.976_{(0.03)}$ | $0.999_{(0.00)}$ | $1.000_{(0.00)}$ |
| 5 | $0.934_{(0.18)}$ | $0.96_{(0.01)}$ | $0.999_{(0.00)}$ | $1.000_{(0.00)}$ |
| 7 | $0.984_{(0.05)}$ | $0.997_{(0.00)}$ | $0.99_{(0.00)}$ | $1.000_{(0.00)}$ |
| 10 | $0.995_{(0.01)}$ | $0.998_{(0.00)}$ | $1.000_{(0.00)}$ | $1.000_{(0.00)}$ |



Figure 4.6: Impact of negative and inverse credit functions (see Section 4.4.2) in OI and OM on the perfect click model. Averaged over 25 repetitions, 9 data sets with 5 folds each.

As described in Section 4.4.2, we had to restrict the number of multileavings we can consider in the optimization problem of OM. As we saw in Section 4.6.1 and to a lesser extent in Section 4.6.1, the number of sampled multileavings $\eta$ does have an impact on the performance of OM . We hypothesized that this is due to the optimization problem of OM becoming overconstrained when the number of multileavings is small. When we investigate this effect, we find the following. For smaller sample sizes, $\eta=1,5,10$, the problem was almost always overconstrained on all of the nine data sets. With $\eta=100$, the problem was overconstrained in $85 \%$ of the multileaved comparisons. For OI, we confirm the claim by Radlinski and Craswell [143] that the optimization problem is usually underconstrained: we found that the problem was overconstrained in only $1 \%$ of the interleavings.

The above findings were all for the scenario with $|\mathcal{R}|=5$ rankers and $k=10$ documents in the result lists. In Table 4.4, we see what happens when we vary $|\mathcal{R}|$ and $k$ and keep $\eta=10$. Computational limitations prevented us from evaluating what would happen with values larger than $\eta=100$. As long as the number of rankers is small and the length of the multileaving is short, a small number of samples is enough to avoid having an overconstrained problem.

In Figure 4.6, we analyze the impact of the credit function (see Section 4.4.2) on OI

Table 4.5: Mean $E_{b i n}$ scores after 500 impressions for PM compared to baselines PI (first symbol) and TDM (second symbol). The symbol ${ }^{\boldsymbol{\Delta}}$ means statistically better with $p<0.01$ and ${ }^{\Delta}$ for $p<0.05$, whereas ${ }^{\nabla}$ and ${ }^{\nabla}$ are their inverses.

|  | perfect | navigational | informational |
| :---: | :---: | :---: | :---: |
| PI | 0.085 (0.08) | 0.137 (0.11) | 0.363 (0.15) |
| TDM | 0.037 (0.06) | 0.038 (0.05) | 0.099 (0.09) |
| $\operatorname{PM}\left(n=10^{2}\right)$ | $0.062(0.07)^{\text {4 }}$ | 0.073 (0.07) ${ }^{\text {T }}$ | $0.162(0.10)^{\text {a }}$ |
| $\operatorname{PM}\left(n=10^{3}\right)$ | $0.054(0.05)^{\text {a }}$ | $0.060(0.06)^{\text {a }}$ | $0.117(0.09){ }^{\text {® }}$ |
| $\operatorname{PM}\left(n=10^{4}\right)$ | 0.046 (0.05) ${ }^{\text {- }}$ | $0.054(0.05)^{\text {- }}$ | 0.090 (0.08) ${ }^{\text {- }}$ |
| $\operatorname{PM}\left(n=10^{5}\right)$ | 0.046 (0.05) ${ }^{\text {- }}$ | 0.039 (0.05) ${ }^{\text {- }}$ | 0.087 (0.08) ${ }^{\text {- }}$ |

and OM. We see that OM performs best when using the inverse credit function while the effect of the credit function on OI is smaller than on OM. The observed degraded performance of the negative credit function for OM is explained by the fact that this credit function assumes a linear relation between the rank and credit. This effect is stronger in OM because the credit function does not model the difference but rather absolute values.

### 4.6.2 Probabilistic Multileave

Now we turn to experimentally evaluating PM, our probabilistic multileaving method, answering RQ5. We compare PM to TDM as in most of the experiments above TDM clearly outperformed OM. We evaluate sensitivity, bias and whether PM can scale when the number of rankers it is comparing increases.

## Sensitivity of PM

We first look at sensitivity. In Figure 4.7 we see that for impressions from all three click models, TDM performs similarly to PM with a large number of samples $n$, although TDM performs slightly (but not significantly) better in the long run for the (unrealistic) perfect click model. The multileaving methods both perform much better than PI, as expected since the latter can only compare two rankers at a time. ${ }^{4}$

The binary error for both probabilistic multileaving and interleaving quickly goes down to almost zero. Performance after 500 queries for the same experiments is found in Table 4.5 where we also perform statistical significance testing. In the table we see that PM always has a lower error than PI and when there are enough samples ( $n \geq 100$ ) statistically significantly so. However, when the number of samples is too small, PM is outperformed significantly by TDM. When the number of samples increases sufficiently, PM is on par with TDM in terms of sensitivity. Interestingly, when noise increases, performance of PM decreases less compared to TDM.

[^6]

Figure 4.7: The binary error $E_{b i n}$ of PM, TDM and PI are plotted against the number of queries on which the error was evaluated. Clicks are generated by a perfect, navigational, and informational instantiations of the dependent click model (DCM) [65] (see Section 3.3).


Figure 4.8: To measure bias of PM when compared to TDM and PI, the error is plotted against the number of queries. The error was evaluated by comparing to a ground truth of no preferences (i.e., $P_{i j}=0.5$ for all $i, j$ ). Clicks are generated by a random instantiation of the dependent click model (DCM) [65] (see Section 3.3).

## Bias of PM

In terms of bias, still answering RQ5, we see in Figure 4.8 that PM is on par with TDM. Both methods only need about 100 impressions from a random user to conclude that no preferences between rankers should be inferred. Again naturally, PI needs many more query impressions to draw the same conclusion because it needs to compare all pairs of rankers. It simply takes many comparisons to have done so reliably. We conclude that PM is as unbiased as TDM, irrespective of the number of samples.

## Scaling the Number of Rankers with PM

Lastly, still answering RQ5, we investigate what happens when the number of rankers $|\mathcal{R}|$ that are being compared increases from the five rankers used until now. We test this with $|\mathcal{R}|=20$ and find that after 500 navigational query impressions for PI the error $E_{b i n}=0.56$, for TDM this is $E_{b i n}=0.15$, and for $\operatorname{PM}\left(n=10^{4}\right)$ we find $E_{b i n}=0.13$. The advantage of multileaving over interleaving is clearly shown by these numbers. Both multileaving methods have a much lower error. Moreover, PM clearly outperforms TDM when the number of rankers increases and when the sample size for PM is large enough. We confirm a finding from Schuth et al. [163] who showed this to be an inherent disadvantage of TDM as it needs to represent all rankers with teams in the multileaving. PM, because it marginalizes over all possible team assignments, does not have this drawback and still performs well when the number of rankers goes up. For this reason, PM should be preferred over TDM.

### 4.7 Discussion off $K$-Armed Dueling Bandits

Multileaved comparison methods could form the basis of a new approach to tackling a generalization of the $K$-armed dueling bandit problem, in which the best ranker among a set is sought (see Section 2.3.4). By measuring the uncertainty associated with each $\hat{P}_{i j}$,

```
\(\overline{\text { Algorithm } 8 \text { Multileave RUCB (MRUCB), for details see Zoghi et al. [214, Algorithm 1] }}\)
    \(\mathbf{W} \leftarrow \mathbf{0}_{\mathbf{K x K}}\)
    for \(t=1, \ldots, T\) do
        \(\mathbf{U} \leftarrow \frac{\mathbf{W}}{\mathbf{W}+\mathbf{W}^{\mathbf{T}}}+\sqrt{\frac{\alpha \ln \mathbf{t}}{\mathbf{W}+\mathbf{W}^{\mathbf{T}}}}\)
        Select \(S_{0}\) uniformly randomly s.t. \(\mathbf{U}_{\mathbf{S}_{\mathbf{o}}, \mathrm{j}} \geq \frac{1}{2}\) for all \(j\)
        for \(i=1, \ldots, m\) do
            \(S_{i} \leftarrow \arg \max _{j} \sum_{n=0}^{i-1} \mathbf{U}_{\mathbf{j}, \mathbf{S}_{\mathbf{n}}}\)
        Compare rankers \(R_{S_{0}} \ldots, R_{S_{m}}\) using a multileaving method
        Update \(\mathbf{W}\) to reflect all pairwise wins from the multileaved comparison
```

such a method could gradually exclude rankers from the multileaving that are deemed unlikely to be the best, thereby homing in on the most promising rankers. In this section, we take few steps towards addressing this problem.

To formalize the task of finding the best ranker among a set of rankers $\mathcal{R}$, we take the same ground truth as defined earlier in Section 4.3. Except now, following Zoghi et al. [216], we assume a Condorcet winner [194]. This Condorcet winner is a ranker which, without loss of generality, we label $R_{1}$. Then, $P_{1, j}>\frac{1}{2}$ for all $j>1$ meaning that in expectation $R_{1}$ wins from all other rankers. We generalize the notion of regret by Zoghi et al. [216]. We define regret of comparing a set of rankers $S$ to each other as

$$
\frac{\sum_{j \in S} P_{1, j}}{|S|}+\frac{1}{2}
$$

This is the average sub-optimality of $S$, the set of rankers that is compared. This regret will go down to zero as soon as $S$ consists of just the Condorcet winner. If interleaving methods are used for comparisons, at each comparison, $S$ will consist of a pair of rankers, as in the original dueling bandit problem [216]. However, multileaving methods allow for $S$ to consist of more than two rankers at a time. Cumulative regret at time $T$ is defined as the sum of regret, as defined above, over the first $T$ time steps.

The aim of an algorithm that solves this problem is to minimize such cumulative regret. It can do so by controlling which rankers are chosen to form $S$ at each time step.
$K$-armed dueling bandit algorithms will have to be adapted to deal with 1) potentially selecting more than two rankers at a time for a comparison; and 2 ) with using the outcome of a multileaving comparison instead of an interleaving comparison. It is natural to extend the relative upper confidence bound (RUCB) algorithm by Zoghi et al. [214]. We do so in Algorithm 8 where we introduce multileave RUCB (MRUCB). On line 5 and 6 the algorithm selects $m$ rankers greedily by comparing all upper bounds pairwise. When $m=2$, this is equal to what RUCB does. Then on line 7, all these rankers are compared using a multileaving method. Again, when $m=2$ this is equivalent to using an interleaving method and thus to RUCB. We leave both experimental and theoretical validation of this method to future work.

### 4.8 Conclusion

In this chapter, we presented a new paradigm for online evaluation of information retrieval systems. We have shown that it is possible to extend interleaved comparison methods to variants that, instead of comparing two rankers, compare multiple rankers at a time.

We introduced three implementations of this paradigm that extend state-of-the-art interleaving methods to their multileaving counterparts.

The first such method is team draft multileave (TDM) and is an extension of team draft interleave (TDI). Documents in the combined ranking shown to users are assigned to teams, so that when clicked, credit can be assigned to rankers.

The second is optimized multileave (OM) and extends optimized interleave (OI). We have shown in extensive experiments that both multileaving methods have their merits. OM learns preferences between rankers very quickly while TDM learns them slightly more slowly, though faster than either of the interleaving methods. However, TDM learns more accurate preferences in the long run than OM or either of the interleaving methods to which we compare. On the other hand, OM scales much better than TDM when the number of rankers increases. Thus, depending on the number of rankers to be compared, one might prefer one multileaving algorithm over the other but both should be preferred over interleaving algorithms when more than two rankers are to be compared.

Lastly, probabilistic multileave (PM) extends probabilistic interleave (PI) such that it can compare more than two rankers at once, while keeping PI's characteristic of being able to reuse historical interaction data. We empirically compared PM to PI as well as TDM. PM infers preferences between rankers by marginalizing over a sample of possible team assignments. We use a sample of controlled size to keep the computation tractable and show experimentally that given a large enough sample, our method is both as sensitive and as unbiased as TDM and more so than PI. That is, PM is capable of quickly finding meaningful differences between rankers and it does not infer preferences where it should not. An important implication of the introduction of PM is that historical interactions with multileaved comparisons can be reused, allowing for ranker comparisons that need much less user interaction data. Furthermore, we show that our method, as opposed to earlier sensitive multileaving methods, scales well when the number of rankers increases.

Finally, we are interested in integrating multileaving methods into learning methods analogous to the dueling bandit gradient descent (DBGD) method [209]. We address this in Part II of this thesis.

### 4.9 Future Work

As to future work, currently, in TDM, when documents belonging to the team of a ranker are clicked, preferences for this ranker over other rankers without clicks are inferred, even when those other rankers are not even represented by a team in the multileaving. This may happen when the number of rankers to be compared is larger than the number of documents in the multileaving. We aim to develop a variant of TDM that avoids this problem.

Another future direction is to customize TDM and OM to tasks other than comparing all rankers in a set to each other. When comparing all rankers to a production ranker, as
we do in Section 4.6.1, the definitions of unbiasedness and sensitivity could be adjusted to take into account the restricted goal of this task variant.

Proper evaluation of how multileaving methods could be applied in a $K$-armed dueling bandits problem setting, as quickly touched on in Section 4.7, is needed but left for future work.

# Predicting A/B Testing with Interleaved Comparisons 

The gold standard for information retrieval (IR) system evaluation is user satisfaction. However, as online user satisfaction is not directly observable, a significant amount of research has investigated how to summarize online behavior (such as clicks) into online metrics that best reflect user satisfaction.

Given a metric, the most common online evaluation methodology is $A / B$ testing. Users of an online system are assigned to either a control or experimental condition, with the metric being computed on both populations. However, large numbers of users are typically necessary to obtain reliable results as this approach has high variance. Interleaved evaluation is an alternative online approach previously shown to be much more sensitive. Here, each user is presented a combination of results from both the control and treatment systems. However, until now interleaved evaluation has not modeled user satisfaction as reliably as recent $A / B$ metrics, resulting in low agreement with recent $A / B$ metrics given realistic differences in IR system effectiveness.

In this chapter we present an improvement to interleaving, showing how it can be optimized to maximize its agreement with any given A/B metric. Our results using 38 large-scale online experiments encompassing over 3 billion clicks in a commercial web search setting demonstrate substantial improvements in agreement.

This chapter is based on Schuth, Hofmann, and Radlinski [166].

### 5.1 Introduction

Evaluation has long played a key role in information retrieval. Traditionally, systems were often evaluated following the Cranfield approach [155]; see Section 2.2.1. Using this approach, systems are evaluated in terms of document relevance for given queries, which is assessed by trained experts. While the Cranfield paradigm ensures high internal validity and repeatability of experiments, it has been shown that the users' search success and satisfaction with an IR system are not always accurately reflected by standard IR metrics [187, 193]. One reason is that the relevance judges typically do not assess queries and documents that reflect their own information needs, and have to make assumptions about relevance from an assumed users point of view. Because the true information need can be difficult to assess, this can cause substantial biases [75, 192, 206].

To address the gap between offline evaluation and true use of IR systems, online evaluation has been used to directly measure observable user behavior on alternative systems; see Section 2.3. The biggest challenge for online evaluation is to identify metrics that accurately reflect user satisfaction. This has motivated a large amount of research on online metrics. While early online evaluation focused on simple metrics such as click-through rate (click through rate (CTR), the fraction of queries for which users click a result) or the ranks of clicked documents [93], more sophisticated metrics have been recently developed. These include observing which results users skip over [200], the time between search engine visits [52], and focusing on "satisfied" (long-duration) clicks (which we refer to as SAT clicks) [56].

Given an IR system and an appropriate online metric, the standard experimental procedure for comparing systems is $A / B$ testing [113]; see Section 2.3.2. This means that a controlled experiment is conducted on users of a running system. A random sample of users is exposed to the treatment system, a second sample is exposed to the control system. Given that the assignment to systems is random and the experimental units (e.g., users) can be assumed independent of each other, any differences in online performance measured on the two samples can be attributed to differences between treatment and control system. If the measured differences are statistically significant, we can make highly confident decisions on which system to deploy. Unfortunately, the variance in user behavior is typically high, which results in low sensitivity of such A/B tests. This means that, to reach high confidence levels, large samples need to be collected over a long period of time (e.g., millions of samples) [34]. Considering the effects of exposing users to potentially lower quality systems over long periods of time, it can be seen that A/B tests can be extremely expensive.

An alternative online evaluation approach, interleaving, was developed to improve on the $\mathrm{A} / \mathrm{B}$ design [93] (see Section 2.3.3). It avoids many of the sources of variance by combining results from both the treatment and control systems, for all queries. In particular, the results returned by the two systems are combined in a way that is fair to both, in the sense that neither system would be preferred in expectation if users were to click on documents at random. Observed user clicks on the combined result list are then credited to one of the systems to infer which system would be preferred by the user [144]. In comparison to A/B tests, interleaved comparisons have been shown to be substantially more sensitive. For instance, in an empirical comparison of five $A / B$ tests and corresponding interleaving experiments, Chapelle et al. [34] observed that A/B tests required 145 times more data than interleaving to achieve statistical significance.

While high sensitivity makes interleaving very attractive for online evaluation, existing methods have primarily focused on observed clicks, and ignore the richer user satisfaction signals that have been incorporated into A/B metrics. As a result, it was unclear to what degree interleaved comparisons agree with user satisfaction, as measured by specifically designed $A / B$ tests. This is challenging to address because by their very nature interleaving methods change rankings and attribute credit in a non straightforward way, making it far from trivial to align them with $\mathrm{A} / \mathrm{B}$ metrics. The research in this chapter is the first to address this limitation of interleaving methods.

We present theoretical and experimental results that aim to answer the following research questions, repeated from Section 1.1.

RQ6 How do A/B metrics compare to interleaving in terms of sensitivity and agreement?
RQ7 Can A/B metrics and interleaving be made to agree better without loosing sensivity?

We make the following contributions in this chapter.
Sensitivity Starting with existing A/B and interleaving metrics (defined in Section 5.3), we propose a new statistical method for assessing the sensitivity of these metrics from estimated effect sizes (Section 5.4). The resulting method allows a detailed comparison between metrics in terms of the power of statistical tests at varying sample sizes. Our analysis shows that $\mathrm{A} / \mathrm{B}$ tests typically require two orders of magnitude more data than interleaved comparisons.

Agreement Turning to the agreement between existing metrics, we find that current interleaved comparisons achieve from random up to $76 \%$ agreement with A/B user satisfaction metrics.

Credit Formulation Motivated by the results of our analysis, we propose novel interleaving credit functions that are (a) designed to closely match the implementation and parameters of $\mathrm{A} / \mathrm{B}$ metrics, or (b) are parameterized to allow optimization towards agreement with arbitrary $\mathrm{A} / \mathrm{B}$ metrics (Section 5.5). We further propose the first approach for automatically maximizing agreement between such parameterized interleaving credit functions and $\mathrm{A} / \mathrm{B}$ metrics.

Optimization We demonstrate that interleaving credit functions can be automatically optimized, and that learned parameters generalize to unseen experiments. These results demonstrate for the first time that interleaving can be augmented with user satisfaction metrics, to accurately predict the outcomes of $\mathrm{A} / \mathrm{B}$ tests that would require one to two orders of magnitude more data.
Large Scale Evaluation Finally, our empirical results, obtained from experiments with 3 billion user impressions and 38 paired (A/B and interleaving) experiments demonstrate the effectiveness of our proposed approach (Section 5.6). In particular, we achieve agreement of up to $87 \%$, while maintaining high sensitivity.

We have incorporated the above contributions in Section 1.2 where we give a complete overview of all contributions of this thesis.

We now present related work to the extend that we have not presented that in Chapter 2 yet, followed by a detailed background on A/B metrics and interleaving in Section 5.3. This leads to an analysis of the power of different approaches in Section 5.4, followed by the details of our method in Section 5.5. Section 5.6 presents our results, followed by conclusions.

### 5.2 Related Work

We discussed prior work on measuring user satisfaction with online IR systems in Section 2.3. Relevant for this chapter is the background on $A / B$ testing and absolute relevance
metrics: metrics that measure a single number for a given ranking system (see Section 2.3.2). Also relevant is Section 2.3.3 in which we presented online evaluation using interleaving.

Finally, below we discuss approaches for optimizing online evaluation metrics as relevant to this chapter (see Section 5.2.1).

### 5.2.1 Optimizing Interleaving Metrics

The interleaving approaches described above measure which ranker is more likely to attract user clicks in a fair, paired comparison. However, as described in Section 2.3.2, raw clicks can be misleading. While the pairwise nature of interleaving removes position bias and leads to much more reliable comparisons between systems [34, 144], other effects must also be considered. Previous research has shown that with interleaving there may be biases due to highlighting in search result titles [211] and other caption effects such as title and snippet length [80]. Proposed methods to mediate these biases were shown to improve agreement with offline evaluation [80, 211], but optimizing agreement with online metrics remains an open challenge.

Also, the above approaches may improve interleaving by removing some click bias, they still aim to be unbiased rather than predictive of satisfaction. In this chapter, we show how to create an interleaving evaluation that instead aims to predict the outcome of an $\mathrm{A} / \mathrm{B}$ test for any given $\mathrm{A} / \mathrm{B}$ metric, while maintaining the sensitivity improvements of interleaving. In particular, we take into account whether clicks are indicators of success by reimplementing the classifier learned by Kim et al. [110].

The goal of this chapter is also related to prior work on optimizing the sensitivity of interleaving algorithms, where interleaving algorithms were learned to be more statistically powerful [210], or to satisfy given choices about the value of any given preference observed [143]. In contrast, our work is the first that focuses on optimizing "correctness" of an interleaving outcome as captured in terms of agreement with $\mathrm{A} / \mathrm{B}$ metrics, while maintaining high sensitivity. Our results show that in this way agreement between interleaving and any given $A / B$ metric can be dramatically improved.

### 5.3 Background

In this section we describe-as far as they have not yet been covered in Section 2.3-the most commonly used $\mathrm{A} / \mathrm{B}$ metrics, and the interleaved evaluation approach that we build on in the remainder of this chapter. We take the presented $\mathrm{A} / \mathrm{B}$ metrics as the ground truth user satisfaction metrics we aim to predict with much smaller interleaving samples.

### 5.3.1 Common A/B Metrics

As described in Section 2.3.2, a large number of A/B metrics have been developed. Most have in common that clicks are the basic observed interaction with users. Thus this is our focus too. We note that many common $\mathrm{A} / \mathrm{B}$ metrics can be categorized as taking into account particular attributes of clicking behavior. The most common attributes include
(1) estimating clicks as indicative of satisfaction or not, (2) giving particular importance to clicks at the top position of Web search results, and (3) measuring the time spent by the user prior to clicking. Consequently, we implement the following A/B metrics. An overview is given in Table 5.1.

## Click-through Rate

Click through rate (CTR) is often used as a baseline A/B metric, e.g., by Chapelle et al. [34]. It can be implemented as the average number of clicks per search result page, or as the fraction of pages for which there are any clicks. We follow the second definition. In Table 5.1, we use $\left|C^{q}\right|$ to denote the number of clicks for query $q$.

## Click Rank

It was noted by Chapelle et al. [34] that of all the $\mathrm{A} / \mathrm{B}$ metrics studied in a large scale comparison of $A / B$ tests and interleaving evaluation, the $A / B$ metric that most reliably agreed with known experimental outcomes was the fraction of search results pages with a click at the top position. As such, we also use two types of metrics: those which only consider clicks at the top position (named @ 1) and those that consider all clicks (the others). In equations and in Table 5.1 we use $\operatorname{rank}_{A}(c)$ to denote the rank of click $c$ in the results returned by ranker $A$.

## User Satisfaction

While clicks are often directly interpreted as a user preference, they are known to be both noisy and biased. To remedy the noise, a common approach is to only consider satisfied (SAT) clicks with dwell time above a fixed cutoff of 30 seconds [206].

However, only using time as a threshold for satisfaction is problematic as some queries naturally require users to spend more time than others. Recently, Kim et al. [110] showed that taking more user signals into account leads to better prediction of user satisfaction. For this chapter, we partially re-implement the SAT click classifier from that work. Our classifier uses the dwell time, document readability, document topic and query topic features suggested by Kim et al. [110]. In particular, the features beyond dwell time are assumed to partially explain the dwell time necessary for a given query and document. We combine these features using quantile regression forests [131]. The model is trained to predict the probability of a SAT click, given user signals. It can be turned into a classifier by selecting a decision threshold, e.g., based on the distribution over classes in the training set. With training on approximately 3,000 manually labeled clicks, our classifier obtains an accuracy of $77 \%$, which is marginally lower than the $81 \%$ reported by Kim et al. [110]. The major difference between the implementations is that we do not represent dwell time distributions per topic. Instead, we use raw dwell time values directly as input for our classifier.

The output of this SAT click classifier is used throughout this chapter. For a given click $c$, we define $\operatorname{sat}(c)$ as the estimated probability that $c$ indicates user satisfaction. For succinctness, we also define is_sat $(c):=\operatorname{true}$ whenever $\operatorname{sat}(c)>0.8$ (the threshold based on the class distribution). Half of the A/B metrics we consider use the is_sat $(c)$
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Table 5.1: $\mathrm{A} / \mathrm{B}$ metrics implemented as ground truth for comparisons with interleaving. See Section 5.3.1 for notation. Metrics marked with the symbol $\dagger$ ignore all queries for which there was no click of the required type. $\left|C^{q}\right|$ denotes the number of clicks for query $q, \operatorname{rank}(c)$ denotes the position of the click. The indicator function $\mathbf{1}(\cdot)$ is used and evaluates to 1 when the argument is true, and 0 otherwise.

| A/B Metric | Description | Implementation $\frac{1}{Q_{A}} \sum_{q \in Q_{A}} \ldots$ |
| :---: | :---: | :---: |
| $A B$ | Number of queries that received at least one click. | $\mathbf{1}\left(\left\|C^{q}\right\|>1\right)$ |
| $A B @ 1$ | Number of queries that received at least one click on the first position. | $\mathbf{1}\left(\left(\sum_{c \in C^{q}} \mathbf{1}(\operatorname{rank}(c)=1)\right)>1\right)$ |
| $A B_{S}$ | Number of queries that received at least one SAT click. | $\mathbf{1}\left(\left(\sum_{c \in C^{q}} \mathbf{1}(\right.\right.$ is_sat $\left.\left.(c))\right)>1\right)$ |
| $A B_{S} @ 1$ | Number of queries that received at least one SAT click on the first position. | $\mathbf{1}\left(\left(\sum_{c \in C^{q}} \mathbf{1}(\operatorname{rank}(c)=1) \cdot \mathbf{1}(\right.\right.$ is_sat $\left.\left.(c))\right)>1\right)$ |
| $A B_{T}{ }^{\dagger}$ | Time from the query being issued until the first click. | $\min _{c \in C^{q}} \operatorname{time}(c)$ |
| $A B_{T} @ 1{ }^{\dagger}$ | Time to the first click on the top position. | $\min _{c \in C^{q}} \operatorname{time}(c) \cdot \mathbf{1}(\operatorname{rank}(c)=1)$ |
| $A B_{T, S}{ }^{\dagger}$ | Time to the first click classified as SAT. | $\min _{c \in C^{q}}$ time $(c) \cdot \mathbf{1}($ is_sat $(c))$ |
| $A B_{T, S} @ 1{ }^{\dagger}$ | Time to the first click on the top position classified as SAT. | $\min _{c \in C^{q}} \operatorname{time}(c) \cdot \mathbf{1}(\operatorname{rank}(c)=1) \cdot \mathbf{1}($ is_sat $(c))$ |

signal to filter out clicks $c$ that are not deemed satisfied by our classifier. These A/B metrics are marked with subscript $S$.

## Time to Click

Another commonly used metric is the time that the user spends on the search result page before clicking a document. As time spent is the key cost to search system users, reducing this time is considered good (e.g. [34]). Our metrics that measure time to click are marked with subscript $T$. In equations we use time $(c)$ to denote the time from the user issuing the query until the click $c$.
Combining all possible choices of $\mathrm{A} / \mathrm{B}$ metrics leads to the eight metrics shown in Table 5.1. The first four ( $A B, A B @ 1, A B_{S}, A B_{S} @ 1$ ) focus on the presence of a click, while the other four capture the time to the first click of a particular type, if such a click $\operatorname{occurred}\left(A B_{T}, A B_{T} @ 1, A B_{T, S}\right.$ and $\left.A B_{T, S} @ 1\right)$.

### 5.3.2 Interleaving

In this chapter, we use team draft interleave (TDI) [144] as our interleaving baseline. This algorithm is most frequently used in practice, and has been empirically shown to be equally
effective as balanced interleave (BI) [34, 93]. We have detailed TDI in Section 2.3.3 and extended upon TDI in Chapter 4. Our focus is on replacing the credit function; replacing the right hand side of Equation 2.1. We introduce our methods in Section 5.5.

### 5.4 Data Analysis

Many of the common A/B metrics that we introduced in Section 5.3.1 have been developed recently. Therefore, it is not clear to what degree interleaved comparisons agree with these metrics. In this section, we conduct an empirical analysis of the sensitivity and directional agreement between these $\mathrm{A} / \mathrm{B}$ metrics and TDI. We start by describing the data we use in this section and in the remainder of this chapter (5.4.1). We then propose a new approach for comparing the sensitivity (in terms of statistical power) of $\mathrm{A} / \mathrm{B}$ and TDI comparisons, and use this method to analyze the relative power of the different approaches (5.4.2). This also lets us estimate the probability of agreement between approaches at varying sample sizes. The results of our analysis are presented in Section 5.4.3. They motivate why an improved approach is needed, as discussed in Section 5.4.4.

### 5.4.1 Data

For our experiments, we start with a set of 38 pairs of rankers for which both an A/B comparison and a TDI interleaving comparison were performed. Our data consists of records of users interacting with a web search engine, Bing. All ranker comparisons reflect changes that are typical for the normal development of a commercial web search engine. They consist of changes to the ranking function used to order web search results, in terms of parameters of the ranking function, modified ranking features, and so forth. The comparisons were all run in the first 9 months of 2014, in the United States locale. We only considered traffic on bing. com, with en-US as language, only the web vertical, only the first result page, only external traffic and we filtered out bots. The experimental unit consisted of assigning users to individual ranking conditions uniformly at random.

The A/B and interleaving comparisons were run for varying durations, usually around one week for $A / B$ comparisons and around 4 days for interleaving comparisons. Additionally, $\mathrm{A} / \mathrm{B}$ comparisons were typically run with higher volume, resulting in about 80 times more queries for each $A / B$ comparison than each interleaving comparison. In all, this data consists of over 3 billion clicks. Depending on the experiment, between $2 \%$ and $30 \%$ of interleaved queries with clicks had at least one click on a result assigned to one of the teams.

### 5.4.2 Estimating Power and Agreement

We now propose an approach for assessing the relative power of $\mathrm{A} / \mathrm{B}$ measurement compared to TDI, and further show how this approach can be used to estimate agreement between approaches at varying sample sizes.

As described earlier, A/B tests perform controlled experiments. Users are exposed to either treatment or control result rankings, rendering this a between subject experiment. In interleaving, each user is exposed to results from both rankers, rendering them
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within subject experiments. We can measure the importance of this difference using a power computation, which tells us how many independent samples we need to obtain a statistically significant outcome for each approach, as follows.

We start with $A / B$ comparisons, following the standard methodology described in [113]: Two independent samples are collected by exposing a random fraction of users to treatment A, and another to treatment B. An A/B metric is used to assess each sample, and we are interested in determining whether there is a statistically significant difference between A and B in terms of this metric. This question is typically addressed using a two-sample t-test.

## Power of A/B Comparisons

Assume that the target metric is approximately normally distributed (this is reasonable due to the central limit theorem), with means $\mu_{A}$ and $\mu_{B}$ and equal variance $\sigma_{A B}$. Formally, we have $A \sim \mathcal{N}\left(\mu_{A}, \sigma_{A B}\right)$ and $B \sim \mathcal{N}\left(\mu_{B}, \sigma_{A B}\right)$. We are interested in detecting whether $\mu_{A} \stackrel{?}{=} \mu_{B}$. This gives us the null hypothesis $H_{0}: \mu_{A}=\mu_{B}$ and the alternative hypothesis $H_{1}: \mu_{A} \neq \mu_{B}$. We also choose the probability of a Type-I error that we are willing to accept, e.g., $\alpha=0.05$. The t -test then assumes that $H_{0}$ is true and assesses the probability of observing differences of at least the observed sample difference $|\hat{A}-\hat{B}|$ under $H_{0}$.

While Type-I errors are controlled in the significance test, here we are interested in the power (also called sensitivity) of the conducted test. Assuming $H_{1}$ is actually true, power quantifies the probability of correctly rejecting $H_{0}$. It is affected by the true effect size

$$
\begin{equation*}
\delta_{A B}=\left(\mu_{A}-\mu_{B}\right) / \sqrt{1 / n_{A}+1 / n_{B}} \sigma \tag{5.1}
\end{equation*}
$$

where $n_{A}, n_{B}$ are the respective sample sizes.
We can assess the power of a test as follows. Under $H_{1}$ (samples are drawn from normal distributions with means $\mu_{A} \neq \mu_{B}$ and shared variance $\sigma_{A B}$ ) we observe sample $A, B$ and compute the test statistic [118]

$$
\begin{equation*}
t(A, B)=\frac{(\bar{A}-\bar{B})}{\sqrt{\frac{1}{n_{A}}+\frac{1}{n_{B}}}} / \sqrt{\frac{\sum\left(A_{i}-\bar{A}\right)^{2}+\sum\left(B_{j}-\bar{B}\right)^{2}}{v_{A B}}} \tag{5.2}
\end{equation*}
$$

The test statistic $t(A, B)$ follows a non-central t distribution $\bar{A}-\bar{B} \sim \operatorname{nct}\left(\delta_{A B}, v_{A B}\right)$, with non-centrality parameter $\delta_{A B}$ (the effect size) and degrees of freedom $v_{A B}=n_{A}+n_{B}-2$.
$H_{0}$ is correctly rejected when $|t(A, B)| \geq C_{0}$. Where $C_{0}$ is the critical value for the test statistic that corresponds to the chosen $\alpha$ level. The power of the test is the probability $P\left(\operatorname{reject}\left(H_{0}\right) \mid H_{1}\right)=P\left(|t(A, B)| \geq C_{0}\right)$ and can be computed (solved using linear programming ${ }^{1}$ )

$$
\begin{equation*}
P\left(|t(A, B)| \geq C_{0}\right)=\int_{C_{0}}^{\infty} n c t\left(\delta_{A B}, v_{A B}\right) d y \tag{5.3}
\end{equation*}
$$

[^7]

Figure 5.1: Power as a function of sample size, computed using the observed effect sizes for 38 interleaving and $\mathrm{A} / \mathrm{B}$ comparisons, averaged over all comparisons (assuming two-sided t -test with $\alpha=0.05$, as described in Section 5.4.2).

## Power of Interleaving Comparisons

The analysis for interleaving is closely related, but relies on the typically more powerful (one-sample) paired t-test. Instead of independent samples, we now observe a single sample $I$ of paired comparisons, assumed to be normally distributed with $I \sim \mathcal{N}\left(\mu_{I}, \sigma_{I}\right)$. We want to detect whether $\mu_{I}=0$ with $H_{0}: \mu_{I}=0$ and $H_{1}: \mu_{I} \neq 0$. Given $\mu_{I}$ and sample size $n_{I}$, the test statistic $t(I)$ follows a non-central t-distribution $t(I) \sim \operatorname{nct}\left(\delta_{I}, v_{I}\right)$ with non-centrality parameter $\delta_{I}=\sqrt{n \mu_{I} / \sigma_{I}}$ and $v_{I}=n_{I}-1$ degrees of freedom. The power calculation is ${ }^{2}$

$$
\begin{equation*}
P\left(|t(I)| \geq C_{0}\right)=\int_{C_{0}}^{\infty} n c t\left(\delta_{I}, v_{I}\right) d y \tag{5.4}
\end{equation*}
$$

## Probability of Agreement

Given Equations 5.3 and 5.4, we can compute the probability of comparison outcomes at varying sample sizes. For example, the probability that an $A / B$ comparison with parameters $\mu_{A}, \mu_{B}, \sigma_{A B}: \mu_{A}-\mu_{B}>0$ agrees with the true $\mathrm{A} / \mathrm{B}$ outcome at sample sizes $n_{A}, n_{B}$ is computed by plugging into Equation 5.3 and computing $P(\bar{A}-\bar{B}>0)=$ $P(t(A, B)>0)$. Correspondingly, the probability that an interleaving comparison with parameters $\mu_{I}, \sigma_{I}$ would agree with the true $\mathrm{A} / \mathrm{B}$ outcome is computed using Equation 5.4 so that $P(\bar{I}>0)=P(t(I)>0)$.

### 5.4.3 Data Analysis Results

In this section we answer RQ6. We apply the analysis methodology described above to the set of 38 ranking algorithms described in Section 5.4.1. In Figure 5.1 we show

[^8]Table 5.2: Agreement of A/B metrics on our data. We measure agreement with TDI, with a sub-sample of $\mathrm{A} / \mathrm{B}$ of the same size as the TDI comparison, and with a sub-sample of $\mathrm{A} / \mathrm{B}$ with the same size as the original $\mathrm{A} / \mathrm{B}$ comparison (this is an upper-bound on agreement for each $\mathrm{A} / \mathrm{B}$ metric). Values in bold are statically significantly different from 50\%.

|  |  | self-agreement |  |
| :--- | :---: | :---: | :---: |
| A/B Metric | $T D I$ | $A B_{\text {Sub }}$ | $A B_{U p}$ |
| $A B$ | 0.63 | 0.63 | $\mathbf{0 . 9 4}$ |
| $A B @ 1$ | $\mathbf{0 . 7 1}$ | 0.62 | $\mathbf{0 . 9 5}$ |
| $A B_{S}$ | $\mathbf{0 . 7 1}$ | 0.61 | $\mathbf{0 . 9 6}$ |
| $A B_{S} @ 1$ | $\mathbf{0 . 7 6}$ | 0.60 | $\mathbf{0 . 9 5}$ |
| $A B_{T}$ | 0.53 | 0.58 | $\mathbf{0 . 9 1}$ |
| $A B_{T} @ 1$ | 0.45 | 0.59 | $\mathbf{0 . 9 0}$ |
| $A B_{T, S}$ | 0.47 | 0.59 | $\mathbf{0 . 8 8}$ |
| $A B_{T, S} @ 1$ | 0.42 | 0.60 | $\mathbf{0 . 8 7}$ |

the power obtained using $\mathrm{A} / \mathrm{B}$ comparisons and interleaving comparisons at increasing sample sizes. We see that on average across the set of 38 experiments, $80 \%$ power $^{3}$ with $\mathrm{A} / \mathrm{B}$ experiments is obtained with between $10^{7}$ and $10^{8}$ observations (queries). On the other hand, the same power is obtained with between $10^{5}$ and $10^{6}$ observations with TDI. This difference of approximately two orders of magnitude is consistent with previous work [34].

Having presented the relative power of the approaches, we return to the key question: Do the metrics agree on which ranker is better? We use the method developed in the previous section to estimate agreement between $\mathrm{A} / \mathrm{B}$ and interleaving comparisons, and $\mathrm{A} / \mathrm{B}$ comparisons at varying sample sizes. The first column in Table 5.2 summarizes the agreement rates of TDI and $\mathrm{A} / \mathrm{B}$ metrics. We see that agreement rates are generally low. These observed levels of agreement of TDI with $\mathrm{A} / \mathrm{B}$ metrics are a baseline that we want to improve upon in this chapter. In the results in Section 5.6, this baseline is referred to as simply $T D I$.

Recall that our goal is to predict the outcome of a large $\mathrm{A} / \mathrm{B}$ comparison given the much smaller amount of data used in interleaving comparisons. As such, another reasonable baseline is to assess how well a smaller $\mathrm{A} / \mathrm{B}$ comparison predicts the outcome of the full $\mathrm{A} / \mathrm{B}$ comparison. We can answer this question using the methodology for assessing the probability of agreement developed above (Section 5.4.2), by plugging in the observed effect sizes and setting the sample size to that of the corresponding interleaving comparison. This is our second baseline, which we refer to as $A B_{\text {Sub }}$. Results are given in the second column of Table 5.2. Generally, these A/B metrics computed on small subsamples have low agreement with the experiment outcome given the complete data, of around $60 \%$, never statistically significantly different from $50 \%$.

We also compute an upper bound of agreement with $\mathrm{A} / \mathrm{B}$ metrics by actually measuring how well a subsample of the same size as the full $\mathrm{A} / \mathrm{B}, A B_{U p}$, would agree with itself,

[^9]using the same methodology. This can be seen as a measure of how predictable a metric is. The last column of Table 5.2 shows that the time-based metrics are much less predictable than count-based A/B metrics. Given these lower and upper bounds on $A / B$ agreement with itself, we can restate our goal as follows. In this chapter, we aim to augment TDI to improve over the above two baselines (which we introduced above and refer to as TDI and $A B_{S u b}$ ) and to close the gap with the upper bound $A B_{U p}$.

### 5.4.4 Implications

Summarizing the results above motivates the rest of the work in this chapter: A/B metrics have been developed guided by real analysis of user behavior. Yet they usually have relatively low power. Interleaving has much higher power, but low agreement with most A/B metrics, being blind to richer behavioral signals. Thus, we aim to optimize interleaving to increase agreement with $\mathrm{A} / \mathrm{B}$ metrics, while maintaining the statistical power of the technique. The $\mathrm{A} / \mathrm{B}$ metric is treated as the gold standard to which interleaving must be compared.

As noted in the Section 5.2, this goal is similar to that addressed by [210]. However, they only focused on optimizing sensitivity, while we focus on optimizing correctness in the sense of agreeing with $\mathrm{A} / \mathrm{B}$ metrics. It is similar to $[80,211]$ in the sense that our method can reduce click bias in interleaved comparisons. However, the earlier work only considered agreement with offline metrics.

### 5.5 Methods

In this section we describe how to incorporate user signals into TDI comparisons, to increase agreement with $A / B$ metrics. We first formalize the notion of interleaving credit in a way that allows us to incorporate user signals (see Section 5.5.1). We then design a set of credit functions that closely match user satisfaction A/B metrics (see Section 5.5.2). Because agreement between interleaving and $\mathrm{A} / \mathrm{B}$ metrics is not necessarily maximized by mirroring A/B parameters, we then introduce parameterized credit functions (see Section 5.5.3), and combined credit functions (see Section 5.5.4) designed to be automatically tuned to maximize agreement. Finally, our methodology for maximizing agreement is detailed in Section 5.5.5.

### 5.5.1 Formalizing Interleaving Credit

Formally, for all pairs of rankers $A$ and $B$, we aim to find an interleaving method that agrees with the sign of the differences in $\mathrm{A} / \mathrm{B}$ metrics that we found in an $\mathrm{A} / \mathrm{B}$ comparison. The sign of such a difference should be interpreted as a preference for either $\mathrm{A}, \mathrm{B}$, or neither. We denote such a preference, the comparison outcome $O_{A B}$, of the metric $A B$ as:

$$
\begin{equation*}
O_{A B}(A, B)=\operatorname{sgn}(A B(A)-A B(B)) \tag{5.5}
\end{equation*}
$$

Instances of $\mathrm{A} / \mathrm{B}$ metrics are click through rate, clicks at one, and time to click (see Table 5.1 for details).

As opposed to $\mathrm{A} / \mathrm{B}$ metrics, interleaving methods are directly defined on pairs of rankers. Following the same notation, the outcome of an interleaving comparison with TDI can thus be denoted as:

$$
\begin{equation*}
O_{T D I}(A, B)=\operatorname{sgn}(T D I(A, B)) . \tag{5.6}
\end{equation*}
$$

Interleaving preferences, when using TDI (cf., Section 5.3.2), come from differences between credit acquired by each ranker:

$$
\begin{equation*}
T D I(A, B)=\frac{1}{|Q|} \sum_{q \in Q} \delta\left(C_{A}^{q}\right)-\delta\left(C_{B}^{q}\right) \tag{5.7}
\end{equation*}
$$

Here, $Q$ is a set of query impressions and $\delta\left(C_{A}\right)$ a credit function (see the next Section 5.5.2 for instances of this function) that attributes credit to ranker $A$ depending on user interactions with the result list. Next, we introduce a new set of credit functions that is designed to mirror the use of user signals in $\mathrm{A} / \mathrm{B}$ comparisons.

### 5.5.2 Matching A/B Credit

We now present instantiations of credit functions $\delta\left(C_{A}\right)$ designed to match the $\mathrm{A} / \mathrm{B}$ metrics in Section 5.3.1. All our interleaving credit functions are defined on a set of clicks assigned to a ranker (e.g., for ranker A these are $c \in C_{A}$ ), for a query impression. Clicks are associated with user signals.

The details of our matching credit functions are given in the first part of Table 5.3. The following signals are used:

- $\left|C_{A}\right|$ the number of clicks for ranker $A$ for a query impression. See Section 5.3.1.
- $\operatorname{rank}_{A}(c)$ is the rank of the clicked document in the original ranking $A$ (before interleaving: i.e., rankers A and B can have different documents at rank 1). See Section 5.3.1 for a description of this signal as used in A/B metrics.
- is_sat $(c)$ is a binary indicator that is true if the SAT classifier identified the click as SAT click. See Section 5.3.1 for details on the SAT click classifier.
- $\operatorname{sat}(c)$ is the probability of the click being a SAT click. Again, details are in Section 5.3.1.
- time $(c)$ is the time from query submission to the observed click, in seconds. See Section 5.3.1 for the corresponding A/B signal.

Previously proposed interleaved comparison methods, such as TDI, use the credit function TDI shown in the table. It can be interpreted as a close match to the $\mathrm{A} / \mathrm{B}$ metric $A B$, because it estimates whether a given ranker would have obtained a click in an $\mathrm{A} / \mathrm{B}$ comparison.

The credit functions $T D I @ 1, T D I_{S}$, and $T D I_{S} @ 1$ are designed to closely match the A/B metrics $A B @ 1, A B_{S}$, and $A B_{S} @ 1$. For clicks at rank one, we consider whether a clicked document would have been placed first by the original ranker, as this reflects the most accurately whether the ranker would be likely to receive a click at the top rank in an A/B comparison. For SAT clicks, we use the same classifier as for our A/B comparisons above, as in Section 5.3.1.

The four time-based credit functions $T D I_{T}, T D I_{T} @ 1, T D I_{T, S}$, and $T D I_{T, S} @ 1$ are designed to match the time-based $\mathrm{A} / \mathrm{B}$ metrics. E.g., $T D I_{T}$ matches the $\mathrm{A} / \mathrm{B}$ metric $A B_{T}$. However, we use the average time to click for a ranker, as it tends to be more robust than the time to the first click. The remaining three metrics implement filters on which clicks contribute, parallel to the click-based metrics described above.

### 5.5.3 Parameterized Credit Functions

Next, we propose a second set of interleaving credit functions that can be parameterized to allow automatic calibration to maximize agreement with A/B metrics. Effectively calibrating these credit functions would allow users of interleaved comparisons to automatically identify credit functions that maximize agreement with arbitrary $\mathrm{A} / \mathrm{B}$ metrics.

For instance, we define a credit function that captures user satisfaction. We filter out clicks $c$ that have a low satisfaction probability sat $(c)$ by thresholding this probability using a threshold $t_{s}$. This leads to the following credit function:

$$
\begin{equation*}
\delta\left(C_{A}\right)^{t_{s}}=\sum_{c \in C_{A}} \mathbf{1}\left(\operatorname{sat}(c)>t_{s}\right) \tag{5.8}
\end{equation*}
$$

The threshold, $t_{s}$ in this case, of such a parametrized credit function can be tuned to maximize agreement with $A / B$ metrics. We define two such parameterized functions, the first click-based, as shown above, the second time-based. We list our parameterized credit functions in the second part of Table 5.3.

### 5.5.4 Combined Credit Functions

Now that we have several credit functions, as listed in the first two sections of Table 5.3, we can take it a step further and start combining them. We propose to combine the interleaving credit functions in a weighted linear combination:

$$
\begin{equation*}
T D I^{\mathbf{w}}(A, B)=\frac{1}{|Q|} \sum_{q \in Q} \sum_{w_{i} \in \mathbf{w}} w_{i} \delta_{i}\left(C_{A}^{q}\right)-w_{i} \delta_{i}\left(C_{B}^{q}\right) \tag{5.9}
\end{equation*}
$$

where $\mathbf{w}$ denotes the weights used to combine several credit functions. We thus define the interleaving preference as a weighted sum of credit functions we introduced earlier.

In the original TDI, we have a single credit function as defined in the first row of Table 5.3 and a weight vector of $\mathbf{w}=(1)$.

### 5.5.5 Maximizing Agreement with $A / B$ Metrics

We return to our initial goal, to optimize the agreement between interleaving metrics and $\mathrm{A} / \mathrm{B}$ metrics, and present a method for automatically tuning interleaving credit functions to maximize agreement with a given $\mathrm{A} / \mathrm{B}$ metric. Together with the parameterized and combined credit functions presented above, this allows us to tune interleaving to an arbitrary $\mathrm{A} / \mathrm{B}$ metric. Our approach treats the $\mathrm{A} / \mathrm{B}$ metric as a black box presented by an experimenter who presumably selected this metric for some reason.

## 5. Predicting A/B Testing with Interleaved Comparisons

Table 5.3: Definitions for interleaving credit functions. The $\delta\left(C_{A}\right)$ functions give credit to ranker $A$ based on attributes of the clicked documents assigned to ranker $A$. The last row computes a combination of credit functions above it. To obtain credit for ranker $B$, the function can be called as $\delta\left(C_{B}\right)$. For details see Section 5.5.2.

Credit functions designed to match $\mathbf{A} / \mathbf{B}$ metrics (cf., 5.5.2)

|  |  | $\delta\left(C_{A}\right)=$ |
| :---: | :---: | :---: |
| TDI | Number of clicks on ranker A | $\left\|C_{A}\right\|$ |
| $T D I @ 1$ | Number of clicks on documents that A ranks first | $\sum_{c \in C_{A}} \mathbf{1}\left(\operatorname{rank}_{A}(c)=1\right)$ |
| $T D I_{S}$ | Number of SAT clicked documents contributed by A | $\sum_{c \in C_{A}} 1($ is_sat $(c))$ |
| $T D I_{S} @ 1$ | Number of SAT clicked document ranked first by A | $\sum_{c \in C_{A}} \mathbf{1}\left(\operatorname{is\_ sat}(c)\right) \cdot \mathbf{1}\left(\operatorname{rank}_{A}(c)=1\right)$ |
| $T D I_{T}$ | Time to clicks on documents contributed by A | $\sum_{c \in C_{A}} \operatorname{time}(c)$ |
| $T D I_{T} @ 1$ | Time to clicks on documents ranked first by A | $\sum_{c \in C_{A}} 1\left(\operatorname{rank}_{A}(c)=1\right) \cdot \operatorname{time}(c)$ |
| $T D I_{T, S}$ | Time to SAT clicks on documents contributed by A | $\sum_{c \in C_{A}} \mathbf{1}($ is_sat $(c)) \cdot \operatorname{time}(c)$ |
| $T D I_{T, S} @ 1$ | Time to SAT clicks on documents ranked first by A | $\sum_{c \in C_{A}} \mathbf{1}\left(\operatorname{rank}_{A}(c)=1\right) \cdot \mathbf{1}($ is_sat $(c)) \cdot \operatorname{time}(c)$ |

Parameterized credit functions (cf., 5.5.3)

|  | $\delta\left(C_{A}\right)=$ |
| :---: | :---: |
| $\begin{array}{ll} \hline T D I_{S}^{t_{s}}, & \text { Number of clicks with SAT } \\ t_{s} \in & \text { probability } \geq t_{s}, \text { on } \\ \{0.1 \ldots 0.9\} \text { documents contributed by } \\ & \text { ranker A } \end{array}$ | $\sum_{c \in C_{A}} \mathbf{1}\left(\operatorname{sat}(c) \geq t_{s}\right)$ |
| $\begin{array}{ll} T D I_{T, S}^{t_{s}}, & \text { Time to clicks with SAT } \\ t_{s} \in \quad \text { probability } \geq t_{s}, \text { on } \\ \{0.1 \ldots 0.9\} \text { documents contributed by } \\ & \text { ranker } \mathrm{A} \geq t_{s} \end{array}$ | $\sum_{c \in C_{A}} \mathbf{1}\left(\operatorname{sat}(c) \geq t_{s}\right) \cdot \operatorname{time}(c)$ |
| Combined credit function (cf., 5.5.4) | $\delta\left(C_{A}\right)=$ |
| $\begin{aligned} & T D I_{T, S}^{\mathrm{w}}, \quad \text { Weighted combination of the } \\ & w_{i} \in \quad \text { credit functions above } \\ & \{0.1 \ldots 0.9\} \end{aligned}$ | $\sum_{w_{i} \in \mathbf{w}} w_{i} \delta_{i}\left(C_{A}\right)$ |

```
Algorithm 9 Maximizing Agreement
Require: Ranker pairs \(C=\left(\left(A_{1}, B_{1}\right), \ldots,\left(A_{n}, B_{n}\right)\right)\), A/B metric \(A B\)
    Init: test agreements \(A \leftarrow[]\), weights \(W \leftarrow[]\)
    for all \(n \leq N\) do // \(N\) repetitions
        \(S \leftarrow\) sample_with_rep \((C,|C|) \quad / /\) bootstrap sample, train set
        \(\hat{\mathbf{w}} \leftarrow \underset{\mathbf{w}}{\arg \max } \sum_{(A, B) \in S} \mathbf{1}\left(O_{T D I}^{\mathbf{w}}(A, B)=O_{A B}(A, B)\right)\)
        \(O \leftarrow C \backslash S \quad\) // 'out of bag' sample, test set
        \(A \leftarrow A+\frac{1}{|O|} \sum_{(A, B) \in O} \mathbf{1}\left(O_{T D I}^{\hat{\mathbf{w}}}(A, B)=O_{A B}(A, B)\right)\)
```

        \(W \leftarrow W+\hat{\mathbf{w}} \quad / /\) append weight vector
    Output: weights mean \((W)\), agreement mean \((A)\)
    The weights introduced in Equation 5.9 can be optimized such that we maximize the agreement of this interleaving outcome with a given $A / B$ metric:

$$
\begin{equation*}
\hat{\mathbf{w}}=\underset{\mathbf{w}}{\arg \max } \sum_{(A, B) \in S} \mathbf{1}\left(O_{T D I}^{\mathbf{w}}(A, B)=O_{A B}(A, B)\right) . \tag{5.10}
\end{equation*}
$$

I.e., we maximize the number of times the outcome of an $\mathrm{A} / \mathrm{B}$ comparison agrees with the outcome of an interleaving comparison for all of ranker comparisons $S$, in our case the 38 comparisons described in Section 5.4.1.

To implement and validate the maximization step in Equation 5.10, we use the bootstrap procedure presented in Algorithm 9. This takes as input a set $C$ of pairs of rankers that have been compared (such as those described in described in Section 5.4.1) and an A/B metric such as $A B$. For $N$ repetitions, a bootstrap sample $S$ of size $|C|$ is taken from $C$. On this sample we compute $\hat{\mathbf{w}}$ using Equation 5.10 for all $\mathbf{w}$ we consider. We validate the agreement that this weight vector $\hat{\mathbf{w}}$ gives on unseen data and we report the mean $\hat{\mathbf{w}}$ and mean agreement. In our experiments $N=100$ and we consider $\mathbf{w}=\left(w_{1}, \ldots, w_{n}\right)$, where $w_{i} \in\{0,0.01 \ldots 1\}$.

We use the same procedure to optimize the parameters $t_{s}$ of the parameterized credit functions described in Section 5.5.3. Instead of computing the argmax on line 4 over all $\mathbf{w}$, we compute the optimal $\hat{t_{s}}$ :

$$
\begin{equation*}
\hat{t_{s}}=\underset{t_{s}}{\arg \max } \sum_{(A, B) \in S} \mathbf{1}\left(O_{T D I}^{t_{s}}(A, B)=O_{A B}(A, B)\right) . \tag{5.11}
\end{equation*}
$$

### 5.6 Experiments and Results

In Section 5.4, we examined the agreement between TDI and $\mathrm{A} / \mathrm{B}$ metrics, and the sensitivity of both types of comparison methods. Depending on the $\mathrm{A} / \mathrm{B}$ metric, agreement ranges from random up to $75 \%$, while sensitivity of TDI is on average two orders of magnitude higher than that of $\mathrm{A} / \mathrm{B}$ metrics. In this section we evaluate our new interleaving

Table 5.4: Agreement of matching interleaving credit functions (designed to match A/B metric parameters). Boldface indicates values significantly different from 0.5 (two-sided binomial test, $p=0.05$ ). On the diagonal are metrics for which parameters are designed to match (gray background). Best agreement per A/B metric (row) is underlined.

|  |  | Interleaving Credit |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A/B Metric | $T D I$ | $T D I @ 1$ | $T D I_{S}$ | $T D I_{S} @ 1$ | $T D I_{T}$ | $T D I_{T} @ 1$ | $T D I_{T, S}$ | $T D I_{T, S} @ 1$ |
| $A B$ | 0.63 | 0.66 | $\mathbf{0 . 8 4}$ | 0.66 | 0.61 | 0.61 | 0.58 | 0.53 |
| $A B @ 1$ | $\mathbf{0 . 7 1}$ | $\mathbf{0 . 6 8}$ | $\mathbf{0 . 7 6}$ | 0.63 | 0.63 | 0.47 | 0.55 | 0.55 |
| $A B_{S}$ | $\mathbf{0 . 7 1}$ | $\mathbf{0 . 6 8}$ | $\mathbf{0 . 8 7}$ | $\mathbf{0 . 6 8}$ | $\mathbf{0 . 6 8}$ | 0.58 | 0.61 | 0.55 |
| $A B_{S} @ 1$ | $\mathbf{0 . 7 6}$ | $\mathbf{0 . 6 8}$ | $\underline{\mathbf{0 . 8 2}}$ | 0.63 | $\mathbf{0 . 7 4}$ | 0.53 | 0.61 | 0.50 |
| $A B_{T}$ | 0.53 | 0.55 | 0.47 | 0.55 | $\underline{\mathbf{0 . 7 1}}$ | 0.55 | $\mathbf{0 . 6 8}$ | 0.58 |
| $A B_{T} @ 1$ | 0.45 | 0.47 | 0.45 | 0.58 | $\underline{0.63}$ | 0.58 | 0.61 | 0.61 |
| $A B_{T, S}$ | 0.47 | 0.55 | 0.53 | $\underline{\mathbf{0 . 7 1}}$ | 0.66 | 0.66 | 0.58 | 0.53 |
| $A B_{T, S} @ 1$ | 0.42 | 0.50 | 0.53 | $\underline{0.66}$ | 0.61 | $\underline{0.66}$ | 0.58 | 0.58 |

credit functions. First, we analyze what level of agreement can be reached by matching interleaving credit functions with the parameters of $A / B$ metrics. Second, we evaluate our parameterized credit functions, and our method for optimizing agreement with $A / B$ metrics.

### 5.6.1 Matching A/B Credit

In our first set of experiments, we evaluate our matching credit functions. These are designed to match the parameters of the $\mathrm{A} / \mathrm{B}$ metric that we wish to optimize, as explained in Section 5.5.2. For instance, for the target $\mathrm{A} / \mathrm{B}$ metric $A B_{S}$ we classify observed clicks on interleaving impressions using the same classifier used by the $\mathrm{A} / \mathrm{B}$ comparison, and only assign interleaving credit for satisfied clicks. As we study $8 \mathrm{~A} / \mathrm{B}$ metrics, this gives rise to 8 possible variants of TDI with matching credit functions.

Table 5.4 shows the agreement between each A/B metric and each variant of TDI. In the first column, we see the agreement between baseline TDI and each $A / B$ metric, computing each as previously defined. The lowest agreement is observed between the original $T D I$ and the $\mathrm{A} / \mathrm{B}$ metric $A B_{T, S} @ 1$, at $42 \%$. The highest agreement is observed between $T D I_{S}$ and the $\mathrm{A} / \mathrm{B}$ metric it is designed to optimize $\left(A B_{S}\right)$, with $87 \%$. Given the small sample of 38 comparisons, only the agreement rates above $68 \%$ are statistically significantly different from random agreement, and are shown in bold in the table. These compare favorably with typical inter-judge agreement rates in offline evaluations of around $65 \%$ [196], and with the bounds on A/B self-agreement $A B_{S u b}, A B_{U p}$ in Table 5.2.

We note that using different credit functions often increases agreement between $A / B$ metrics and TDI. However, interestingly the maximal agreement is often not seen when the A/B metric matches the credit function used for interleaving. This can be observed by comparing the metrics that match in terms of their parameters (indicated by the gray cells in Table 5.4), to the ones that achieved highest agreement (underlined). For example, agreement with $A B_{S}$ is maximized by $T D I_{S}$, but agreement with $A B_{T, S}$ is maximized by


Figure 5.2: Power for TDI with matching credit functions (assuming two-sided t-test with $\alpha=0.05$, as described in Section 5.4.2). The black line denotes $A B_{S}$, the $\mathrm{A} / \mathrm{B}$ metric with most power.
$T D I_{S} @ 1$. A reason for this is the interplay between bias and noise. By more aggressively removing noise in the interleaving comparison (in this case, by only considering SAT clicks at the top position), we may increase agreement with related A/B metrics, even those for which there is bias due to a slight mismatch between the interleaving and $\mathrm{A} / \mathrm{B}$ metric.

Our results show that agreement between interleaving and $A / B$ comparisons can be substantially improved by matching interleaving credit parameters to those of the target $\mathrm{A} / \mathrm{B}$ metrics. We also need to ensure that in doing so, we do not decrease the sensitivity of interleaving. Intuitively, removing observations (e.g., clicks beyond the first position) may reduce sensitivity. On the other hand, if the removed observations are noisy, the interleaving signal may actually become more discriminative, and sensitivity can be increased.

Figure 5.2 shows the power for TDI with replaced scoring functions. We see that TDI with matching credit functions typically has lower power than standard TDI. In particular, sensitivity decreases for time-based metrics, which may also explain the relatively lower agreement between time-based interleaving credit functions and A/B metrics. However, the power of these variants of TDI is still 1 to 2 orders of magnitude larger than the power of the A/B metric with the most power. Sensitivity is increased by $T D I_{S}$, the credit function that also shows highest agreement. This result indicates that focusing interleaving credit on low-noise clicks is a very promising way to achieve both high sensitivity and good agreement with user satisfaction metrics.

The results of the analysis in this section motivate the next set of questions. Given a target $\mathrm{A} / \mathrm{B}$ metric, what is the best credit function that should be applied to TDI? Just as the correct credit function may not be the same as the target $A / B$ metric, the parameters of the credit function may need to be tuned. And, once we automatically optimize the parameters of interleaving credit functions, to what degree do optimal values generalize to unseen ranker comparisons? We address these questions next.

Table 5.5: Agreement for $T D I_{S}^{t_{s}}, T D I_{T, S}^{t_{s}}$, and $T D I_{T, S}^{\mathbf{w}}$. Parameters $t_{s}$ and $\mathbf{w}$ are chosen to maximize agreement with the A/B metrics on held out data, standard deviation is reported in brackets. Higher agreement than $T D I$ is indicated in bold face. Statistically significant improvements over $T D I$ are indicated by $\boldsymbol{\wedge}(p<0.01)$ (losses ${ }^{\mathbf{\nabla}}$ ).

| A/B Metric | TDI | (a) $T D I_{S}^{t_{s}}$ |  | (b) $T D I_{T, S}^{t_{s}}$ |  | (c) $T D I_{T, S}^{\mathrm{w}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Agree | $t_{s}$ | Agree | $t_{s}$ | Agree | $w_{1}$ | $w_{2}$ |
| $A B$ | 0.63 | 0.82 | 0.76 (0.09) | $0.53{ }^{\text {「 }}$ | $0.52{ }_{(0.40)}$ | $0.84{ }^{\text {4 }}$ | 1.00 (0.00) | 0.00 (0.00) |
| $A B @ 1$ | 0.71 | $0.79{ }^{\text {® }}$ | 0.74 (0.19) | $0.54{ }^{\text {V }}$ | 0.40 (0.32) | $0.75{ }^{\text { }}$ | 1.00 (0.00) | $0.05{ }_{(0.22)}$ |
| $A B_{S}$ | 0.71 | $0.84{ }^{\text {4 }}$ | 0.76 (0.09) | $0.48{ }^{\text {V }}$ | $0.29{ }_{(0.31)}$ | $0.85{ }^{\text {4 }}$ | 1.00 (0.00) | $0.00{ }_{(0.00)}$ |
| $A B_{S} @ 1$ | 0.76 | $0.84{ }^{\text {¢ }}$ | $0.68{ }_{(0.24)}$ | $0.48{ }^{\text {V }}$ | $0.37{ }_{(0.32)}$ | $0.82{ }^{\text {® }}$ | 1.00 (0.00) | $0.02{ }_{(0.14)}$ |
| $A B_{T}$ | 0.53 | $0.47{ }^{\text {V }}$ | 0.67 (0.28) | $0.67{ }^{\text { }}$ | $0.54{ }_{(0.27)}$ | $0.68{ }^{\text {4 }}$ | $0.99{ }_{\text {(0.11) }}$ | $0.90{ }_{(0.30)}$ |
| $A B_{T} @ 1$ | 0.45 | $0.49{ }^{\text {® }}$ | $0.57{ }_{\text {(0.35) }}$ | $0.62{ }^{\text {s }}$ | $0.61{ }_{(0.34)}$ | $0.56{ }^{4}$ | 0.96 (0.22) | $0.79_{(0.41)}$ |
| $A B_{T, S}$ | 0.47 | 0.46 | 0.46 (0.38) | $0.61{ }^{\text {s }}$ | $0.41{ }_{(0.30)}$ | $0.63{ }^{\text {4 }}$ | 0.91 (0.30) | $0.88{ }_{\text {(0.33) }}$ |
| $A B_{T, S} @ 1$ | 0.42 | $0.52{ }^{\text {4 }}$ | $0.30{ }_{(0.39)}$ | $0.62{ }^{\text {s }}$ | $0.42{ }_{(0.34)}$ | $0.50{ }^{\text {4 }}$ | $0.06{ }^{(0.65)}$ | $0.25{ }_{(0.41)}$ |

### 5.6.2 Parameterized Credit Functions

One way to increase agreement of TDI with $\mathrm{A} / \mathrm{B}$ metrics is to take an interleaving credit function with parameters (see Section 5.5.3) and tune the parameters towards a given A/B metric. For instance, previous work has shown that it is possible to estimate the probability that a given click indicates user satisfaction [110]. While an $\mathrm{A} / \mathrm{B}$ metric such as $A B_{S}$ must incorporate a threshold below which clicks are not considered to indicate user satisfaction, the threshold for TDI need not be the same. Rather, we can find the optimal threshold $t_{s}$ for $T D I_{S}^{t_{s}}$ at which to consider a click as satisfied. This optimization procedure might lead to reduced variance, and thereby increase agreement with $\mathrm{A} / \mathrm{B}$ metrics.

We use the maximization procedure described in Section 5.5.5 and in particular Equation 5.11 to find an optimal threshold for each A/B metric we consider. Note that, as opposed to experiments in the previous section, here we obtain averages over $N=100$ iterations of the maximization procedure, instead of averages over the 38 comparisons. This allows us to perform statistical significance testing using a one-sample two-sided student's t-test. In our result table we indicate statistically significant improvements over $T D I$ by ${ }^{\boldsymbol{\wedge}}(p<0.01)$ (losses ${ }^{\mathbf{v}}$ ). Also, as opposed to before, we now measure to what extend our optimized credit functions generalize to unseen data.

The results for maximizing agreement of $T D I_{S}^{t_{s}}$ are shown in column (a) in Table 5.5. In the table, we see substantially and signficantly increased agreement rates of up to $84 \%$ for the $\mathrm{A} / \mathrm{B}$ metrics that only depend on clicks, reducing disagreement rates by between $6 \%$ and $20 \%$. E.g., in Table 5.5, for $t_{s}=0.76$ in the first row means that clicks predicted to have less than a $76 \%$ chance of indicating satisfaction are ignored. This causes 58\% of clicks to be ignored on average. We see that across many folds, the optimal value is between 0.67 and 0.85 , and we found that the precise value does not impact the outcome significantly.

Interestingly, the optimal threshold at which clicks should be included in the score


Figure 5.3: Power for (a) $T D I_{S}^{t_{s}}$, (b) $T D I_{T, S}^{t_{s}}$, and (c) $T D I_{T, S}^{\mathbf{w}}$. Parameters $t_{s}$ and $\mathbf{w}$ maximize agreement with $\mathrm{A} / \mathrm{B}$ metrics (in brackets) on held out data (see Table 5.5). The upper black line denotes $T D I$, the lower $A B_{S}$, the $\mathrm{A} / \mathrm{B}$ metric with most power. Note that the differences between methods measured at 0.8 power are typically of interest.
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calculation are around $t_{s}=0.75$, which is lower than the $t_{s}=0.8$ which is used in the $A B_{S}$ and $A B_{S} @ 1 \mathrm{~A} / \mathrm{B}$ metrics. It is equally interesting that learning such a threshold changes agreement between TDI and time-based A/B metrics much less but generally decreases it, and selects a $t_{s}$ threshold that is much lower.

In contrast, if we take the credit function $T D I_{T, S}^{t_{s}}$, that does take time as well as satisfaction into account and if we learn the same threshold $t_{s}$, then in column (b) of Table 5.5 we see a very different result than before in column (a). Now, the agreement between TDI and A/B metrics that incorporate time increases substantially and significantly (from $42-53 \%$ to $61-67 \%$, a net disagreement error reduction of between $4 \%$ and $22 \%$ ) while disagreement increases significantly with the non-time based metrics. Now, for the time based metrics we also outperform the baseline $A B_{S u b}$ which uses as many query impressions as TDI does (see Table 5.2).

These observed changes in agreement exhibit the same pattern as seen when tuning a simpler threshold on satisfaction (as reported in column (a) in Table 5.5). In particular, tuning a feature of an interleaving method that does not represent a measure included in the $\mathrm{A} / \mathrm{B}$ metric, reduces agreement with this $\mathrm{A} / \mathrm{B}$ metric. We hypothesize that this is due to the maximization procedure failing to find a optimal value that generalizes well to unseen data, as the target $\mathrm{A} / \mathrm{B}$ metrics that are based only on clicks have low correlation with the credit function we are optimizing. These results motivate our next approach: optimize a combination of interleaving credit functions that best matches a given $\mathrm{A} / \mathrm{B}$ metric.

But first, we look at what happens to the power of TDI when we optimize parameters of a credit function. Results are in Figures 5.3 (a) and 5.3 (b). We see that again, the power for our adjusted interleaving credit functions lies between standard TDI and the A/B metric with the highest power. In other words, we increased agreement while maintaining an advantage in terms of power over $\mathrm{A} / \mathrm{B}$ comparisons.

### 5.6.3 Combined Credit Functions

As we saw in the previous section and in columns (a) and (b) in Table 5.5, for different types of $\mathrm{A} / \mathrm{B}$ metrics we need different interleaving credit functions to increase agreement. Optimizing a single parameter $\left(t_{s}\right)$ for a single credit function proved not powerful enough. In this section we use the maximization procedure described in Section 5.5.5 and in particular Equation 5.10 to find weights $\mathbf{w}$ for a weighted combination of already optimized credit functions that maximizes agreement. That is, for each A/B metric we take the threshold $t_{s}$ that in the previous section maximized agreement. Note that we only optimize a weighted combination of two credit functions, namely, we learn $w_{1}$ for $T D I_{S}^{\hat{t_{s}}}$ and $w_{2}$ for $T D I_{T, S}^{\hat{s}_{s}}$. The intuition behind this simple model is that it should be able to capture attributes of each of the A/B metrics.

We obtain the results presented in column (c) in Table 5.5. Where in the previous section, in columns (a) and (b) in Table 5.5, we obtained average agreement of $65 \%$ and $57 \%$ respectively, now we obtain an average agreement of $70 \%$. Agreement with all individual $\mathrm{A} / \mathrm{B}$ metrics increased significantly from $42-76 \%$ to $50-85 \%$. Interestingly, we see that the weights $w_{1}$ and $w_{2}$ that are the result of the optimization procedure are mostly selecting ( $w_{2} \approx 0$ ) the $T D I_{S}^{\hat{t}_{s}}$ credit function for the click based A/B metrics. While the time based $\mathrm{A} / \mathrm{B}$ metrics additionally put weight $\left(w_{2} \gg 0\right)$ on the time based credit
function $T D I_{T, S}^{\hat{t_{s}}}$.
Lastly, turning to the sensitivity, in Figure 5.3 (c) we see that also for the combined credit functions sensitivity stayed 1 to 2 orders of magnitude higher compared to $\mathrm{A} / \mathrm{B}$ metrics.

### 5.7 Conclusion

In this chapter, we showed how to optimize interleaving outcomes to agree better with a given target $\mathrm{A} / \mathrm{B}$ metric, while maintaining the sensitivity advantage of interleaved comparisons over $\mathrm{A} / \mathrm{B}$ tests. We started by analyzing the agreement of team draft interleave (TDI) with a set of $8 \mathrm{~A} / \mathrm{B}$ metrics based on combinations of click count, click positions, satisfied clicks, and time to click signals. To enable this analysis, we introduced a method for comparing $\mathrm{A} / \mathrm{B}$ and interleaved comparison metrics in terms of power and agreement across varying sample sizes. We found that, while TDI is very sensitive, its agreement with user satisfaction $\mathrm{A} / \mathrm{B}$ metrics on realistic ranking evaluations is low, from random up to $76 \%$.

Results of this analysis motivated our approach. We proposed to replace the default credit function of TDI with novel credit functions that take richer user signals into account. In particular, we designed sets of credit functions that (1) match the parameters of $A / B$ metrics, (2) are parameterized, and (3) combine (parameterized) credit functions. To automatically tune the parameters of these last credit functions, we further introduced a bootstrapping algorithm that can automatically maximize agreement with arbitrary $\mathrm{A} / \mathrm{B}$ metrics.

Our empirical results, obtained on 38 paired experiments with a total of 3 billion clicks, showed that our approach can substantially and significantly increase agreement with $A / B$ metrics. In particular, learning a combination of parameterized credit functions resulted in agreement of up to $85 \%$, improving the agreement with $\mathrm{A} / \mathrm{B}$ metrics by up to $22 \%$ (almost halving these disagreements). We also showed that the sensitivity for all our adapted versions of TDI is still 1 to 2 orders of magnitude higher than that of $\mathrm{A} / \mathrm{B}$ metrics.

Despite the 3 billion clicks we used, we only studied 38 ranker comparisons. This constitutes the largest shortcoming of our work. Our 38 data points were often too few to draw generalizable conclusions.

The most important implication of our results is that it enables, for the first time, the integration of rich user satisfaction signals with highly sensitive interleaved comparison methods. This will dramatically reduce the required sample sizes, and therefore cost, of such online evaluations.

Lastly, there is a sample cost of getting the data needed to train our methods. Our methods our supervised training methods that can only be applied when $A B$ tests interleaved comparisons have been performed on the same ranker pairs.

### 5.8 Future Work

There are a number of opportunities for further work that our results open up. First, if it were possible to generate larger data set, beyond the 38 ranker comparisons we
currently use, it may be possible to learn more sophisticated credit functions with even higher agreement with the target $\mathrm{A} / \mathrm{B}$ metric. This would allow us to combine more credit functions than we currently do without overfitting the learned models. More data would also open the way to development of yet more sophisticated (learned) credit functions, e.g., to take into account session-level or task-level features. Also, our approach does not currently take magnitude and uncertainty in the A/B test label of individual experiments into account. Lastly, we would like to measure agreement with statistically significant A/B outcomes. Again, we would require more ranker comparisons for such an analysis.

## Part II

## Online Learning to Rank

## 6

# Learning Parameters for Existing Rankers using Users Interactions 

In this chapter we study the problem of optimizing an individual base ranker using clicks. Surprisingly, while there has been considerable attention for using clicks to optimize linear combinations of base rankers such as the models described in Section 2.1.3, the problem of optimizing an individual base ranker using clicks has been ignored. The problem is different from that of optimizing linear combinations of base rankers as the scoring function of a base ranker may be highly non-linear. For the sake of concreteness, we focus on the optimization of a specific base ranker, viz. best match 25 (BM25) [146]. We start by showing that significant improvements in performance can be obtained when optimizing the parameters of BM25 for individual data sets. We also show that it is possible to optimize these parameters from clicks, i.e., without the use of manually annotated data, reaching or even beating manually tuned parameters.

This chapter is based on a paper by Schuth, Sietsma, Whiteson, and de Rijke [162].

### 6.1 Introduction

Traditional approaches to evaluating or optimizing rankers are based on manually created explicit relevance judgments (see Section 2.2). Recent years have witnessed a range of alternative approaches for the purpose of evaluating or optimizing rankers, which reduce or even avoid the use of explicit manual judgments. One type of approach is based on pseudo test collections, where judgments about query-document pairs are automatically generated by repurposing naturally occurring labels such as hashtags or anchor texts [10, 13, 21].

Another type of approach is based on the use of implicit signals (see Section 2.3). The use of implicit signals such as click data to evaluate or optimize retrieval systems has long been a promising alternative or complement to explicit judgments [30, 90, 92, 96, 144]. Evaluation methods that interpret clicks as absolute relevance judgments have often been found unreliable [144]. In some applications, e.g., for optimizing the click-through rate in ad placement and web search, it is possible to learn effectively from click data, using various learning to rank methods, often based on bandit algorithms. Click models can effectively leverage click data to allow more accurate evaluations with relatively little editorial data. Moreover, interleaved comparison methods have been developed that use
clicks not to infer absolute judgments but to compare rankers by observing clicks on interleaved result lists [79] (see Section 2.3.3).

The vast majority of work on click-based evaluation or optimization has focused on optimizing a linear combination of base rankers, thereby treating those rankers as black boxes [82, 83, 207]. See Section 2.1.3 for an overview of these retrieval models. Rankers, as discussed earlier, are functions that map documents to a ranking given a query. Rankers can either be based on a combination of these retrieval models or a single retrieval model can be taken as a ranker. In this chapter we do the latter. We take single retrieval models and refer to them as base rankers.

In this chapter, we try to break open the black boxes that base rankers often are and examine whether online learning to rank can be leveraged to optimize the base rankers themselves. Surprisingly, even though a lot of work has been done on improving the weights of base rankers in a combined learner, there is no previous work on online learning of the parameters of base rankers and there is a lot of potential gain from this new form of optimization. We investigate whether individual base rankers can be optimized using clicks. This question has two key dimensions. First, we aim to use clicks, an implicit signal, instead of explicit judgments. The topic of optimizing individual base rankers such as a model called term frequency times inverse document frequency (TF.IDF) [171], BM25 [146], or divergence from randomness (DFR) [8] has received considerable attention over the years but that work has almost exclusively used explicit judgments. Second, we work in an online setting while previous work on optimizing base rankers has almost exclusively focused on a more or less traditional, Cranfield-style, offline setting (see Section 2.2.1).

Importantly, the problem of optimizing base rankers is not the limiting case of the problem of optimizing a linear combination of base rankers where one has just one base ranker. Unlike the scoring function that represents a typical online learning to rank solution, the scoring function for a single base ranker is not necessarily linear. A clear example is provided by the well-known BM25 ranker [146], which has three parameters that are related in a non-linear manner: $k_{1}, k_{3}$ and $b$.

In this chapter, we pursue the problem of optimizing a base ranker using clicks by focusing on BM25. Currently, it is common practice to choose the parameters of BM25 according to manually tuned values reported in the literature, or to manually tune them for a specific setting based on domain knowledge or a sweep over a number of possible combinations using guidance from an annotated data set [60, 185]. We propose an alternative by learning the parameters from click data. Our goal is not necessarily to improve performance over manually tuned parameter settings, but rather to obviate the need for manual tuning.

Specifically, the research questions we aim to answer in this chapter are as follows, and repeated from Section 1.1.

RQ8 How good are the manually tuned parameter values of BM25 that are currently used? Are they optimal for all data sets on average? Are they optimal for individual data sets?

RQ9 Is it possible to learn good values of the BM25 parameters from clicks? Can we approximate or even improve the performance of BM25 achieved with manually
tuned parameters?

The contributions of this chapter are the following.
Learn Parameters of Base Rankers The insight that we can potentially achieve significant improvements of state-of-the-art learning to rank approaches by learning the parameters of base rankers, as opposed to treating them as black boxes which is currently the common practice.

Case Study with BM25 A demonstration of how parameters of an individual base rankers such as BM25 can be learned from clicks using the dueling bandit gradient descent approach.

Parameter Space of BM25 We provide insight into the parameter space of a base ranker such as BM25.

We have incorporated the above contributions in Section 1.2 where we give a complete overview of all contributions of this thesis.

### 6.2 Related Work

Related work comes in two main flavors: (1) work on ranker evaluation or optimization that does not use traditional manually created judgments, and (2) specific work on optimizing BM25 .

We refer to Section 2.3 for an extensive overview of online evaluation methods, also used in this chapter. Section 2.5 provides background on online learning to rank, relevant to this chapter. In particular, in that section Algortihm 2 lists the dueling bandit gradient descent (DBGD) [207] learning method that is used in this chapter. DBGD requires pairwise preferences as feedback. This can be an interleaved comparison method (see Section 2.3.3). In this chapter, we use probabilistic interleave (PI) [79], an interleaved comparison method that uses clicks not to infer absolute judgments but to compare base rankers by observing clicks on interleaved result lists; we use this relative feedback not only to optimize a linear combination of base rankers, as has been done before, but also to optimize an individual ranker. Our optimization method uses this relative feedback in a dueling bandit algorithm, where pairs of rankers are the arms that can be pulled to observe a click as relative feedback [82, 83, 207].

Our case study into optimizing an individual base ranker using clicks focuses on BM25, a parameterized (with parameters $k_{1}, k_{3}$ and $b$ ) combination of term frequency (TF), inverse document frequency (IDF) and query term frequency (cf. Section 6.3.1). A good general introduction to this ranker was written by Robertson and Zaragoza [147], while detailed coverage of early experiments aimed at understanding the model's parameters can be found in a paper by Sparck Jones et al. [174]. Improvements to standard BM25 have previously been investigated by Svore and Burges [179], who apply BM25 to different document fields and then use a machine learning approach to combine the results on these different fields. However, there the parameters of BM25 are still set at a fixed value. Most similar to the work presented here is work by Taylor et al. [185] and Gao
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et al. [60]. There, however, the parameters of BM25 are optimized based on relevance labels, not clicks, in an offline learning setup, so that the parameters learned cannot be adapted while search takes place. Interestingly, over the years, different values of the key parameters in BM25 are used as manually tuned "default" values. E.g., Qin et al. [141] use $k_{1}=2.5, k_{3}=0, b=0.8$ for the .gov collection. They use $k_{1}=1.2, k_{3}=7$, $b=0.75$ for the OHSUMED collection, while Robertson and Walker [146] use $k_{1}=2.0$, $b=0.75$.

### 6.3 Methods

Today's state-of-the-art ranking models combine the scores produced by many base rankers and compute a combination of them to arrive at a high-quality ranking. In its simplest form, this combination can be a weighted sum:

$$
\begin{equation*}
s(q, d)=w_{1} \cdot s_{1}(q, d)+\cdots+w_{n} \cdot s_{n}(q, d), \tag{6.1}
\end{equation*}
$$

where $w_{i}$ is the weight of the base ranker $s_{i}(q, d)$ that operates on the query $q$ and document $d$. The base rankers may have internal parameters that influence their performance. We focus on one particular base ranker, BM25, which has three parameters that determine the weight applied to term frequency, inverse document frequency and other query or document properties in the BM25 scoring function.

Below, we first recall BM25 in full detail and then describe how we use clicks to optimize BM25's parameters.

### 6.3.1 Implementation of BM25

Several variants of BM25 are used in the literature. We use the variant that is used to compute the BM25 feature in the LETOR data set [141] (see Section 3.2). Given a query $q$ and document $d$, the BM25 score is computed as a sum of scores for every term $q_{i}$ in the query that occurs at least once in $d$ :

$$
\begin{equation*}
B M 25(q, d)=\sum_{q_{i}: t f\left(q_{i}, d\right)>0} \frac{i d f\left(q_{i}\right) \cdot t f\left(q_{i}, d\right) \cdot\left(k_{1}+1\right)}{t f\left(q_{i}, d\right)+k_{1} \cdot\left(1-b+b \cdot \frac{|d|}{\text { avgdl }}\right)} \cdot \frac{\left(k_{3}+1\right) \cdot q t f\left(q_{i}, q\right)}{k_{3}+q t f\left(q_{i}, q\right)} \tag{6.2}
\end{equation*}
$$

The terms used in this formula are:

- $i d f\left(q_{i}\right)$ (inverse document frequency): computed as

$$
\begin{equation*}
i d f\left(q_{i}\right):=\log \left(\frac{N-d f\left(q_{i}\right)+0.5}{d f\left(q_{i}\right)+0.5}\right), \tag{6.3}
\end{equation*}
$$

where $N$ is the total number of documents in the collection and $d f\left(q_{i}\right)$ is the number of documents in which the term $q_{i}$ occurs at least once;

- $t f\left(q_{i}, d\right)$ (term frequency): the number of times the term $q_{i}$ occurs in the document $d$;
- $q t f\left(q_{i}, q\right)$ (query term frequency): the number of times the term $q_{i}$ occurs in the query $q$;
- $\frac{|d|}{\text { avgdl }}$ : the length of the document, normalized by the average length of the documents in the collection;
- $k_{1}, b$, and $k_{3}$ : the parameters of BM25 that we want to optimize. Usually, $k_{1}$ is set to a value between 1 and $3, b$ is set somewhere around 0.8 and $k_{3}$ is set to 0 . Note that when $k_{3}$ is set to 0 the entire right part of the product in Equation 6.2 cancels out to 1 and can thus be ignored.


### 6.3.2 Learning from Clicks

Most learning to rank approaches learn from explicit, manually produced relevance assessments [124]. These assessments are expensive to obtain and usually produced in an artificial setting. More importantly, it is not always feasible to obtain the assessments needed. For instance, if we want to adapt a ranker towards a specific user or a group of users, we cannot ask explicit feedback from these users as it would put an undesirable burden upon these users.

Instead, we optimize rankers using clicks. It has been shown by Radlinski et al. [144] that interpreting clicks as absolute relevance judgments is unreliable. Therefore, we use a dueling bandit approach: the candidate preselection (CPS) method. This method was shown to be state-of-the-art by Hofmann et al. [83]. It is an extension of the dueling bandit gradient descent (DBGD) method, proposed in [207]. DBGD has been described extensively in Section 2.5 and is listed in Algorithm 2. Briefly, DBGD works as follows. The parameters that are being optimized are initialized. When a query is presented to the learning system, two rankings are generated: one with the parameters set at the current best values, another with a perturbation of these parameters. These two rankings are interleaved using probabilistic interleave [79, 81], which allows for the reuse of historical interactions. The interleaved list is presented to the user and we observe the clicks that the user produces, which are then used to determine which of the two generated rankings was best. If the ranking produced with the perturbed set of parameters wins the interleaved comparison, then the current best parameters are adapted in the direction of the perturbation. CPS is a variant of DBGD that produces several candidate perturbations and compares these on historical click data to decide on the most promising candidate. Only the ranking produced with the most promising perturbation is then actually interleaved with the ranking generated with the current best parameters and exposed to the user.

The difference between the current best ranker and the perturbed ranker is controlled by the parameter $\delta$. The amount of adaptation of the current best ranker in case the perturbed ranker wins is controlled by a second parameter, $\alpha$. Together, these parameters balance the speed and the precision with which the algorithm learns. If they are too big, the learning algorithm may oscillate, skip over optimal values and never converge to the optimum. If they are too small, the learning algorithm will not find the global optimum at all or not in a reasonable amount of time.

We aim to learn the BM25 parameters $k_{1}, b$ and $k_{3}$ from clicks, using the learning method described above. Because the parameters are of very different orders of magnitude, with $b$ typically ranging between 0.45 and 0.9 and $k_{1}$ typically ranging between 2 and 25 , we chose to use a separate $\delta$ and $\alpha$ for each parameter. This is necessary because what may be a reasonable step size for $k_{1}$ will be far too large for $b$. Therefore we have,
for example, a separate $\delta_{k_{1}}$ and $\delta_{b}$. This allows us to govern the size of exploration and updates in each direction.

### 6.4 Experiments

In this section, we detail our experimental setup in as far as it is different from the setup described in Chapter 3.

We design our experiments to answer RQ8 and RQ9. We investigate whether we can optimize the parameters of a base ranker, BM25, from clicks produced by users interacting with a search engine. Below, we first describe the data we use to address this question. Then we describe how our click-streams are generated, and our evaluation setup.

### 6.4.1 Data Sets

For all our experiments we use features extracted from the .gov collection that is also included in the LETOR data set [141], described in Section 3.2. The six sets of queries and relevance assessments we use in this chapter are based on TREC Web track tasks run from 2003 and 2004.

The data sets HP2003, HP2004, NP2003, and NP2004 implement navigational tasks: homepage finding and named-page finding, respectively. TD2003 and TD2004 implement an informational task: topic distillation. All six data sets contain between 50 and 150 queries and approximately 1,000 judged documents per query. These data sets have binary relevance.

We index the original gov collection to extract the low-level features such as term frequency and inverse document frequency that are needed for BM25. While indexing, we do not perform any pre-processing (e.g., no stemming, no stop word removal). We only extract features for the documents in the LETOR data set [141]. All the data sets we use are split by query for 5 -fold cross validation.

### 6.4.2 Clicks

To produce clicks, we use a click simulation framework that is analogous to [83], which is explained in [161] and in Section 3.3. Our framework simulates clicks using the dependent click model (DCM) [65].

Again following [83], we instantiate $P(C \mid R)$ and $P(S \mid R)$ as in Table 3.2. We only use the extreme instantiations as the data sets used in this chapter only have binary relevance. In this chapter, we use four instantiations of the click model: the perfect click model; the navigational click model; the informational; and the almost random click model.

### 6.4.3 Parameter Settings

We employ the learning approach described in Section 6.3.2. For CPS we use the parameters suggested by [83]: we use $\eta=6$ candidate perturbations and we use the $\lambda=10$ most recent queries. We initialize the weights of both the BM25 model and the LETOR features randomly. For the learning of BM25 in isolation, we set $\alpha_{b}=0.05$ and $\delta_{b}=0.5$. We computed the average ratio between $k_{1}$ and $\delta$ across the parameter values
that were optimal for the different data sets, and set $\alpha_{k_{1}}$ and $\delta_{k_{1}}$ accordingly. This ratio was 1 to 13.3 , so we set $\alpha_{k_{1}}=0.665$ and $\delta_{k_{1}}=6.65$. These learning parameters have been tuned on a held out development set.

### 6.4.4 Evaluation and Significance Testing

As evaluation metric, we use normalized discounted cumulative gain (nDCG) [89] on the top 10 results, measured on the test sets, following, for instance, $[179,185]$ (see Section 3.4). For each learning experiment, for each data set, we run the experiment for 2,000 interactions with the click model. We repeat each experiment 25 times and average results over the 5 folds and these repetitions. We test for significant differences using the paired $t$-test in answering RQ8 and the independent measures $t$-test for RQ9.

### 6.5 Results and Analysis

We address our two research questions, RQ8 and RQ9, in the following two subsections.

### 6.5.1 Measuring the Performance of BM25 with Manually Tuned Parameters

In order to answer RQ8, we compute the performance of BM25 with the parameters used in the LETOR data set [141]. The parameter values used there differ between the two document collections in the data set. The values that were chosen for the gov collection were $k_{1}=2.5, b=0.8$ and $k_{3}=0$. The values that were chosen for the OHSUMED collection were $k_{1}=1.2, b=0.75$ and $k_{3}=7$. We refer to these values as the manually tuned .gov or OHSUMED parameter values, respectively. Note that the manually tuned .gov parameter values were tuned to perform well on average, over all data sets.

The results of running BM25 with the .gov manual parameters (as described in Section 6.4) are in the first row of Table 6.1. We also experiment with different values of $k_{1}, b$ and $k_{3}$. We first tried a range of values for $k_{1}$ and $b$. For $k_{1}$ the range is from -1 to 30 with steps of 0.1 and for $b$ the range is for -0.5 to 1 with steps of 0.05 . The results are in Table 6.1. For each of the data sets, we include the parameter values that gave maximal nDCG scores (in bold face). For each value of $k_{1}$ and $b$, we show the performance on each data set and the average performance over all data sets.

The results show that when we average over all data sets, no significant improvements to the manually tuned .gov parameter values can be found. This is to be expected, and merely shows that the manual tuning was done well. However, for four out of six data sets, a significant improvement can be achieved by deviating from the manually tuned .gov parameter values for that particular data set. Furthermore, if we take the average optimal nDCG, weighted with the number of queries in each data set, we find an overall performance of 0.644 nDCG versus 0.613 nDCG when manually tuned parameters would be used. Thus, it pays off to optimize the parameters for specific data sets.

In cases where both $k_{1}$ and $b$ were different from the manually tuned .gov values, we also consider the results of combining $k_{1}$ with the manually tuned .gov value for $b$ and vice-versa. E.g., when $k_{1}=4.0$ and $b=0.5$, for the NP2004 data set the value of $b$ has a

Table 6.1: nDCG scores for various values of BM25 parameters $k_{1}$ and $b$, optimized for different data sets. The first and last row give the scores with parameters that have been manually tuned for the .gov and OHSUMED collections, respectively [141]. Other parameter values are chosen to produce maximal scores, printed in boldface, for the different data sets listed in the first column. For all results, $k_{3}=0$. Statistically significant improvements (losses) over the values manually tuned for .gov are indicated by ${ }^{\Delta}$ ( $p<$ $0.05)$ and $\boldsymbol{\Delta}(p<0.01)\left({ }^{\nabla}\right.$ and $\left.{ }^{\boldsymbol{\nabla}}\right)$.

|  | $k_{1}$ | $b$ | HP2003 | HP2004 | NP2003 | NP2004 | TD2003 | TD2004 | Overall |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .gov | 2.50 | 0.80 | 0.674 | 0.629 | 0.693 | 0.599 | 0.404 | 0.469 | 0.613 |
| HP2003 | 7.40 | 0.80 | 0.692 | 0.650 | $0.661^{\text { }}$ | 0.591 | $0.423{ }^{\text { }}$ | 0.477 | 0.614 |
| HP2004 | 7.30 | 0.85 | 0.688 | 0.672 ${ }^{\text {¢ }}$ | $0.657{ }^{7}$ | 0.575 | $0.423{ }^{\text { }}$ | $0.482^{\text {d }}$ | 0.613 |
|  | 2.50 | 0.85 | 0.671 | 0.613 | 0.682 | $0.579{ }^{\text {® }}$ | 0.404 | 0.473 | $0.605^{\text {® }}$ |
|  | 7.30 | 0.80 | 0.690 | 0.647 | $0.661{ }^{\text { }}$ | 0.592 | $0.423{ }^{\text {¹ }}$ | 0.477 | 0.613 |
| NP2003 | 2.60 | 0.45 | 0.661 | $0.572{ }^{\nabla}$ | 0.719 | 0.635 | $0.374^{\text { }}$ | $0.441^{\text {V }}$ | 0.607 |
|  | 2.50 | 0.45 | 0.660 | $0.572^{\square}$ | 0.718 | 0.635 | $0.37{ }^{\text { }}$ | $0.441^{\text { }}$ | 0.607 |
|  | 2.60 | 0.80 | 0.675 | 0.629 | 0.692 | 0.601 | 0.403 | 0.470 | 0.613 |
| NP2004 | 4.00 | 0.50 | 0.663 | 0.584 | 0.705 | 0.647 ${ }^{\text {® }}$ | $0.386^{\square}$ | $0.446^{*}$ | 0.609 |
|  | 2.50 | 0.50 | 0.663 | $0.573^{\nabla}$ | 0.713 | 0.635 | $0.381^{\text {¹ }}$ | $0.44{ }^{\text {『 }}$ | 0.607 |
|  | 4.00 | 0.80 | 0.680 | 0.645 | 0.683 | 0.605 | $0.414^{\triangle}$ | 0.474 | 0.616 |
| TD2003 | 25.90 | 0.90 | 0.660 | 0.597 | $0.515^{\text { }}$ | $0.478^{\text {V }}$ | 0.456 ${ }^{\triangle}$ | $0.489^{\text {® }}$ | $0.550^{\text { }}$ |
|  | 2.50 | 0.90 | 0.676 | 0.607 | 0.672 | $0.560^{*}$ | 0.405 | 0.471 | $0.600^{\text { }}$ |
|  | 25.90 | 0.80 | 0.645 | 0.576 | $0.535^{\text { }}$ | $0.493{ }^{\text { }}$ | 0.445 | 0.482 | $0.549^{\text { }}$ |
| TD2004 | 24.00 | 0.90 | 0.664 | 0.604 | $0.520^{\text {¹ }}$ | $0.481^{\text {V }}$ | $0.449^{\text {® }}$ | 0.491 ${ }^{\triangle}$ | $0.553^{\text { }}$ |
|  | 2.50 | 0.90 | 0.676 | 0.607 | 0.672 | $0.560^{\text { }}$ | 0.405 | 0.471 | $0.600^{\text { }}$ |
|  | 24.00 | 0.80 | 0.645 | 0.578 | $0.538^{\text {『 }}$ | $0.496^{*}$ | 0.446 | 0.482 | $0.550^{\text { }}$ |
| OHSUMED | 1.20 | 0.75 | $0.662^{\text {® }}$ | $0.589^{\text { }}$ | 0.703 | 0.591 | 0.398 | $0.461{ }^{\text { }}$ | $0.605^{\nabla}$ |

bigger impact than the value of $k_{1}$ : changing $k_{1}$ back to the manually tuned value causes a decrease of nDCG of 0.012 points, while changing $b$ to the manually tuned value gives a decrease of 0.042 points. However, in other cases the value of $k_{1}$ seems to be more important. E.g., for the TD2003 data set we can achieve an improvement of 0.041 points by changing $k_{1}$ to 25.9 , while keeping $b$ at the manually tuned 0.8 .

The bottom row in Table 6.1 shows the results of a BM25 ranker with the manually tuned OHSUMED parameter values. This ranker performs worse than the manually tuned .gov values averaged over all data sets, which, again, shows that it makes sense to tune these parameters, rather than just taking a standard value from the literature.

For the third parameter $k_{3}$, we performed similar experiments, ranging the parameter value from 0 to 1,000 . There were no significant differences in the resulting nDCG scores. The small differences that were present were in favor of the manually tuned value 0 . The fact that $k_{3}$ hardly has any influence on the performance is to be expected, considering the fact that $k_{3}$ weights the query term frequency (cf. Equation 6.2), the number of times one word appears in the query. For most query terms, the query term frequency will be 1 .


Figure 6.1: Optimization landscape for two parameters of BM25, $k_{1}$ and $b$, for the NP2004 data set measured with nDCG . White crosses indicate where individual runs of the learning algorithm plateaued when learning from clicks produced with the perfect click model. For the other five data set we experimented with we obtained a similar landscape with the peak on a different location.

Hence, the weight of this feature does not greatly affect the result.
Using these results, we are ready to answer our first research question RQ8. The manually tuned .gov values for $k_{1}$ and $b$ are quite good when we look at a combination of all data sets. When looking at different data sets separately, significant improvement can be reached by deviating from the values that were manually tuned for the entire collection. This shows that tuning of the parameters to a specific setting is a promising idea. Considering the last parameter $k_{3}$, the standard value was optimal for the data sets we investigated.

### 6.5.2 Learning Parameters of BM25 Using Clicks

In this section we answer RQ9: can we learn the parameters of BM25 from clicks? We aim to learn the parameters per data set from clicks. Our primary goal is not to beat the performance of the manually tuned .gov parameters. Should optimizing a base ranker such as BM25 prove successful, i.e., reach or even beat manually tuned values, the advantage is rather that optimizing the parameters no longer requires human annotations. Furthermore, learning of the parameters eliminates the need for domain-specific knowledge, which is not always available, or sweeps over possible parameter values, which cost time and cannot be done in an online setting.

To begin, we visualize the optimization landscape for the two BM25 parameters that matter: $k_{1}$ and $b$. We use the data obtained from the parameter sweep described in Section 6.5.1. The optimization landscape is unimodal and generally smooth when averaged over many queries, as illustrated by Figure 6.1 for the NP2004 data set. We find similar landscapes with peaks at different locations (listed in Table 6.1) for other data sets.

This observation suggests that a gradient descent approach such as DBGD is a suitable
learning algorithm. Note, however, that the online learning algorithm will never actually observe this landscape: it can only observe relative feedback from the interleaved comparisons and moreover, this feedback is observed on a per query basis.

Next, we optimize $k_{1}$ and $b$ for each individual data set using the four instantiations of our click model: perfect, navigational, informational, and almost random. The learning curves are depicted in Figure 6.2. Irrespective of the noise in the feedback, the learning method is able to dramatically improve the performance of BM25. For the perfect click model the final performance after 2000 queries is either on par with the manually tuned values used by Qin et al. [141] or above. We can, however, not always recover the gain we observe in the parameter sweep in Table 6.1 completely when learning from clicks.

For the NP2004 data set we plot the final parameter values that have been learned using the perfect click model in Figure 6.1. The final parameter values are clustered near the optimal value indicating that the learning method is indeed capable of finding the peak in the landscape. Final parameters for individual runs using each data set are depicted in Figure 6.3. We see that for each data set, the parameters converge to a different region. We also see that the manually tuned parameters are not included in any of these regions.

Performance generally degrades when clicks become less reliable. However, performance of the navigational click model is not much lower than the performance of the perfect click model. This is a promising result, since feedback from actual users will be noisy and our learning method should be able to deal with that.

The above experiments are all initialized with random starting parameters. If one knew a good starting point, learning could be sped up. E.g., we also initialized learning with the manually tuned .gov parameters ( $k_{1}=2.5$ and $b=0.8$ ) and observed that the plateau that was found was not different from the one we found with random initialization. It was, however, found in fewer than 200 queries, depending on the data set.

In conclusion, we can give a positive answer to the first part of RQ9. Learning good values for the BM25 parameters from user clicks is possible. As to the second part of RQ9, the optimized parameters learned form clicks lead to a performance of BM25 that approaches, equals or even surpasses the performance achieved using manually tuned parameters for all data sets.

### 6.6 Conclusion

In this chapter we investigated the effectiveness of using clicks to optimize base rankers in an online learning to rank setting. State-of-the-art learning to rank approaches use a linear combination of several base rankers to compute an optimal ranking. Rather than learning the optimal weights for this combination, we optimize the internal parameters of these base rankers. We focussed on the base ranker BM25 and aimed at learning these parameters of BM25 in an online setting using clicks.

Our results show that learning good parameters of BM25 from clicks is indeed possible. As a consequence, it is not necessary to hand tune these parameters or use human assessors to obtain labeled data. Learning with a dueling bandit gradient descent approach converges to near-optimal parameters after training with relative click feedback on about 1,000 queries. Furthermore, the performance of BM25 with these learned parameters approaches, equals or even surpasses the performance achieved using manually tuned


Figure 6.2: Learning curves when learning the parameters of BM25 using DBGD from clicks. Measured in nDCG on a holdout data set averaged over 5-fold cross validation and 25 repetitions. The clicks used for learning are produced by the perfect, navigational, informational and almost random click model. The horizontal gray lines indicate the performance for the manually tuned .gov (solid) and OHSUMED (dotted) parameters.


Figure 6.3: Parameter settings where individual runs of the learning algorithm plateaued when learning with the perfect click model for 2,000 queries.
parameters for all data sets. The advantage of our approach lies in the fact that the parameters can be learned automatically from implicit feedback, and that the parameters can be tuned specifically for different settings. The parameters learned from the data in the different data sets differ greatly from each other. More importantly, the performance gains we observed by tuning the parameters for a specific data set were significant for many of the data sets considered. We could, however, not always recover this gain completely when learning from clicks.

### 6.7 Future Work

For future work, it is interesting to see how the click-optimized versions of BM25 can improve the performance of a state-of-the-art learning to rank algorithm when BM25 is used as one query-document feature among many.

There are several ways in which the process of optimizing a base ranker can be integrated with state-of-the-art online learning to rank:

- First learn the optimal parameters of the base rankers in isolation, then use the optimized base rankers and learn the optimal weights of a linear combination of these base rankers.
- First learn the optimal weights of a linear combination of base rankers using either optimized or default parameter values for the individual base rankers and then learn the optimal parameters of the individual base rankers based on user clicks in reply to the outcome of the ensemble learning-to-rank algorithm.
- Learn the parameters of the base rankers and the weights of the ensemble together based on user clicks in reply to the outcome of the ensemble.

It would be interesting to see whether we can integrate this with the learning methods in Chapter 7. Those methods use the multileaved comparisons from Chapter 4. This allows
for exploring many more alternative rankers. This in turn may allow for learning the parameters of base rankers and the combination of base rankers simultaneously.

Additionally, we would like to investigate whether and to what extent parameters of other base rankers can be learned through the same procedure as we used in this chapter.

## 7

## Learning from Multileaved Comparisons

Modern search systems are based on dozens or even hundreds of ranking features such as the retrieval models described in Section 2.1.3. The dueling bandit gradient descent (DBGD) algorithm has been shown to effectively learn combinations of these features solely from user interactions (see Algorithm 2 on page 29). DBGD explores the search space by comparing a possibly improved ranker to the current production ranker. To this end, it uses interleaved comparison methods, which can infer with high sensitivity a preference between two rankings based only on interaction data (see Section 2.3.3). Recently introduced multileaved comparison methods, which can compare a set of rankings instead of just a pair, have been found to be even more sensitive, i.e., they require even less interaction data for reliable ranker comparisons (see Chapter 4).

In this chapter we propose an online learning to rank algorithm called multileave gradient descent (MGD) that extends DBGD to learn from multileaved comparison methods. We show experimentally that MGD allows for better selection of candidates than DBGD without the need for more comparisons involving users. An important implication of our results is that orders of magnitude less user interaction data is required to find good rankers when multileaved comparisons are used within online learning to rank. As a consequence, fewer users need to be exposed to possibly inferior rankers and our method allows search engines to adapt more quickly to changes in user preferences.

This chapter is based on work by Schuth, Oosterhuis, Whiteson, and de Rijke [167].

### 7.1 Introduction

Modern search engines base their rankings on combinations of dozens or even hundreds of features [124]. Learning to rank, i.e., finding an optimal combination of such features, is an active area of research (see Section 2.4).

Traditionally, learning was done offline by optimizing for performance on a training set consisting of queries and relevance assessments produced by human assessors. However, as described in Section 2.5, such data sets are time consuming and expensive to produce. Moreover, these assessments are not always in line with actual user preferences [155]. And since data of users interacting with a search engine are often readily available, research is focussing more on learning online instead [82, 92, 144, 207]. Online learning to rank methods optimize combinations of rankers while interacting with users of a search engine. While interacting with the search engine, users leave a trace of interaction data, e.g.,
query reformulations, mouse movements, and clicks, that can be used to infer preferences. Clicks have proven to be a valuable source of information when interpreted as a preference between either rankings [144] or documents [92]. In particular, when clicks are interpreted using interleaved comparison methods, they can reliably infer preferences between a pair of rankers [34, 92, 93].

Dueling bandit gradient descent (DBGD) [207] is an online learning to rank algorithm that learns from these interleaved comparisons. It uses the inferred preferences to estimate a gradient, which is followed to find a locally optimal ranker. At every learning step, DBGD estimates this gradient with respect to a single exploratory ranker and updates its solution if the exploratory ranker seems better. Exploring more than one ranker before updating towards a promising one could lead to finding a better ranker using fewer updates. However, when using interleaved comparisons, this would be too costly, since it would require pairwise comparisons involving users between all exploratory rankers. Instead, we propose to learn from comparisons of multiple rankers at once, using a single user interaction. In this way, our proposed method, multileave gradient descent (MGD), aims to speed up online learning to rank.

We propose two variants of MGD that differ in how they estimate the gradient. In MGD winner takes all (MGD-W), the gradient is estimated using one ranker randomly sampled from those who won the multileaved comparison. In MGD mean winner (MGD-M), the gradient is estimated using the mean of all winning rankers.

In this chapter, we answer the following research questions, repeated from Section 1.1.
RQ10 Can MGD learn faster from user feedback (i.e., using fewer clicks) than DBGD does?

RQ11 Does MGD find a better local optimum than DBGD?
RQ12 Which update approach, MGD-W or MGD-M, learns faster? Which finds a better local optimum?

Our contributions in this chapter are the following.
Online Learning to Rank Methods Two approaches, MGD-W and MGD-M, to using multileaved comparison outcomes in an online learning to rank method.

Extensive Evaluation Extensive empirical validation of our new methods via experiments on nine learning to rank data sets, showing that MGD-W and MGD-M outperform the state of the art in online learning to rank.

We have incorporated the above contributions in Section 1.2 where we give a complete overview of all contributions of this thesis.

In Section 7.2 we discuss related work. In Section 7.3 we introduce multileave gradient descent. In Section 7.4 we detail our experimental setup. Section 7.5 provides both results and their analysis. We conclude in Section 7.6.

### 7.2 Related Work

Related work for this chapter comes in two areas. First, there are learning to rank methods that have been introduced in Section 2.5. Particularly important for this chapter is the dueling bandit gradient descent (DBGD) method, which is described in more detail in that section and listed in Algorithm 2 on page 29. Second, there are evaluation methods in Section 2.3, of which the interleaving and multileaving methods play a crucial role in this chapter. Interleaving methods are described in more detail in Section 2.3.3.

In thesis, interleaving methods have been extended to multileaving methods that allow for comparisons of more than two rankers at once (see Chapter 4 and the work by Schuth et al. [163]). In particular, we extended team draft interleave (TDI) [144] to team draft multileave (TDM) and optimized interleave (OI) [143] to optimized multileave (OM). TDM forms part of our motivation of this chapter and is discussed in detail in Chapter 4 where multileaving methods are introduced.

If $n$ rankers must be compared, an interleaving method such as TDI needs $n \cdot(n-1)$ queries to determine how they all relate to each other. By contrast, for TDM, a user's query is passed to all $n$ rankers at once. These rankers each produce their rankings, which are integrated into a single ranking using a team selection process similar to that of TDI. However, there now are $n$ teams that take turns. ${ }^{1}$ This implies that, in case $n$ is larger than the number of slots in the interleaved list, some teams may not be represented. Inferring which team wins is now done by counting the number of clicked documents for each team. The result is a partial ordering over the $n$ rankers. Thus, only a single query, instead of $n \cdot(n-1)$ queries, is needed to compare all $n$ rankers. Of course, many queries are still needed for a reliable comparison, and potentially more so than with TDI. However, it was shown that this tradeoff can be quite favorable for TDM [163]. Note that TDM reduces to TDI for $n=1$.

Our work in this chapter is different from the work mentioned above in that our online learning to rank methods are the first to learn from multileaving comparison feedback. So far, online learning to rank methods only learned from pairwise preferences between either documents or rankers. Our methods are the first to learn from $n$-way preferences between rankers.

### 7.3 Multileave Gradient Descent

In this section, we propose a new algorithm called multileave gradient descent (MGD).

### 7.3.1 Extending DBGD with Multileaving

MGD is shown in Algorithm 10. As in DBGD, which is shown in Algorithm 2, MGD learns from online feedback and uses a current best ranker, which is updated based on user feedback. For each query, MGD uses the current best ranker to create a ranking. Subsequently, on lines 4 through $7, n$ exploratory candidate rankers are generated along with their corresponding rankings. Unlike DBGD, which is restricted to a single candidate

[^10]```
Algorithm 10 Multileave Gradient Descent (MGD).
Require: \(n, \alpha, \delta, \mathbf{w}_{0}^{0}\), update \((\mathbf{w}, \alpha,\{\mathbf{b}\},\{\mathbf{u}\})\)
    for \(t \leftarrow 1 . . \infty\) do
        \(q_{t} \leftarrow\) receive_query \((t) \quad / /\) obtain a query from a user
        \(\mathbf{1}_{0} \leftarrow\) generate_list \(\left(\mathbf{w}_{t}^{0}, q_{t}\right) \quad / /\) ranking of current best
        for \(i \leftarrow 1 \ldots n\) do
            \(\mathbf{u}_{t}^{i} \leftarrow\) sample_unit_vector ()
            \(\mathbf{w}_{t}^{i} \leftarrow \mathbf{w}_{t}^{0}+\delta \mathbf{u}_{t}^{i} \quad\) // create a candidate ranker
            \(\mathbf{1}_{t}^{i} \leftarrow\) generate_list \(\left(\mathbf{w}_{t}^{i}, q_{t}\right) \quad / /\) exploratory ranking
        \(\mathbf{m}_{t}, \mathbf{t}_{t} \leftarrow\) TDM_multileave \(\left(\mathbf{l}_{t}\right) \quad / /\) multileaving and teams
        \(\mathbf{c}_{t} \leftarrow\) receive_clicks \(\left(\mathbf{m}_{t}\right) \quad / /\) show multileaving to the user
        \(\mathbf{b}_{t} \leftarrow\) TDM_infer \(\left(\mathbf{t}_{t}, \mathbf{c}_{t}\right) \quad / /\) set of winning candidates
        if \(\mathbf{w}_{t}^{0} \in \mathbf{b}_{t}\) then
            \(\mathbf{w}_{t+1}^{0} \leftarrow \mathbf{w}_{t}^{0} \quad\) // if current best among winners, no update
        else
            \(\mathbf{w}_{t+1}^{0} \leftarrow \operatorname{update}\left(\mathbf{w}_{t}^{0}, \alpha, \mathbf{b}_{t}, \mathbf{u}_{t}\right) \quad / /\) Algorithm 11 or 12
```

```
Algorithm 11 MGD update function: winner takes all (MGD-W).
Require: w, \(\alpha\), b, u
    // in \(\mathbf{b}\) are only winners
    \(\mathbf{b}^{j} \leftarrow\) pick_random_uniformly \((\mathbf{b})\)
    return \(\mathbf{w}+\alpha \mathbf{u}^{j}\)
```

ranker during comparison, MGD can handle multiple candidate rankers because it uses multileaving, which on line 8 creates a single document list out of the $n$ rankings. After observing user clicks on this ranker, on line 9 , a set of rankers that won the comparison is inferred. In our case, TDM is used and thus the set of winners contains the candidate(s) that received the greatest number of clicks. If the current best ranker is among the winners, then no candidate is considered to be better and no update is performed. However, if not, the current best ranker is updated accordingly on line 14 , using one of two update methods described in Section 7.3.2. In this way, MGD incrementally improves the current best ranker.

By comparing multiple candidates at each iteration the probability of finding a better candidate ranker than the current best is expected to increase. Furthermore, adding more rankers to the comparison increases the expected value of the resulting ranker, since the candidate rankers will also compete with each other. Correspondingly, the intuition behind MGD is that the use of multileaving improves the learning speed compared to DBGD. It should be noted, though, that the quality of the document list presented to the user may decrease: as MGD is more exploratory than DBGD, i.e., multileaving lets more candidate rankers add documents to the list, thus the current best ranker is exploited less than in the DBGD case.

### 7.3.2 Multileave Approaches to Gradient Descent

DBGD generates each candidate ranker by sampling a unit sphere uniformly and adding

```
Algorithm 12 MGD update function: mean winner (MGD-M).
Require: \(\mathbf{w}, \alpha, \mathbf{b}, \mathbf{u} \quad / /\) in \(\mathbf{b}\) are only winners
    1: return \(\mathbf{w}+\alpha \frac{1}{|\mathbf{u}|} \sum_{\mathbf{b}^{j} \in \mathbf{b}} \mathbf{u}^{j}\)
```

the resulting unit vector to the current best ranker. For the MGD approaches in this chapter this procedure was repeated $n$ times to create a set of $n$ candidate rankers. However, this approach might have the drawback that it can produce identical or very similar candidate rankers. Thus it is possible that during an iteration identical candidates are compared, potentially compromising the exploratory benefits of using MGD. But since the dimensionality of the feature space is expected to be much greater than the number of candidates, it is most unlikely that the set contains similar rankers.

The simple update method of DBGD is only applicable to a single winning candidate ranker. Conversely, MGD requires an approach to infer an update from a winning set of candidate rankers. We introduce two approaches for performing updates: MGD winner takes all (MGD-W) and MGD mean winner (MGD-M) displayed in Algorithms 11 and 12, respectively. MGD-W picks a random candidate ranker out of the set of winners and performs the DBGD update as if it were the only winner. This has the disadvantage that all other winning candidates are discarded, but it has the advantage that the update is performed towards a candidate that was part of the comparison. MGD-M, on the other hand, takes the mean of the winning candidate rankers and performs the DBGD update as if the mean was the only winner. In contrast with MGD-W, MGD-M uses all the winning candidates in its update. However, the update is performed towards the mean of the winning rankers, thereby assuming that the mean of all winners is preferred over the current best ranker, despite the two not having been directly compared. Thus, updates could actually harm the current best ranker. However, this risk also exists for MGD-W since user interaction is expected to contain noise and can result in poor candidate ranker winning a comparison. Note that both methods reduce to DBGD for $n=1$.

An alternative way of comparing many candidate rankers without having to do many comparisons with users involved, is DBGD with candidate pre-selection (CPS) [83]. However, this method reuses historical interaction data which it requires to be generated stochastically using potentially unsafe rankings [143]. MGD is a new way of comparing candidates that does not have this drawback.

### 7.4 Experiments

In this section, we detail our experimental setup in as far as it is different from the general setup described in Chapter 3. Our experiments are designed to answer the research questions posed in Section 7.1. We are interested in whether and how our newly introduced algorithm MGD (RQ10) learns faster than DBGD; (RQ11) converges to a better optimum compared to DBGD; and (RQ12) how the two variants MGD-W and MGD-M compare to each other.

All our experiments assume a stream of independent queries coming from users interacting with the system we are training. Users are presented with a result list in response to their query and may or may not interact with the list by clicking on one or
more documents. The queries come from static data sets (Section 7.4.1) and the clicks from a click model (Section 7.4.2). In Section 7.4.3 we describe the experiments we run. Our evaluation measures are described in Section 7.4.4.

### 7.4.1 Data Sets

Our experiments in this chapter are conducted on all nine data sets described in Section 3.2.

### 7.4.2 Simulating Clicks

We use the setup described by Hofmann [77] to simulate user interactions. For details see Section 3.3. In this chapter, we use four instantiations of the cascade click model (CCM) as listed in Table 3.2: perfect, navigational, informational and almost random.

### 7.4.3 Experimental Runs

To evaluate the effect of the number of candidates $n$ that are being contrasted in a multileave experiment, both flavors of multileave gradient descent, MGD-W and MGD-M, are run with $n \in\{1,2,6,9,20\}$. We included $n=9$ to capture the case where all documents in the top top $\kappa=10$ come from different rankers. We write MGD-W-n (MGD-M- $n$ ) to indicate settings in which we run MGD-W (MGD-M) with $n$ candidates.

In our experiments we contrast the performance of MGD-W and MGD-M with each other as well as with the DBGD baseline. A run of both MGD methods with $n=1$ is included to verify wether this setting has no significant difference with DBGD. All but one of our experiments consist of 1,000 iterations (i.e., simulated user impressions). We repeat each experiment 25 times on each data fold resulting in 125 runs over each data set. We run one set experiment with many more iterations to test convergence. This experiment was run with 100,000 query impressions and the same number of repetitions. In total, our results are based on over 86 M simulated query impressions.

The parameters of the MGD algorithm are set according to the current standard for DBGD [207]. Accordingly, the candidates were generated with $\delta=1$, updates for DBGD were performed with $\alpha=0.01$, and zeros used for initialization of $\mathbf{w}_{0}^{0}$. For MGD we increased the learning rate to $\alpha=0.03$ by tuning it on NP2003 (see Section 7.5.4).

### 7.4.4 Evaluation

As evaluation metric, we use normalized discounted cumulative gain (nDCG) [89] on the top 10 results, measured on the test sets, following, for instance, $[179,185]$ (see Section 3.4). For each learning experiment, for each data set, we run the experiment for 1,000 interactions with the click model.

We measure offline performance by computing the average nDCG score of the current best ranker over a held-out set. Furthermore, since the user experience with MGD may be inferior to the existing DBGD algorithm, online performance is also assessed, by computing the cumulative nDCG over the results shown to the user.

To verify whether differences are statistically significantly different, a two tailed Student's $t$-test is used both for the offline and the the online condition.

Table 7.1: Offline score ( nDCG ) after 1,000 query impressions of each of the algorithms for the 3 instantiations of the DCM [65] (see Table 3.2). Bold values indicate maximum performance per data set and click model. Statistically significant improvements (losses) over the DBGD baseline are indicated by ${ }^{\Delta}(p<0.05)$ and $\boldsymbol{\Delta}(p<0.01)\left(\nabla\right.$ and $\left.{ }^{\nabla}\right)$.

perfect click model

| DB | 0.766 | 0.710 | 0.299 | 0.730 | 0.715 | 0.303 | 0.381 | 0.476 | 0.443 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MGD-W-2 | 0.771 | 0.705 | 0.314 | 0.731 | 0.726 | 0.306 | 0.392 ^ | 0.480 | 0.445 |
| GD-W-4 | 0.771 | 0.712 | 0.318 | 0.742 | 0.732 | 0.310 | 0.396 ^ | 0.481 | 0.447 |
| MGD-W-6 | 0.778 | 0.712 | 0.314 | 0.745 | 0.725 | 0.308 | 0.398 ^ | 0.479 | 0.444 |
| MGD-W-9 | 0.774 | 0.713 | 0.314 | 0.744 | 0.725 | 0.311 | $0.400^{\text {® }}$ | 0.481 | $0.430{ }^{\nabla}$ |
| MGD-W-20 | 0.776 | 0.710 | 0.314 | $0.749{ }^{\triangle}$ | 0.726 | 0.308 | 0.396 ^ | 0.480 | 0.438 |
| MGD-M-2 | 0.771 | 0.712 | 0.312 | 0.743 | 0.730 | 0.311 | 0.392 ^ | 0.480 | 0.443 |
| MGD-M-4 | 0.777 | 0.711 | 0.317 | 0.742 | 0.729 | $0.315^{\text {® }}$ | 0.400 ^ | . 482 | 0.447 |
| MGD-M-6 | 0.779 | 0.716 | 0.320 | $0.747{ }^{\triangle}$ | 0.725 | $0.312{ }^{\triangle}$ | 0.402 ^ | 0.481 | 0.447 |
| MGD-M-9 | 0.780 | 0.714 | $0.322{ }^{\triangle}$ | $0.747{ }^{\triangle}$ | 0.726 | 0.311 | $0.406^{\text { }}$ | 0.484 | 0.437 |
| MGD-M-20 | 0.777 | 0.714 | $0.321{ }^{\triangle}$ | $0.747{ }^{\triangle}$ | 0.724 | $0.316^{\text { }}$ | $0.408{ }^{\text {® }}$ | 0.484 | 0.446 |

navigational click model

| DBGD | 0.725 | 0.672 | 0.281 | 0.676 | 0.693 | 0.281 | 0.370 | 0.460 | 0.433 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MGD-W-2 | $0.766^{\text {® }}$ | 0.702 ^ | $0.306^{\text {® }}$ | 0.732 ^ | $0.715^{\text {- }}$ | 0.303 ^ | 0.372 | 0.466 | 0.438 |
| MGD-W-4 | 0.769 ^ | 0.708 ^ | $0.314^{\text {® }}$ | 0.735 ^ | $0.720^{\text {s }}$ | $0.307{ }^{\text {® }}$ | 0.380 ^ | 0.469 | 0.437 |
| MGD-W-6 | $0.772{ }^{\text {® }}$ | $0.705^{\text {¢ }}$ | $0.312^{\text {¢ }}$ | $0.738{ }^{\text {® }}$ | $0.721^{\text {® }}$ | $0.304{ }^{\text {4 }}$ | $0.382^{\text {^ }}$ | 0.468 | 0.431 |
| MGD-W-9 | 0.771 ^ | 0.708 ^ | $0.304{ }^{\triangle}$ | 0.738 ^ | 0.725 - | 0.304 ^ | 0.388 ^ | $0.470^{\triangle}$ | 0.431 |
| MGD-W-20 | 0.771 ^ | $0.710^{\text {s }}$ | $0.314^{\text {¢ }}$ | 0.738 ^ | $0.721^{\text {¢ }}$ | $0.304^{\text {4 }}$ | $0.386^{\text {4 }}$ | 0.470 | 0.432 |
| MGD-M-2 | $0.766^{\text {® }}$ | 0.703 ^ | 0.302 | $0.726^{\text {® }}$ | $0.717^{\text {® }}$ | 0.301 ^ | 0.376 | 0.467 | 0.435 |
| MGD-M-4 | 0.768 ^ | $0.705^{\text {4 }}$ | $0.312{ }^{\text {¢ }}$ | $0.738{ }^{\text {® }}$ | $0.721^{\text {® }}$ | $0.305^{\text {4 }}$ | $0.385^{\text {¢ }}$ | 0.468 | 0.435 |
| MGD-M-6 | $0.772{ }^{\text {® }}$ | $0.707^{\text {¢ }}$ | 0.309 ^ | $0.736^{\text {4 }}$ | $0.723^{\text {4 }}$ | $0.305^{\text {¢ }}$ | $0.387^{\text {® }}$ | $0.473{ }^{\text {s }}$ | 0.437 |
| MGD-M-9 | 0.771 ^ | $0.710^{\text {s }}$ | $0.317^{\text {¢ }}$ | $0.741^{\text {® }}$ | $0.724^{\text {4 }}$ | 0.302 ^ | $0.391{ }^{\text {® }}$ | $0.472{ }^{\triangle}$ | 0.436 |
| MGD-M-20 | $0.769^{\text {^ }}$ | $0.711{ }^{\text {® }}$ | $0.318{ }^{\text {4 }}$ | $0.741{ }^{\text {s }}$ | 0.720 - | $0.306^{\text {® }}$ | $0.390{ }^{\text {^ }}$ | $0.472{ }^{\triangle}$ | 0.437 |

informational click model

|  | 0.460 | 0.4 | 0.1 | 0.4 | 0.4 | 0. | 0.323 | 0.419 | 0.40 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MGD-W-2 | $0.677{ }^{\text {® }}$ | $0.585{ }^{\text { }}$ | 0.223 ^ | 0.625 | 0.629 ^ | 0.233 | $0.338{ }^{\text {d }}$ |  |  |
| MGD-W-4 | 0.722 ^ | $0.636{ }^{\text {® }}$ | 0.253 ^ | . 667 | 0.662 ^ | 0.258 ^ | 0.343 ^ | 0.4 | 0.422 |
|  | 0.727 | . 652 」 | 249 ^ | . 67 | $0.669^{\text {- }}$ | . 272 - | 0.344 | . 44 |  |
| MGD-W-9 | $0.727^{\text {® }}$ | $0.656{ }^{\text {® }}$ | $0.264^{\text {® }}$ | 0.679 ^ | $0.670^{\text {® }}$ | 0.259 ^ | $0.339^{\text {® }}$ | 0.434 | 0.418 |
| GD-W-2 | 0.729 | 0.649 | 0.252 | $0.675{ }^{\text {® }}$ | 0.66 | 0.26 | 0.34 | . 43 | 0.415 |
|  | 0.696 | . 606 | . 241 | . 634 | . 645 | . 246 | . 333 | . 430 | . $421{ }^{\triangle}$ |
|  | $0.736^{\text {¢ }}$ | $659{ }^{\text {® }}$ | 276 ^ | . $685^{\text { }}$ | . $688{ }^{\text {^ }}$ | $0.27{ }^{\text {^ }}$ | . $350{ }^{\text {® }}$ | . 443 | $0.427^{\text {® }}$ |
| -6 | 0.742 ^ | $0.667^{\text {® }}$ | . 275 ^ | $0.692{ }^{\text {s }}$ | . $688{ }^{\text {® }}$ | . 278 | . 351 | . 448 | 427 |
| -9 | $0.745^{\text {^ }}$ | $0.681{ }^{\text { }}$ | 0.283 ^ | $0.710{ }^{\text {s }}$ | 0.698 ^ | $0.284^{\text {4 }}$ | $0.361{ }^{\wedge}$ | $0.454{ }^{\text {4 }}$ | 0.425 |
| MGD-M-20 | 0.752 ^ | $0.677^{\text {® }}$ | 0.295 | $0.703{ }^{\text {^ }}$ | $0.703{ }^{\text {® }}$ | $0.291{ }^{\text {® }}$ | $0.356^{\text {® }}$ | 0.45 | ${ }^{ \pm}$ |

Table 7.2: Online score (discounted cumulative nDCG, see Section 7.4.4) for the 3 instantiations of the DCM [65] (see Table 3.2). Bold values indicate maximum performance per data set and click model. Statistically significant improvements (losses) over the DBGD baseline are indicated by ${ }^{\Delta}(p<0.05)$ and $\boldsymbol{\Delta}(p<0.01)\left(\nabla\right.$ and $\left.{ }^{\boldsymbol{\nabla}}\right)$.

|  |  |  | Oิ Nิ Nิ |  | $\begin{aligned} & \text { さे } \\ & \underset{N}{2} \\ & \text { Z } \end{aligned}$ |  | $\begin{aligned} & \text { No } \\ & \underset{\alpha}{2} \\ & i \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| perfect click model |  |  |  |  |  |  |  |  |  |
| DBGD | 95.88 | 97.79 | 36.28 | 97.93 | 102.92 | 42.92 | 60.11 | 78.17 | 70.43 |
| MGD-W-2 | $110.77^{\text {4 }}$ | 101.71 * | $41.19{ }^{\text {® }}$ | 100.92 | 106.69 * | $38.15{ }^{\text {V }}$ | 60.49 | 78.79 | 72.58 ^ |
| MGD-W-4 | $112.96{ }^{\text {® }}$ | 103.42 ¢ | $42.36{ }^{\text {® }}$ | $104.44{ }^{\text {® }}$ | $108.94^{\text {® }}$ | $38.50{ }^{\text {V }}$ | $61.33{ }^{\triangle}$ | 78.52 | 72.73 ^ |
| MGD-W-6 | $113.37^{\text {® }}$ | 104.13 * | $43.00^{\text {® }}$ | 104.79 | $110.02^{\text {® }}$ | $38.13{ }^{\text {V }}$ | $61.22^{\triangle}$ | 78.76 | 72.73 ^ |
| MGD-W-9 | $114.66{ }^{\text {® }}$ | $105.79{ }^{\text {® }}$ | $43.53{ }^{\text {® }}$ | $107.22{ }^{\text {® }}$ | $110.27^{\text {® }}$ | $38.39^{\text {V }}$ | 60.62 | 78.12 | 70.32 |
| MGD-W-20 | $116.25{ }^{\text {® }}$ | $104.96{ }^{\text {® }}$ | $44.43{ }^{\text {® }}$ | $106.23{ }^{\text {® }}$ | $109.94{ }^{\text {® }}$ | $39.79{ }^{\nabla}$ | 60.28 | 78.07 | 72.42 ^ |
| MGD-M-2 | 111.23 | $101.42^{\text {® }}$ | $41.26^{\text {® }}$ | $101.67{ }^{\triangle}$ | $108.24{ }^{\text {® }}$ | 37.51 | $61.43{ }^{\text {® }}$ | 79.08 | $72.74{ }^{\text {® }}$ |
| MGD-M-4 | $113.91^{\text {® }}$ | 103.48 ¢ | $42.64^{\text {® }}$ | 103.58 ¢ | $109.70^{\text {® }}$ | $38.39^{\text {V }}$ | $61.85{ }^{\text {® }}$ | 79.11 | $72.84{ }^{\text {® }}$ |
| MGD-M-6 | $113.46{ }^{\text {® }}$ | $104.25^{\text {® }}$ | $43.22{ }^{\text {® }}$ | $105.31^{\text {^ }}$ | $109.80{ }^{\text {® }}$ | $38.68{ }^{\text {V }}$ | 61.00 | 78.97 | 72.78 ^ |
| MGD-M-9 | 115.81 | $105.09^{\text {® }}$ | $44.02{ }^{\text {® }}$ | $106.79{ }^{\text {4 }}$ | $110.88{ }^{\triangle}$ | $38.38{ }^{\text {『 }}$ | 60.64 | 77.88 | 70.97 |
| MGD-M-20 | 115.67 ^ | $104.75^{\text {4 }}$ | $44.50{ }^{\text {® }}$ | $107.05^{\text {® }}$ | 110.51 ^ | $40.18{ }^{\nabla}$ | $61.57{ }^{\text {® }}$ | 78.69 | 72.51 ^ |
| navigational click model |  |  |  |  |  |  |  |  |  |
| DBGD | 78.79 | 85.83 | 32.21 | 80.61 | 90.92 | 37.46 | 58.07 | 76.04 | 66.99 |
| MGD-W-2 | $105.53{ }^{\text {4 }}$ | 95.55 ^ | $38.54{ }^{\text {4 }}$ | 92.59 | $100.96{ }^{\text {® }}$ | 35.72 | $59.24{ }^{\triangle}$ | 77.18 | $71.34^{\text {4 }}$ |
| MGD-W-4 | 110.07 ¢ | $100.22{ }^{\text {¢ }}$ | $41.58{ }^{\text {® }}$ | $100.37^{\text {® }}$ | 105.81 ^ | 37.90 | $59.57{ }^{\triangle}$ | $78.18{ }^{\text {^ }}$ | $72.00^{\text {® }}$ |
| MGD-W-6 | 109.97 | $101.36^{\text {¢ }}$ | $41.66^{\text {® }}$ | $101.00^{\text {¢ }}$ | $107.07^{\text {® }}$ | 38.21 | 60.18 ^ | 77.88 ^ | $72.62^{\text {4 }}$ |
| MGD-W-9 | $113.17{ }^{\text {® }}$ | $101.7{ }^{\text {® }}$ | $43.03{ }^{\text {® }}$ | $102.54{ }^{\text {4 }}$ | $106.63{ }^{\text {® }}$ | 39.04 | $60.71{ }^{\wedge}$ | 77.91 ^ | 72.69 ^ |
| MGD-W-20 | $112.18{ }^{\text {4 }}$ | $101.85^{\text {® }}$ | $42.24{ }^{\text {® }}$ | 102.82 ^ | 107.02 * | 39.28 | $60.55{ }^{\text {® }}$ | 77.77 - | $72.39{ }^{\text {4 }}$ |
| MGD-M-2 | $106.27{ }^{\text {4 }}$ | 94.34 ^ | 39.21 ^ | $94.70^{\text {^ }}$ | $103.34^{\text {® }}$ | 36.40 | 59.65 ^ | 77.72 ^ | 71.04 ^ |
| MGD-M-4 | $109.44{ }^{\text {4 }}$ | 99.22 ^ | $41.02^{\text {4 }}$ | 99.01 ${ }^{\text {® }}$ | $105.82^{\text {¢ }}$ | 38.09 | 60.25 ^ | $78.16^{\text {® }}$ | 72.49 |
| MGD-M-6 | $110.70^{\text {¢ }}$ | $100.56{ }^{\text {¢ }}$ | $42.45{ }^{\text {® }}$ | $102.04{ }^{\text {¢ }}$ | $106.04{ }^{\text {® }}$ | 38.28 | 60.31 ^ | 77.84 ^ | $72.79{ }^{\text {® }}$ |
| MGD-M-9 | $112.30^{\text {¢ }}$ | $102.95{ }^{\triangle}$ | $42.74{ }^{\text {® }}$ | $103.96{ }^{\text {® }}$ | 107.41 ^ | 39.55 | 60.36 ^ | 77.89 ^ | 72.71 ^ |
| MGD-M-20 | $111.38{ }^{\text {¢ }}$ | 102.23 * | $43.10{ }^{ \pm}$ | 102.88 - | 106.78 * | 38.79 | 60.21 ^ | $78.23{ }^{\text {® }}$ | 72.53 * |

informational click model

| DBGD | 48.23 | 50.42 | 22.46 | 43.36 | 59.58 | 27.76 | 55.60 | 71.94 | 62.99 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MGD-W-2 | $72.76{ }^{\text {^ }}$ | 64.09 | 25.94 ^ | $62.61{ }^{\text {^ }}$ | 69.48 | 26.52 | 55.83 | 73.33 | 66.39 |
| MGD-W-4 | 78.49 ^ | 73.02 * | $29.34{ }^{\text {4 }}$ | 70.73 ^ | 78.97 | 28.21 | 56.04 | 74.31 | $67.70^{\text {® }}$ |
| MGD-W-6 | $81.96{ }^{\text {4 }}$ | $73.66^{\text {® }}$ | $30.84{ }^{\text {4 }}$ | $70.90{ }^{\text {® }}$ | $81.44{ }^{\text {¢ }}$ | 29.12 | 56.24 | 74.86 | $67.75^{\text {® }}$ |
| MGD-W-9 | $85.14{ }^{\text {4 }}$ | $77.57{ }^{\text {® }}$ | $30.26{ }^{\text {® }}$ | $73.60{ }^{\text {® }}$ | 82.86 | 28.45 | 56.09 | 73.64 | 68.48 ^ |
| MGD-W-20 | $84.44{ }^{\text {4 }}$ | $74.65^{\text {® }}$ | $29.91^{\text {® }}$ | $69.06{ }^{\text {® }}$ | 81.78 * | 28.56 | 56.18 | 73.09 | 67.51 ^ |
| MGD-M-2 | 70.70 ^ | 66.03 | 27.33 ^ | 61.78 ^ | 71.30 | 27.29 | 56.28 | 73.35 | $67.15^{\text {4 }}$ |
| MGD-M-4 | 84.38 ^ | $76.41{ }^{\text {® }}$ | $28.98{ }^{\text {4 }}$ | 72.82 ^ | 82.12 * | 28.44 | 56.58 | 74.45 * | $68.75{ }^{\text {® }}$ |
| MGD-M-6 | 85.51 ^ | 76.37 * | $31.55^{\text {® }}$ | 73.52 ^ | $83.05^{\text {4 }}$ | 28.59 | 56.88 | $74.26{ }^{\text { }}$ | $67.97{ }^{\text {® }}$ |
| MGD-M-9 | $87.84{ }^{\text {4 }}$ | $81.04{ }^{\text {® }}$ | $32.45{ }^{\text {® }}$ | 75.81 ^ | $86.05{ }^{\text {® }}$ | $30.21{ }^{\triangle}$ | 55.91 | 74.50 ^ | $68.65^{\text {® }}$ |
| MGD-M-20 | 86.73 ^ | $80.99^{\text {® }}$ | $32.07{ }^{\text {® }}$ | $76.72{ }^{\text {® }}$ | 82.92 ^ | 29.68 | 56.57 | $73.99^{\text {^ }}$ | $68.50{ }^{\text {® }}$ |



Figure 7.1: Offline performance ( nDCG ) on MGD-W and MGD-M with varying number of candidates compared to DBGD on the NP2003 data set for the perfect, navigational and informational click model.


Figure 7.2: Online performance (discounted cumulative nDCG ) on MGD-W and MGD-M with varying number of candidates compared to DBGD on the NP2003 data set for perfect, navigational and informational click model instantiations.

### 7.5 Results and Analysis

In this section we present the results of our experiments and answer the research questions posed in Section 7.1. Furthermore, in Section 7.5.4, we investigate the effect of $n$, the number of candidates, and $\alpha$, the learning rate.

### 7.5.1 Learning Speed

We start by answering RQ10: whether MGD learns faster than DBGD. The plots in Figure 7.1 show how offline performance, measured as nDCG on a held-out fold, increases as the learning methods observe more queries. These plots are based only on queries from NP2003 and are illustrative of performance on all other data sets. We see that when $n$, the number of candidates that are being multileaved, increases, offline performance of both MGD-M- $n$ and MGD-W- $n$ improves monotonically. Furthermore, systems with more candidates learn much faster.

In the case of perfect feedback, there is less of an effect as there is less to gain over an already well performing baseline. But when the noise in user feedback increases, the advantage of MGD over DBGD becomes stronger. Interestingly, for $n=20$, the MGD methods obtain an nDCG value on informational feedback that is close to the converged performance on perfect feedback. In other words, the inclusion of more candidates counters the noise introduced by the click model. In Table 7.1 we see the same effect for all data sets: generally, under perfect feedback converged performance does not change much; however, if the feedback is noisier, then the more candidates are added, the more MGD improves over the baseline. Offline performance for MGD goes up dramatically for noisy feedback compared to the baseline and the standard deviation (between brackets in the table) drops dramatically. This indicates much more stable performance for MGD. As a sanity check, we see in Figure 7.1 that both MGD-W-1 and MGD-M-1 perform very close to the DBGD baseline. This is to be expected because, besides their learning rates, both methods are algorithmically identical to the baseline for $n=1$.

Offline performance, however, only tells half the story in an online learning to rank setting. Users are exposed to interleaved and multileaved lists that are used by the systems to infer preferences. Since the quality of these lists may vary, it is critical to measure the impact on users. Note that the quality of these lists varies due to a combination of two factors: the quality of the rankers learned so far and the impact of the interleaving or multileaving method. We measure online performance by computing the nDCG score of the lists that users observe and discounting it over time (see Section 7.4.4). The online and offline metrics together thus tell us how the system dealt with the exploration-exploitation trade off [178]. Figure 7.2 displays the online performance for all systems, again on a single data set. Just like with offline performance, MGD outperforms DBGD more when the noise in the feedback increases. In fact, Table 7.2 shows that under perfect feedback, online performance for one data set actually decreases compared to the baseline. This suggests that, for feedback without noise, increasing exploration, which is a direct consequence of adding candidates, is not as helpful for maximizing online performance. In other words, while adding candidates increases offline performance, in the absence of feedback noise it may harm online performance through the introduction of excessive exploration. However, generally, whether there is noise in the click feedback or not, MGD


Figure 7.3: Offline performance (nDCG) on MGD-W and MGD-M with 9 candidates compared to DBGD on the NP2003 data set an informational click model.
outperforms DBGD. Also for online performance, the standard deviation of MGD is much lower than for DBGD, irrespective of the noise.

Our answer to RQ10 is thus that MGD with increasing numbers of candidates learns increasingly faster than DBGD in terms of offline performance. In terms of online performance, MGD is on par with or outperforms DBGD when feedback has more realistic levels of noise.

### 7.5.2 Convergence

In this section, we answer RQ11: whether MGD converges to a better optimum than DBGD. To do so, we investigate converged offline performance only. Table 7.1 shows converged performance after 1,000 query impressions for all the data sets that we consider. Note that for NP2003 these values correspond to the points on the right vertical axis of Figure 7.1. These graphs are also illustrative of all data sets and show that increasing the number of candidates results in a better converged offline performance. In the case of perfect feedback, the effect of the number of candidates is not very strong; for most data sets and algorithms no significant improvement over the baseline is apparent. However, when noise in the feedback increases, and thus when feedback becomes more realistic compared to the perfect instantiation, the effect becomes much stronger as more candidates are used. In general, as Table 7.1 shows, this effect is significant and substantial as soon as more than one candidate is used. For many data sets, performance of MGD after 1,000 query impressions is almost on par with DBGD trained without noise. However, as Figure 7.1 and Table 7.1 show, MGD with enough candidates always outperforms DBGD after 1,000 queries.

The graphs in Figure 7.1 clearly suggest that not all systems converge within 1,000 impressions. For this reason, we ran an additional longer experiment with 100,000 queries with informational feedback. Figure 7.3 shows the results with the same setup as in Figure 7.1 but over a larger number of queries. The graph shows that even after 100,000 queries DBGD has not converged, and MGD still performs better. Nonetheless, the

Table 7.3: Performance, in terms of nDCG and discounted cumulative nDCG, of MGD-M, MGD-W and normalized MGD-M each with 9 candidates for the three instantiations of the dependent click model (DCM) [65] (see Table 3.2). Run on the NP2003 data set; performance evaluated after 1,000 impressions.

|  |  | perfect | navigational | informational |
| :---: | :---: | :---: | :---: | :---: |
| $\stackrel{0}{E}$ | MGD-W | 0.713 (0.05) | $0.708{ }^{\text {(0.05) }}$ | 0.656 (0.07) |
|  | MGD-M | 0.714 (0.05) | $0.710{ }^{\text {(0.05) }}$ | 0.681 (0.06) |
|  | Norm MGD-M | $0.711{ }^{(0.04)}$ | $0.710{ }_{\text {(0.04) }}$ | 0.667 (0.06) |
| 号 | MGD-W | 105.785 (5.88) | $101.708{ }_{(5.19)}$ | $77.568{ }_{\text {(10.24) }}$ |
|  | MGD-M | $105.087{ }_{\text {(4.71) }}$ | $102.953{ }_{\text {(5.62) }}$ | 81.037 (8.74) |
|  | Norm MGD-M | $105.844{ }_{\text {(5.21) }}$ | $102.686{ }_{(5.32)}$ | $81.676{ }_{\text {(9.46) }}$ |

difference between the algorithms decreases over time, until they converge to a similar level of performance. Thus, both algorithms seem to converge to the same optimum but DBGD requires many more queries than MGD to do so.

Hence, we answer RQ11 as follows: MGD converges to an optimum which is at least as good as the optimum DBGD finds. However, on the data sets that we have examined, MGD does so much faster, as shown in Section 7.5.1.

### 7.5.3 Comparing Outcome Interpretations

In this section we answer RQ12: how MGD-W and MGD-M compare to each other. Figure 7.1, which shows the learning curves of both methods for varying click models, indicates that, in terms of offline performance, there is no substantial difference between MGD-W and MGD-M for the perfect and navigational click models. However, for the informational click model, which has noisier feedback, MGD-M consistently outperforms MGD-W. The same applies to all data sets we considered (see Table 7.1). In the offline setting, MGD-M is the better approach as it is more capable of handling noise than MGD-W.

In terms of online performance, MGD-M also usually outperforms MGD-W (see Figure 7.2 and Table 7.2). Again, the effect is stronger when there is more noise in the feedback. Generally, MGD-M has lower standard deviation than MGD-W indicating that it is more stable.

Note that the informational click model has a high probability to produce multiple clicks because its stop probabilities are low (see Table 3.2). This typically leads to multiple winners of a TDM comparison, which in turn allows MGD-M to be different from MGD-W. Thus, a potential reason for MGD-M to outperform MGD-W is that the mean of several unit vectors is shorter than a unit vector. As a result, MGD-M updates the current best weight vector with smaller steps. In other words, for DBGD and MGD-W we hypothesize that $\left|w_{t}^{0}-w_{t+1}^{0}\right|=\alpha \cdot \delta$, while for MGD-M $\left|w_{t}^{0}-w_{t+1}^{0}\right| \leq \alpha \cdot \delta$.

We tested this hypothesis by normalizing the mean vector to a unit vector before updating using MGD-M. Algorithm 12 was effectively changed such that $\left|w_{t}^{0}-w_{t+1}^{0}\right|=$ $\alpha \cdot \delta$. The result is depicted in Table 7.3, where we see how MGD-M with normalized
update directions indeed performs slightly worse than MGD-M without normalization for the informational click model in terms of offline performance, confirming that some of its advantage indeed comes from the smaller update step. Nonetheless, MGD-M with normalization still either performs on par with or better than MGD-W. Not all of its performance advantage can be attributed to smaller updates. This implies that the direction of the update taken by MGD-M is better than that of MGD-W.

To answer RQ12, while in general both MGD methods outperform DBGD, MGD-M is better at handling high noise levels, making it more effective than MGD-W overall. The advantage of MGD-M over MGD-W comes from both the update direction and a smaller update size.

### 7.5.4 Number of Candidates and Learning Rate

In this section, we investigate some remaining questions.

## Number of Candidates

In Section 7.5.1 we have already discussed the interplay between the amount of noise in the feedback and the optimal number of candidates in MGD. Figure 7.4 shows the effect of increasing the number of candidates even further to a maximum of 1,000 candidates. Note that as soon as the number of candidate rankers goes beyond the length of the result shown to users, the only effect of increasing it even further is that the probability of including the current best ranker decreases. ${ }^{2}$ We see in Figure 7.4, Table 7.1 and Table 7.2 that both offline and online performance generally go up when the number of candidates goes up. However, beyond approximately 10 candidates this either stabilizes or fluctuates slightly, depending on the amount of noise in the click model. This matches $\kappa=10$, the result list length in our experiments. We increase the noise further than we did until now by including results for an almost random click model instantiation. Still in Figure 7.4 (the green curves near the bottom in both plots), we see that the more noise we add, the more MGD benefits from adding candidates.

In conclusion, both offline and online performance increase with the number of candidates when noise is present, but this effect appears to be limited by the length of the result list shown to users.

## Learning Rate

Our MGD algorithms are sufficiently different from DBGD to warrant a new investigation of the learning rate $\alpha$. The results in Section 7.5.3 suggest that some of MGD-M's superior performance over MGD-W could be explained by the smaller steps this algorithm takes. To further investigate this effect, we vary the learning rate.

Figure 7.5, which shows a sweep over learning rates, again shows a considerable difference between MGD-M and MGD-W. Furthermore, for most algorithms online performance increases when $\alpha$ goes up while offline performance drops slowly. With a learning rate close to zero, MGD performs notably worse than DBGD because multileaving

[^11]

Figure 7.4: Sweep over the number of candidates in terms of offline and online performance for MGD-M and MGD-W after 1,000 impressions. Performed on the NP2003 data set using all four instantiations of the click model. DBGD is displayed by the black dots on the left axis. Note the log scale on the horizontal axis.
interferes more with the ranking presented to the user, while the low learning rates prevents it from adapting quickly. Conversely, when the learning rate increases, MGD greatly outperforms DBGD in terms of online performance for all three click models. This illustrates the tradeoff MGD makes: multileaving distorts the ranking shown to the user, but when the learning rate increases it compensates by adapting to the user faster. So, interestingly, also when there is no noise in the feedback, MGD can greatly outperform DBGD if the learning rate is chosen appropriately. Note that, for all our earlier experiments, we chose a fixed value of $\alpha=0.03$ for MGD based on these plots. This point denotes a reasonable tradeoff between offline and online performance. This is a different optimum than DBGD and, since DBGD is equal to MGD with a single candidate, it seems the optimal learning rate depends on the number of candidates. Ideally, one would find a learning rate that is optimal for each number of candidates. Doing so would only increase MGD's performance advantage.

In sum, this experiment shows that DBGD and MGD have different optimal learning rates and that MGD can greatly outperform DBGD, both offline and online, when the


Figure 7.5: Sweep over learning rate values in terms of offline and online performance after 1,000 impressions for MGD-M and MGD-W with 9 candidates and DBGD. Performed on the NP2003 data set using three different click models with varying degrees of noise.
learning rate is chosen appropriately.

### 7.6 Conclusion

We proposed an extension of dueling bandit gradient descent (DBGD), an online learning to rank method. DBGD is limited to exploring only a single candidate ranker at a time. Where DBGD uses interleaved comparisons to infer pairwise preferences, our newly introduced method-multileave gradient descent (MGD)—learns from comparisons between a set of rankers to infer $n$-way preferences between $n$ candidate ranker improvements. We proposed two specific ways of using these preferences for updating a current best ranker. The first variant, MGD-W, picks a ranker to update towards at random from among the rankers that win a comparison; the second variant, MGD-M, updates towards the mean of all winners of the comparison.

Our empirical results, based on extensive experiments on nine learning to rank data sets encompassing 86 M user interactions, show that either variant dramatically improves
over the DBGD baseline. In particular, when the noise in user feedback increases, we find that both MGD-W and MGD-M are capable of learning better rankers much faster than the baseline does. When the number of candidate rankers we consider increases from 1 (as in the baseline), offline performance-measured on held-out data-and online performancemeasured on the results shown to users-consistently go up until it converges at around 10 candidate rankers. After 1,000 query impressions with noisy feedback, MGD performs almost on par with DBGD trained on feedback without any noise. We further show that MGD obtains at least the same converged performance that DBGD ultimately obatins, but that it does so using orders of magnitude less user interaction data. From the two variants we compared, MGD-M performs either equal to, or outperforms MGD-W. The advantage of MGD-M over MGD-W comes from both the update direction and smaller update size.

An important implication of our results is that orders of magnitude less user interaction data is required to find good rankers when multileaved comparisons are used as feedback mechanism for online learning to rank. This results in far fewer users being exposed to inferior rankers and it allows search engines to adapt faster to changes in user preferences.

### 7.7 Future Work

Our findings give rise to several directions that remain to be explored.
Firstly, we sampled candidate rankers randomly uniformly from a unit sphere around the current best ranker. Alternatively, one could consider selecting rankers such that all directions are covered, which may speed up learning even further.

Secondly, currently we have two strategies for interpreting multileave comparison outcomes, MGD-M and MGD-W. We could consider an additional strategy that takes a weighted combination of all the compared rankers, potentially even down weighting the directions for loosing candidate rankers.

Thirdly, we noticed that often, in particular closer to convergence, many of the compared rankers become very similar. One could consider adapting the multileaving algorithm to not attempt to infer preferences between rankers that produce the same rankings, but rather, consider all these to be the same rankers.

It may seem that increasing the number of candidates increases the amount of required computation. However, when using team draft multileave (TDM), the number of rankers that can contribute a document to the multileaved list is bound by its length. If it is decided beforehand which rankers can contribute a document than only these rankers actually have to materialize their rankings.

One could imagine learning from feedback using probabilistic multileave (PM), the probabilistic multileave method introduced in Chapter 4, which would not limit the number of rankers that can be compared at once. An initial study of this idea has recently been published by Oosterhuis et al. [138].

Our ideas in this chapter have been experimentally validated using the simulation setup described in Chapter 3 using the framework described in Chapter 8. Validating them on real users using real search engines, for instance using OpenSearch, the methodology described in Chapter 9, is left for future work.

Finally, a theoretical analysis of the convergence properties of MGD and its variants, in comparison to DBGD, would give valuable insights in the broader applicability.

## Part III

## Resources and Methodology

# Lerot: Simulating Users 

This third part of the thesis is of a different nature than the earlier two parts. This part is more practical and describes two evaluation methodologies and shared resources.

The research presented so far, in Parts I and II of this thesis, was on methods and algorithms for online evaluation and online learning to rank (LTR). See Sections 2.3 and 2.5 for background on these two topics. What online evaluation and online LTR have in common is that both require users interacting with a search engine. This is something that is not typically available to academic researchers and even researchers or engineers with access to users may not always be willing to try out a new idea by exposing real users to it.

For this purpose, in this chapter, we propose an online evaluation framework that allows for simulating users interacting with a search engine. Most of our experiments, in Chapters 4,6 , and 7 , have been conducted using this framework. In this online evaluation framework, implemented in the software package learning and evaluating rankers online toolkit (Lerot), we have bundled all ingredients needed for experimenting with online evaluation and learning to rank for information retrieval (IR). Lerot includes several online learning algorithms, interleaving methods and a full suite of ways to evaluate these methods. In the absence of real users, the evaluation method bundled in the software package is based on simulations of users interacting with the search engine.

The framework presented in this chapter has been used to verify findings of more than fifteen papers at major information retrieval venues over the last few years [36, 39, 41, 77-$79,81-84,138,162,163,165,167,216]$. The experimental setup in the papers that use Lerot has been described in Chapter 3 of this thesis.

This chapter is based on a paper by Schuth, Hofmann, Whiteson, and de Rijke [161].

### 8.1 Introduction

As discussed in Section 2.4, adapting IR systems to a specific user, group of users, or deployment setting has become possible and popular due to learning to rank (LTR) techniques [124]. Generally speaking, a LTR method learns function that maps a documentquery pair described by a feature vector to a value that is used to rank documents for a given query. We refer to such a function with instantiated weights as a ranker. Most current approaches learn offline, i.e., before deployment rankers are estimated from manually annotated training data.

As detailed in Section 2.5, in contrast, an online learning to rank method learns directly from interactions with users, e.g., using click feedback. For instance, an online learning to rank approach such as dueling bandit gradient descent (DBGD) [82, 207] or multileave gradient descent (MGD) (see Chapter 7) aims to find a high quality ranker while interacting with a user. In each step, the current best ranker is perturbed, and then the original and perturbed rankers are compared using an interleaved comparison method [144] or using an multileaved comparison method (see Chapter 4). The original and candidate rankers are combined and presented to the user, whose clicks determine which ranker wins the comparison. If a perturbed ranker wins, the original ranker is adjusted slightly in its direction. See Section 2.5 for details on these learning algorithms (. These and many more algorithms can only be experimentally validated through interactions with users. However, users are typically not available to academic researchers and even researchers or engineers with access to users may not always be willing to try out a new idea by exposing real users to it.

Lerot, the implementation of the framework presented in this chapter, offers a solution for evaluating and experimenting with online learning to rank algorithms using simulations of users. Simulation experiments make it possible to expose simulated users to arbitrary search results lists, without the risk of adversely affecting the experience of real users in a production system. This allows researchers to try out new ideas that could otherwise not be tried out. Simulation experiments with Lerot may typically complement or precede experimentation in a setup for online learning to rank with real users. In Chapter 9 of this thesis we discuss the scenario that does involve real users.

While there are several other libraries and frameworks for learning to rank such as SVMRank ${ }^{1}$ [94], RankLib ${ }^{2}$ and Sofia- $\mathrm{ml}^{3}$ [168], these all focus on offline learning to rank. By contrast, Lerot focuses on online learning to rank (see Section 2.5). Lerot implements DBGD and extensions of DBGD such as candidate preselection (CPS) [83] and MGD (see Chapter 7) in an easily decomposable fashion.

In this chapter, we present all the components that are included in Lerot. The framework has all batteries included (except for the data), to replicate experiments; no code needs to be written.

Lerot and its predecessors have been used to verify the findings in numerous publications [36, 39, 41, 77-79, 81-84, 138, 162, 163, 165, 167, 216] at major IR venues. The framework is easily extensible to compare the implemented methods to new online evaluation and online learning approaches.
Our contribution in this chapter is the following.

Implementation We contribute Lerot, an open source implementation of our online learning to rank framework that has all batteries included. The framework is easily extensible to compare the implemented methods to new online evaluation and online learning approaches.

[^12]Listing 8.1: Minimal example of an online learning experiment that uses a list wise learning algorithm and a cascade user model to simulate clicks. Arguments for many classes have been omitted for readability, they are included in the actual example code that is part of the package.

```
import sys, random
import retrieval_system, environment, evaluation,
    query
learner = retrieval_system.ListwiseLearningSystem(
    [...])
user_model = environment.CascadeUserModel([...])
evaluation = evaluation.NdcgEval([...])
train = query.load_queries(sys.argv[1], [...])
test = query.load_queries(sys.argv[2], [...])
while True:
    q = train[random.choice(train.keys())]
    l = learner.get_ranked__list (q)
    c = user_model.get_clicks(l, q.get_labels())
    s = learner.update_solution(c)
    print evaluation.evaluate_all(s, test)
```


### 8.2 Framework

In broad terms, Lerot can be used to run two types of experiments: online learning experiments and online evaluation experiments. Learning experiments operate in a continuous space of possible solutions and evolve rankers over time to find an optimal one. Evaluation experiments, on the other hand, operate on a fixed set of rankers and are designed to identify the best ranker among this set using, for instance, interleaved comparisons. Evaluation experiments are discussed at length in Part I of this thesis. Learning experiments are discussed in Part II.

This chapter mostly focuses on describing the learning experiments as they encompass the evaluation component as well.

A minimal example ${ }^{4}$ of a learning algorithm embedded in a simulation with a user model is shown in Listing 8.1. The example defines a learner (see Section 8.2.1), a user model (see Section 8.2.3), an evaluation method (see Section 8.2.4), and lists of training and test queries with labels. Potentially, if real users would be available, they would be the source of the training queries and the clicks; we describe a setting where real users are available in Chapter 9. In Lerot, we provide an environment to connect Lerot to the setting we describe in that chapter.

In the absence of users, the queries are sampled from a data set and the clicks are generated by a click model that uses relevance judgements. The queries $q$ are observed in a random order, a ranked list 1 is produced by a learning algorithm such as DBGD or MGD. This ranking 1 is sent to the click model and the clicks $c$ it produces, in turn, are

[^13]observed by the learner so that it can update the solution. The updated solution $s$ is then evaluated on the test queries. In theory, this process continues indefinitely.

### 8.2.1 Learning Algorithms

The learner in Listing 8.1 can be instantiated in many ways. Our framework has implementations for the following algorithms.

1. Learning from document-pairwise feedback [77, 92, 168, 212];
2. Learning from listwise feedback, such as dueling bandit gradient descent (DBGD) [207] (see Section 2.5.1); and
3. Extensions of DBGD, such as candidate preselection (CPS) [83] which we discuss in Section 2.5.2; and
4. Multileave gradient descent (MGD) as introduced in Chapter 7 of this thesis.

All the above learning algorithms have the exact same interface; they implement three functions, two of which are called in our example in Listing 8.1.

- 1 = get_ranked_list (q)

Returns a list 1 of documents in response to query $q$.

- $s=u p d a t e \_s o l u t i o n(c)$

Updates the current solution using clicks C and returns the updated solution s .

- s = get_solution()

Returns the updated solution $s$.
Listing 8.2 shows the implementation of the learning algorithm used by DBGD; we provide pseudocode of this algorithm in Algorithm 2. ${ }^{5}$ During initialization (which we omitted from the listing) self. ranker is randomly initialized. When query $q$ is observed, it arrives at get_ranked_list (). In DBGD this function creates a candidate ranker that is a variation of self.ranker. Both these rankers are given to an interleaved comparison method (see Section 8.2.2) and after storing all intermediate results, the interleaved list 1 is returned. As soon as the user interacts with this list, the clicks $c$ arrive at the function update_solution(). This function delegates the computation of the outcome $\circ$ of the interleaved comparison to the interleaving method. Based on $\circ$, self.ranker is updated towards the candidate.

### 8.2.2 Interleaved Comparison Methods

In recent years, several methods for interleaved comparisons have been developed. As we pointed out in Section 2.3.3, interleaving methods can be viewed as online evaluation methods that can be applied—as opposed to Cranfield-style evaluation-without manual labeling of relevant documents. Instead, the clicks of real users (or, in our case, simulated

[^14]Listing 8.2: Listwise learning algorithm, that in combination with Listing 8.1, constitutes DBGD [207] (see Section 2.5.1 and in particular Algorithm 2).

```
class ListwiseLearningSystem(AbstractLearningSystem):
    def __init__(self): [...]
    def get_ranked_list(self, q):
        u = utils.sample_unit_sphere()
        candidate = self.ranker + self.delta * u
        l, a = self.comparison.interleave(
            self.ranker, candidate, q, self.n)
        self.l, self.a, self.q, self.u = l, a, q, u
        return l
    def update_solution(self, c):
        O = self.comparison.infer_outcome(
                                self.l, self.a, c, self.q)
        if O > 0:
            self.ranker += self.alpha * self.u
        return self.ranker
    def get_solution(self):
        return self.ranker
```

clicks) of the search engine are interpreted to compare two ranking algorithms. We describe interleaved comparison methods in detail in Section 2.3.3.

In the context of online learning, interleaved comparisons are mainly used to decide whether a candidate ranker is an improvement over the current best ranker or not. In comparison to absolute click metrics typically used in A/B testing, interleaved comparison methods reduce variance (briefly, this is because they perform within-subject as opposed to between-subject comparisons) [144], and make different assumptions about how clicks should be interpreted (as relative, as opposed to absolute feedback) [77]. We discuss this subject at length in Chapter 5 of this thesis.

In the Lerot framework, the following interleaving methods have been implemented.

- Balanced interleave (BI) [95, 144];
- Team draft interleave (TDI) [144];
- Document constraints interleave (DCI) [72];
- Probabilistic interleave (PI) [79];
- Optimized interleave (OI) [143]; and
- Vertical aware team draft interleave (TDI-VA) [36].

These methods also have the exact same interface; they implement the two functions that are called in Listing 8.2.

- l, $a=$ interleave ( $A, B, \quad$, $n$ )

Returns an interleaved list of documents 1 with length $n$ of rankings produced by systems $A$ and $B$ for query $q$. The return value a can be used to store, for instance, team assignments in the case TDI is used.

- $0=$ infer_outcome (l, a, $c, ~ q)$

Returns the outcome $\circ$ in $(-1,1)$ of the interleaved comparison based on clicks $c$ for query q , and interleaved list 1 . If $\circ<0$ then system $A$ wins the comparison, else if $\circ>0$ then $B$ wins the comparison, otherwise the systems tie.

The probabilistic interleave (PI) method requires the ranking systems to be probabilistic; the others expect a deterministic ranker. The TDI-VA method requires documents to be annotated with the vertical to which they belong.

Additionally, the three multileaving methods introduced in Chapter 4 are included in the framework as well.

- Team draft multileave (TDM) [163];
- Optimized multileave (OM) [163]; and
- Probabilistic multileave (PM) [165].

Multileaving methods are very similar to interleaving methods but they have a slightly different interface, simply because they extend beyond the two rankers A and B expected by the interleaved comparison methods:

- l, a = multileave([R1, ..., Rn], $q$, $n$ )

Returns a multileaved list of documents $l$ with length $n$ of rankings produced by systems R1 through Rn for query $q$. The return value a can be used to store, for instance, team assignments in the case TDM is used.

- $0=$ infer_outcome (l, $a, c, q$ )

Returns the outcome $\circ$ of the multileaved comparison based on clicks $c$ for query $q$, and multileaved list 1 . The outcome $\circ$ is a list with values for each ranker that participated in the comparisons. These values define a ranking over rankers.

### 8.2.3 User Models

A user model is used to simulate user's clicking behavior. Click models are a subclass of such models that are aimed at predicting what users would click on given a result list with relevance judgments in response to a query. We describe several click models in Section 2.3.6 and Chuklin et al. [40] provide an extensive overview.

The click models need data sets that are annotated with relevance to condition their click on. In Section 8.3.2 we list some data sets that are suited. In Lerot, we have implemented the following click models:

- Dependent click model (DCM) [64, 65], a generalization of the cascade click model [47]. This is the click model used in most experiments in this thesis that were based on simulations;
- Random click model (RCM) which mimics a user not having any preference, this click model is to validate the absence of bias in evaluation methods; and
- Federated click model (FCM) [35], in particular we implement the attention bias model which model the attraction of vertical results in a search result list.

These models implement the user_model in Listing 8.1 and, again, these models all have the exact same interface; they implement the following function.

- $c=$ get_clicks(l, r)

Returns a list of clicks $C$ on documents in result list 1 given a list of relevance labels $r$ for these documents.

Like TDI-VA, the FCM requires documents to be annotated with their vertical. The click models only model the assumptions regarding how users examine result pages. They still have to be instantiated to match the situation that has to be simulated. For several instantiations of DCM, see work by Hofmann [77], and for instantiations of FCM, see work by Chuklin et al. [36].

### 8.2.4 Evaluation

Evaluation can be done both online and offline, as described in Section 3.4. Online evaluation measures what a user experiences; i.e., the quality of interleaved lists that the user (or user model) interacts with. It is measured as a discounted sum over time. Offline evaluation measures how the current best ranker would perform on a held-out data set. Metrics implemented in Lerot are normalized discounted cumulative gain (nDCG) [24] and a slight variation LetorNDCG [89]. Listing 8.1 illustrates how and when offline metrics would be calculated in a learning setting. Extending Lerot with more metrics is a matter of creating a new class that implements the following two functions.

- score = evaluate_ranking(l, q)

Returns a score for the ranking 1 with respect to query $q$.

- mean_score = evaluate_all(s, queries)

Returns the mean_score for all queries if they where ranked with solution $s$.

### 8.3 Implementation

Lastly, we provide details on the implementation of Lerot. Lerot is implemented in Python and consists of several packages (retrieval_system, comparison, evaluation, etc). Each package has an abstract class that defines the expected interface (as described in Section 8.2) of the classes that implement it. Extending the framework is a matter of implementing such a class and changing the configuration file (see Section 8.3.2) to point to the new class. Lerot is available under the GNU Lesser General Public License.

### 8.3.1 Installation

Prerequisites needed for running Lerot are the following versions of Python and Python packages.

- Python 2.7;
- PyYaml;
- Numpy;
- Scipy;
- Celery (when MetaExperiment is used to distribute over several machines, see Section 8.3.3); and
- Gurobi ${ }^{6}$ (when either OI or OM is used as the comparison method).

Once Python (and pip) have been installed, Lerot can be installed using these commands:

```
$ git clone https://bitbucket.org/ilps/lerot.git
$ cd lerot
$ pip install -r requirements.txt
$ python setup.py install
```

This will copy the source of Lerot into a directory called lerot in your current working directory and it will be available system wide to import into python. All requirements will also automatically be installed.

### 8.3.2 Configuration

Lerot can be flexibly configured using yaml files. A full example of a configuration file can be found in Listing 8.3. For instance, to pick dependent click model (DCM) as the user model, user_model can be pointing to the environment. CascadeUserModel class.

Lerot requires training and test query files in SVMLight format (plain or gzipped) [91]. The framework has been shown to run with the LETOR 3.0 and LETOR 4.0 collections [125], and the Yahoo! Learning to Rank Challenge [31] and MSLR-WEB30k data sets. These data sets all consist of a number of query-documents pairs, each represented by a sparse feature vector and the relevance for each document with respect to the query is judged by professional human annotators. Relevance scales can be binary or graded. We described these data sets in more detail in Section 3.2.

The data set mentioned in Listing 8.3, e.g., MQ2007 from the LETOR 4.0 collections, can be downloaded and unpacked as follows:

```
$ mkdir data
$ wget http://research.microsoft.com/en-us/um/
    beijing/projects/letor/LETOR4.0/Data/MQ2007.rar
    -O data/MQ2007.rar
$ unrar x data/MQ2007.rar data/
```

[^15]Listing 8.3: An example configuration file for a learning experiment. This particular configuration defines a setup that uses DBGD [207] (see Section 2.5.1). It also defines that clicks are simulated by a DCM $[64,65]$ (see Section 3.3).

```
training_queries: data/MQ2007/Fold1/train.txt
test_queries: data/MQ2007/Fold1/test.txt
feature_count: 46
num_runs: 1
num_queries: 10
query_sampling_method: random
output_dir: outdir
output_prefix: Foldl
user_model: environment.CascadeUserModel
user_model_args:
    --p_click 0:0.0,1:0.5,2:1.0
    --p_stop 0:0.0,1:0.0,2:0.0
system: retrieval_system.ListwiseLearningSystem
system_args:
    --init_weights random
    --sample_weights sample_unit_sphere
    --comparison comparison.ProbabilisticInterleave
    --delta 0.1
    --alpha 0.01
    --ranker ranker.ProbabilisticRankingFunction
    --ranker_arg 3
    --ranker_tie random
evaluation:
    - evaluation.NdcgEval
```


### 8.3.3 Running

After a configuration file has been created and the data has been prepared, a learning experiment can be run as follows:

```
$ python src/scripts/learning-experiment.py
    -f config/config.yml
```

With --help, we can see all the options it accepts. Settings from the configuration file can be overwritten using the command line. When Lerot is run, a backup copy of the actual configuration it runs is always kept alongside the results it produces.

Running experiments with many repetitions over several data sets and user models is computationally expensive. With Lerot, it is possible to distribute computation over many machines. Lerot uses Celery to handle the bookkeeping of the distribution. The configuration file has to be extended with some additional information regarding the data sets and user models over which the experiment should be run. An example configuration is included with Lerot.

```
$ python src/scripts/meta-experiment.py
    -f config/meta-config.yml
```

Again, we can see all the options it accepts with --help. In order to rerun the last experiment, e.g., in case some parts failed, we can specify --rerun.

### 8.4 Conclusion

Online learning to rank is a rapidly evolving area in information retrieval and the experimental validation of online learning to rank algorithms is vital to the field. While several libraries exist for offline learning to rank, in this chapter we introduced Lerot, the first framework for online learning to rank.

In this chapter, we described in detail the workings of Lerot. We also described all functions that need to be implemented in order to extend Lerot to new learning algorithms, to new user models and to new evaluation metrics.

The framework has been used in many recent publications and reproducing results from those papers only requires a user of the framework to run it with the appropriate configuration file.

### 8.5 Future Work

Lerot invites several directions of development. First, it allows for experiments with simulated users. The user models it currently implements reflect our current understanding of user behavior; they can easily be extended or replaced by evaluations under different sets of assumptions. Chuklin et al. [40] provide an overview of click models, we mention several in Section 2.3.6. Including these and even newer models would be valuable.

Second, Lerot provides components that implement complete online learning to rank solutions for use as part of an evaluation setup that involves real users. To this end it connects to ideas introduced in Chapter 9. This connection so far has not been extensively used and integration with all learning method remains to be resolved. For instance, the current setup of Lerot expects sequential events in the sense that user interactions are expected immediately. Real users take their time to interact with search engines. This delayed feedback has not been studied yet and has not been properly integrated into Lerot either.

# OpenSearch: Actual Users 

In Parts I and II of this thesis, we introduced methods and algorithms for online evaluation and online learning to rank (LTR). Earlier in this part of the thesis, in Chapter 8, we introduced a methodology to validate the methods and algorithms from the first two parts experimentally. Lerot, the framework we introduced in that chapter, uses simulations for this purpose. While this provides a flexible platform for repeatable experimentation, it is not the same as learning from real users of real search engines. The simulations in Lerot have assumptions that are violated in practice by real users.

In this chapter we propose OpenSearch, a new living labs evaluation paradigm for information retrieval (IR) that does allow for experimentation with real users of real search engines. We define OpenSearch as follows:

OpenSearch is a new evaluation paradigm for IR. The experimentation platform is an existing search engine. Researchers have the opportunity to replace components of this search engine and evaluate these components using interactions with real, unsuspecting users of this search engine.

This definition is generic, on purpose, to allow for the replacement of, and experimentation with, any part of a search engine (including, e.g., result presentation). Our immediate focus, however, lies at the very core of a search engine: the ranking method.

Our new paradigm is a first step towards more realistic evaluation of IR and is the first of its kind. Our aim was have this paradigm adopted by the IR research community as we believe it to be important that evaluation of IR is as close to reality as possible for it to be meaningful. To do so, we created an actual implementation of a shared platform for all researchers in the IR research community. We believe we succeeded as our platform, and thereby the OpenSearch paradigm, has been adopted by both theliving labs for $I R$ evaluation lab at CLEF (LL4IR) [164] initiative and the upcoming OpenSearch track at TREC [197]. Through these two platforms, researchers now have direct access to real users of real search engines. This allows these researchers to perform research that was not possible using traditional evaluation paradigms.

We provide and describe an instantiation of OpenSearch, a benchmarking platform, for researchers to evaluate their ranking systems in a live setting with real users in their natural task environments. Our initiative is the first to offer such an experimental platform to the IR research community in the form of a community challenge.

This chapter is based on two papers by Balog, Kelly, and Schuth [15] and Schuth, Balog, and Kelly [164]. Details on our implementation and the results from the LL4IR
experiments run with the OpenSearch paradigm can be found in the paper by Schuth, Balog, and Kelly [164]. In this chapter we present the idea behind OpenSearch. We provide details on the architecture with which it is entangled. We describe the limitations of our current setup and we finish with conclusions and directions for future work.

### 9.1 Introduction

As we explained in Section 2.2.1, the Cranfield methodology [45] offers researchers a way to perform cross-comparable evaluation of IR systems, using a document collection, queries, and relevance assessments. Ever since the introduction of the methodologyl, as we argue in Section 2.3, researchers have strived to make IR evaluations more "realistic," i.e., centered on real users, their needs, and behaviors. Living labs have been proposed as a way for researchers to perform in situ evaluations, with real users performing real tasks using real-world applications [103]. This concept has already been used for a number of years as an important instrument for technology development in industrial settings. For example, A/B testing procedures are employed heavily by major web search providers [113]. This form of evaluation, however, is currently only available to those working at the said organizations. Living labs already exist for other and widely varying fields of research [6]. However, OpenSearch is the first living lab aimed specifically at IR evaluation for any researcher.

We quote Azzopardi and Balog [12] with their definition of a living lab: "The basic idea of living labs for IR is that rather than individual research groups independently developing experimental search infrastructures and gathering their own groups of test searchers for IR evaluations, a central and shared experimental environment is developed to facilitate the sharing of resources." The potential benefits of living labs to the IR community are profound, including the availability of interaction and usage data for researchers and greater knowledge transfer between industry and academia [14]. Progress towards realizing actual living labs for IR evaluation, in an academic setting, has nevertheless been limited until the LL4IR initiative and the OpenSearch track at text retrieval conference (TREC). Azzopardi and Balog [12] discuss a number of search and recommendation tasks in an online shopping environment and present an idealized architecture based on web services. There are many challenges associated with operationalizing these ideas, including architecture, hosting, maintenance, security, privacy, participant recruiting, and scenarios and tasks for use development [12].

In this chapter we present OpenSearch, a concrete implementation of a living lab for IR evaluation benchmarking platform. We argue that mid-sized organizations with a search engine that lack their own R\&D department are good potential collaborators. Such collaborators, which we refer to as sites, have the opportunity to gain much improved retrieval approaches (and, as a consequence, increased revenue). We have so far conducted experiments with two specific sites for ad-hoc search: product search on an e-commerce site and web search on large scale web search engine. These sites represent a setting with at least two major challenges: (1) relatively low search volume (for the product search site); and (2) means to facilitate experimentation by "third parties" in live, production systems. We postulate that focusing on head queries, i.e., queries most frequently issued to the site organizations' search engines, can help overcome these challenges. The choice
of head queries is critical because it removes a harsh requirement of providing rankings in real-time for query requests. Instead, experimental search systems (developed by benchmark participants) can generate ranked results lists for these queries offline. These participant rankings can then be used by the live system when head queries are next issued. Finally, feedback is made available to experimental search systems to facilitate improved offline ranking generation. Data exchange between live systems and participants is facilitated by a web-based API.

In summary, we make the following contributions in this chapter.
Paradigm We introduce OpenSearch, the first living labs for IR evaluation, a completely new evaluation paradigm for IR.

Implementation An implementation of OpenSearch that was used to run the LL4IR evaluation lab at CLEF 2015 and that will be used to run TREC OpenSearch in 2016. This includes the development of the architecture as well as implementation of the OpenSearch API, made available as open source software. ${ }^{1}$

We have incorporated the above contributions in Section 1.2 where we give a complete overview of all contributions of this thesis.

The remainder of this chapter is organized as follows. In Section 9.2 we briefly discuss related work. Next, in Section 9.3, we introduce our evaluation platform and methodology. Limitations and directions for future research are discussed in Section 9.5. Finally, we conclude in Section 9.6.

### 9.2 Related Work

The need for more realistic IR evaluation, involving real users, was reiterated at recent IR workshops $[4,14,98]$ and also stated in Section 2.3 of this thesis. Approaches that attempt to incorporate user behavior into batch-style evaluations can be divided into two main categories. One is to create effectiveness measures that better model user behavior, e.g., $[28,89,133,150]$. Another approach is to develop models that simulate user behavior and then validate these models against actual usage data, e.g., [9, 11, 17, 202] (see also Section 2.3 and Chapter 8). These ideas have been implemented in a number of community benchmarking efforts, including the TREC Interactive [51], HARD [3], and Session tracks [99], and the INEX Interactive track [191]. While user simulation is a great instrument for fine-tuning systems, it cannot substitute for the real user as simulations necessarily make assumptions that are violated in practice. Crowdsourcing, using, e.g., Mechanical Turk, enables the sourcing of individuals in the online community to perform various relevance assessment and annotation tasks [7]. However, these individuals do not constitute real users performing real tasks driven by a real information need. Living labs such as OpenSearch, as discussed in this chapter, offer this potential.

In the information-seeking support space (ISSS) the living labs notion was first proposed in the context of IR by Kelly et al. [103]: "Such a lab might contain resources and tools for evaluation as well as infrastructure for collaborative studies. It might also
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Figure 9.1: Schematic representation of interaction with the OpenSearch API. Users issue queries to sites. A site shares a set of queries and for each query a set of documents with the OpenSearch API. Systems of participants can take these queries and documents and upload rankings for each query. When a user issues a participating query to the site then the site asks the OpenSearch API for a ranking. These can immediately be returned, interleaved and shown to the user. User interactions are again shared with the API and the system.
function as a point of contact with those interested in participating in ISSS studies." Azzopardi and Balog [12] provided greater insight into what this might be in the IR space: "A living lab would provide a common data repository and evaluation environment giving researchers (in particular from academia) the data required to undertake meaningful and applicable research." Kelly et al. [104] then showed a practical interpretation of this for personal desktop search. However, until OpenSearch, there have been no attempts at operationalizing a living labs benchmark in the IR space. The nearest to this has been the CLEF NEWSREEL lab ${ }^{2}$ and the Plista contest, ${ }^{3}$ addressing the problem of news recommendation. Participants are expected to implement their recommender system as a service that can handle a large number of (recommendation) requests. Their response to a request is shown to a user and resulting clicks are then made available to participants so that they can update their system. One major difference between this and OpenSearch is the task itself: OpenSearch focuses on retrieval as opposed to recommendation. There are also important architectural differences stemming from the nature of our experimental environment; in our setup participants do not get full control over the results shown to the user, they are always interleaved with those of the production system.

### 9.3 OpenSearch Architecture

OpenSearch, our livings labs evaluation methodology, heavily depends on a novel architecture which we describe in this section. We start with an overview, we then introduce the organization of our lab.

[^17]
### 9.3.1 Overview

Before we provide an overview of our architecture we will first introduce the terminal we use in the context of OpenSearch.

Site We use the term site to refer to a search engine that provides the interaction data. These sites are real search engines with real users that collaborate with OpenSearch in that for a selection of queries they show rankings coming from the OpenSearch API.

Participant We refer to teams of researchers that use OpenSearch as their experimentation platform as participant.

User We reserve the term user for user of our sites. These are real user of these real search engines. The users are not (necessarily) aware they are part of an experiment, as opposed to for instance crowd workers.

For each of the sites participants take part in a live evaluation process. For this they use a set of frequent queries as training queries and a separate set of frequent queries as test queries. Candidate documents are provided for each query along with historical information associated with the queries. When participants produce their rankings for a query, they upload these through the provided OpenSearch API. The commercial provider then interleaves a given participant's ranked list with their own ranking, and presents the user with the interleaved result list. See Section 2.3.3 for background on interleaving. Participants take turns in having their ranked list interleaved with the commercial provider's ranked list. This process of interleaving a single experimental system with the production system at a time is orchestrated by the OpenSearch API, such that each participant gets about the same number of impressions. The actions performed by the users of the commercial provider's system are then made available to the participant (whose ranking was shown) through the API, i.e., the interleaved ranking, resulting clicks, and (aggregated) interleaving outcomes.

Figure 9.1 shows the OpenSearch architecture and how a participant's system interacts with the sites (the search engines) through the provided API. As can be seen, frequent queries (Queries) with candidate documents for each query (Documents) are sent from a site through the API to the experimental systems of participants. These systems upload their rankings for each query to the API. When a user of the site issues one of these frequent queries, then the site requests a ranking from the API and presents it interleaved to the users. Any interactions such as clicks of the user with this ranking are sent back to the API. Systems can then obtain these interactions from the API and update their ranking if they wish. Darker arrows indicate that there is a need for realt-time interactions. Lighter arrows do not have this requirement.

Participants are provided with example code and guidelines to ease the adaptation to the OpenSearch setup. ${ }^{4}$
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## Head Queries

The distribution of search queries typically follows a power law [175], where a relatively small set of head queries are frequently posed by many users and there is a long tail of queries that appear in the logs only a few times (often only once). In OpenSearch, our living labs setting, we focus exclusively on head queries for a number of reasons:

1. This allows us to evaluate experimental search systems on the same set of queries.
2. These queries have a stable volume level, even for mid-sized sites (cf. [15]).
3. Historical click and usage data is available in meaningful quantities.
4. Most importantly, because we use head queries, participants' systems do not need to respond in real-time to user queries (cf. [15]). Since the set of queries is fixed beforehand, participants can upload their rankings to the API at any time and at any speed. After uploading their is no need for them to be online. The API will always immediately show users the latest ranking from a participant and participants can upload their rankings any time they want.

### 9.3.2 Lab Organization

Much like any other (information retrieval or machine learning) evaluation campaign, we split our data into training and test parts. Given that we perform online evaluation, it is slightly more involved than simply providing disjoint data sets. We describe our setup here.

## Training Phase

During the training phase, participants are free to update their rankings using feedback information. This feedback information is made available to them as soon as it arrives at the OpenSearch API. Their rankings can be updated at any time and as often as desired. Both click feedback and aggregated outcomes are made available directly and are updated constantly.

## Test Phase

Just before the test phase starts, participants receive another set of frequent queries as test queries. Again, the associated historical click information as well as candidate results for these queries are made available. After downloading the test queries, participants can only upload their rankings until the test phase starts or only once after it started. The reason for this is that per test phase we only want to evaluate a single underlying system per participant.

The test rankings are, as soon as they are uploaded, treated in the same way as training queries. That is, they are interleaved with the commercial providers' rankings for several weeks. As for the training phase, in the test phase each participant is given an approximately equal number of impressions. A major difference is that for the test queries, the click feedback is not made available. Aggregated outcomes are provided only after the test phase ends.

### 9.3.3 Evaluation Metric

The overall evaluation of participants' systems is based on the final system performance, and additionally on how the systems performed at each query issue. The primary metric used is aggregated interleaving outcomes, and in particular we are interested in the fractions of winning system comparisons.

## Interleaved Comparisons

In Section 2.3.3 of this thesis we provided details on how interleaving, and in particular team draft interleave (TDI) [144], works. There are two reasons for using interleaved comparisons. Firstly, interleaved comparisons were shown to be two orders of magnitude more sensitive than other ways of performing online evaluation such as A/B testing [34, 166]. Secondly, interleaved comparisons ensure that at least half the ranking shown to users comes from the production system. This reduces the risk of showing bad rankings to users.

## Aggregated Outcomes

We use the following aggregated interleaving metrics, where Outcome serves as the primary metric for comparing participants rankings. These aggregations are constantly updated for training queries. For the test phase they are only computed after the phase is over.
\#Wins is defined as the number of wins of the participant against the production system, where a win is defined as the experimental system having more clicks on results assigned to it by TDI than clicks on results assigned to the production system;
\#Losses is defined as the number of losses against the production system;
\#Ties is defined as the number of ties with the production system;
\#Impressions is the total number of times when rankings (for any of the test queries) from the participant have been displayed to users of the production system; and

Outcome is defined as the fraction of wins, so \#Wins/(\#Wins+\#Losses).
An Outcome value below the expected outcome (typically 0.5 ) means that the participant system performed worse than the production system (i.e., overall it has more losses than wins). Significance of outcomes is tested using a two-sided binomial test which uses the expected outcome; $p$-values are reported.

Note that using these metrics, we are in theory only able to say something about the relationship between the participant's system and the production system. However, Radlinski et al. [144] show experimentally that it is not unreasonable to assume transitivity. This allows us to also draw conclusions about how systems compare to each other. Ideally, instead of interleaving, we would have used multileaved comparison methods [163, 165] which would directly give an ordering over rankers by comparing them all at once for each query. However, multileaved comparisons could potentially impact users more than they would be impacted by interleaving. Moreover, multileaved comparison methods are not yet as established as an evaluation method.

### 9.4 Implementation and Results

Details on our implementation and the results from the LL4IR experiments run with the OpenSearch paradigm can be found in the paper by Schuth, Balog, and Kelly [164].

### 9.5 Limitations

OpenSearch is a new evaluation paradigm and represents an important step towards making the living labs evaluation accessible to the wider IR research community. Nevertheless, it is not without limitations. Next, we briefly consider some of these limitations and look at ways in which they could be addressed.

L1) Head queries only. While head queries constitute a considerable portion of a site's traffic, they are representative of only one type of request, that is, popular information needs.

L2) Lack of context. The search algorithm has no knowledge of the searcher's context, such as location, previous searches, etc. This means that currently there is no room for personalization of results.

L3) No real-time feedback. While the proposed API does provide detailed feedback, it is not immediate. Thus, it cannot directly be used in the given search session.

L4) Limited control. Experimentation is limited to single searches, where results are interleaved with those of the production system. I.e., there is no control over the entire result list.

L5) Ultimate measure of success. Having better search facilities is usually only a means to an end-it is not the ultimate goal. For example, in the e-commerce case, and from the company's perspective, the ultimate measure of success is the profit made on purchases. Evaluation metrics should reflect this overall goal.

L1-L4 could be overcome by a live architecture, in which control is given to benchmark participants over entire sessions, with real-time access to context and feedback. However, it is still a very much open question how to ensure availability, response time, and quality of the experimental methods in production environments. Safety mechanisms are needed for "experiment shutdown" in which case methods can default back to the production system. L5 could be addressed by providing a "utility" score for documents (products); this could already be done with the existing architecture.

### 9.6 Conclusion

The OpenSearch methodology introduced in this chapter offers great potential to evaluate information retrieval systems in live settings with real users. The living labs for $I R$ evaluation lab at CLEF (LL4IR) represents the first attempt at an implementation of the OpenSearch idea.

The first edition of LL4IR at conference and labs of the evaluation forum (CLEF) 2015 focused on two sites that provided interactions with real users: product search and web search. Our product search site was a commercial e-commerce website, REGIO. Our web search site a commercial web search engine, Seznam. A major contribution of the LL4IR lab is the development of the necessary OpenSearch API infrastructure, which is made publicly available.

Overall, we regard our effort successful in showing the feasibility and potential of this form of evaluatio' both sites, there was an experimental system that outperformed the corresponding production system significantly. It is somewhat unfortunate that in both cases that experimental system was a baseline approach provided by the lab organizers; nevertheless, it demonstrates the potential benefits to site owners as well.

The OpenSearch API infrastructure developed for the LL4IR Lab offers the potential to host ongoing IR evaluations in a live setting. As such, these "challenges" will continue on an ongoing basis at both CLEF and as the OpenSearch track at TREC 2016, with an expanding number of sites as well as refinements to the existing sites.

### 9.7 Future Work

One particular issue, that surfaced in our LL4IR lab at CLEF 2015, for the product search site is the frequent changes in inventory. This appears to be more severe than we first anticipated and represents some challenges, both technical and methodological. This is not only a problem for sites with inventories that change rapidly. Also for other documents collections the available documents for queries may change fast, depending on the type of query. Solving this issue in a general enough way, so that it can be applied to any search engine that decides to participate, will lead to much wider applicability of the OpenSearch methodology.

Another important direction for future research is work towards the inclusion of context. One way to include context in the current setup would be by providing several common contexts alongside the query. Participants could then prepare rankings for each of these possible contexts. Examples of common contexts would be common preceding queries, types of users or localization on a high enough granularity.

Lastly, currently our OpenSearch efforts only focused on replacing the ranking component of a search engine. We would be very interested in investigating the replacement of other components of the search engine. Obvious candidates are query suggestion, query autocompletion and snippet generation.

# 10 <br> Conclusions 

In this thesis we investigated whether, how and to what degree search engines can learn from their users. We started in Part I by investigating how user interactions with search engines can be used to evaluate these search engines. In particular, in Chapter 4 we introduced a new online evaluation paradigm called multileaving. With multileaving, many rankers can be compared at once by combining document lists from these rankers into a single result list and attributing user interactions with this list to the rankers. Then, in Chapter 5, we investigated the relation between A/B testing and interleaved comparison methods.

In Part II we turned to online learning to rank. We learned from the evaluation methods introduced and extended upon in the previous part. In Chapter 6 we learned the parameters of base rankers based from user interactions. In Chapter 7 we used the multileaving methods from Chapter 4 as feedback in our learning method, leading to much faster convergence.

The last part of this thesis is of a different nature than the earlier two parts. Progress in information retrieval (IR) research was always driven by a combination of algorithms, shared resources, and evaluation. In Part III we focussed on the latter two. We introduced a new shared resource and a new evaluation paradigm. Lerot, in Chapter 8, is an online evaluation framework that allows us to simulate users interacting with a search engine. Lerot has been released as open source software and is currently used by researchers around the world. Chapter 9, also in the last part, introduced a new evaluation paradigm involving real users of real search engines. In that chapter we also described an implementation of this paradigm that has been adopted widely by the research community.

In this concluding chapter we first look back at the questions asked in the first chapter of this thesis, in Section 1.1, and summarize the answers to our research questions asked in Parts I and II. We summarize the research of Part III were we did not have research questions. We summarize all our findings once more in Section 10.2 and close by looking forward in Section 10.3.

### 10.1 Main Findings

We investigated whether, how and to what degree search engines can learn from their users. Part I discussed the evaluation of search engines. In particular we focused on
online evaluation, where preferences are interpreted from users interacting with the search engine. It was shown earlier that interleaved comparison [92, 93] methods enable such evaluations with greater data efficiency than $A / B$ testing [144]. In Chapter 4 we introduced extensions of interleaving methods called multileaving. Multileaved comparison methods make it possible to compare more than two rankers at once. Multileaved comparisons can provide detailed feedback about how multiple candidate rankers compare to each other using much less interaction data than would be required using interleaved comparisons. In particular, we first proposed two specific implementations of multileaved comparisons. The first, which we call team draft multileave (TDM), builds on team draft interleave (TDI) [144]. The second method is called optimized multileave (OM) and builds on optimized interleave (OI) [143]

We asked ourselves the following questions:
RQ1 Can multileaved comparison methods identify preferences between rankers faster than interleaved comparison methods?

RQ2 How does the sensitivity of multileaving methods compare to that of interleaving methods?

RQ3 Do multileaving methods improve over interleaving methods in terms of unbiasedness and online performance?

In response to RQ1, our experimental results clearly showed that the error of both of our multileaving methods drops much faster than their interleaving counterparts. This indicates that multileaved comparison methods can learn preferences between multiple rankers with far less data (i.e., queries and clicks) than interleaved comparison methods. Addressing RQ2, our results showed that the sensitivity of multileaving methods is affected in the same way as for interleaving methods when the differences between rankers vary. Interestingly, this means that multileaved methods can distinguish between rankers just as well as interleaving methods even when the differences between them are small. Hence, multileaved comparison methods can be used to explore a parameter space using very small steps. With regard to RQ3, TDM was shown to be unbiased. OM, our other multileaving method, had as large a bias as OI, its interleaving counterpart. TDM showed the highest online performance, i.e., users were the least affected by the evaluation in which they participated.

We asked the following:
RQ4 Does OM scale better with the number of rankers than TDM?
In response to this question, we analyzed what happens when the number of rankers being compared increases. Both interleaving methods OI and TDI are impacted greatly when the number of rankers increases. This is largely due to the fact that many more comparisons are needed and as such each pair of rankers receives fewer comparisons. By contrast, OM and TDM do not show significant degradation when the number of rankers increases.

Next, we proposed probabilistic multileave (PM) which builds on probabilistic interleave ( PI ) [79]. We asked ourself the following question:

RQ5 How does PM compare to TDM and OM in terms of sensitivity, bias and scaling?

We showed empirically that PM is highly sensitive and unbiased. An important implication of this result is that, like with PI, historical interactions with multileaved comparisons can be reused, allowing for ranker comparisons that need much less user interaction data. Furthermore, we show that our method, as opposed to earlier sensitive multileaving methods, scales well when the number of rankers increases.

Despite the advantages of interleaving and multileaving in terms of sensitivity, the most common online evaluation methodology is still $\mathrm{A} / \mathrm{B}$ testing [112]. A downside of $\mathrm{A} / \mathrm{B}$ testing is that large numbers of users are typically necessary to obtain reliable results as this approach has high variance. Interleaved comparisons have much lower variance and need fewer interactions. However, there is low agreement in terms of preferences with recent $\mathrm{A} / \mathrm{B}$ metrics given realistic differences in IR system effectiveness.

In Chapter 5 we asked ourself the following questions:
RQ6 How do A/B metrics compare to interleaving in terms of sensitivity and agreement?
RQ7 Can A/B metrics and interleaving be made to agree better without losing sensivity?
To answer RQ6 we proposed a new statistical method for assessing the sensitivity of these metrics from estimated effect sizes. The resulting method allows for a detailed comparison between metrics in terms of the power of statistical tests at varying sample sizes. Our analysis showed that $\mathrm{A} / \mathrm{B}$ tests typically require two orders of magnitude more data than interleaved comparisons. While answering RQ7, we proposed novel interleaving credit functions that are (1) designed to closely match the implementation and parameters of A/B metrics, or (2) are parameterized to allow optimization towards agreement with arbitrary A/B metrics. Our empirical results, obtained on 38 paired experiments with a total of 3 billion clicks, showed that our approach can substantially and significantly increase agreement of interleaving with $\mathrm{A} / \mathrm{B}$ metrics while maintaining the advantages in terms of sensitivity. Our adapted interleaved comparisons methods are still one to two orders of magnitude more sensitive when compared to $\mathrm{A} / \mathrm{B}$ testing.

In Part II of this thesis, we turned to learning using the online evaluation methods from Part I. In Chapter 6 we pursued the problem of optimizing a base ranker using clicks by focusing on best match 25 (BM25). Currently, it is common practice to choose the parameters of BM25 according to manually tuned values reported in the literature, or to manually tune them for a specific setting based on domain knowledge or a sweep over a number of possible combinations using guidance from an annotated data set [147]. We proposed an alternative by learning the parameters from click data using a learning algorithm called dueling bandit gradient descent (DBGD) [207].

Specifically, the research questions we aimed to answer were as follows.
RQ8 How good are the manually tuned parameter values of BM25 that are currently used? Are they optimal for all data sets on average? Are they optimal for individual data sets?

RQ9 Is it possible to learn good values of the BM25 parameters from clicks? Can we approximate or even improve the performance of BM25 achieved with manually tuned parameters?

In response to RQ8 we provided insight into the parameter space of a base ranker such as BM25. We showed that each data set requires a different set of parameters for optimal performance. Answering RQ9 we showed that significant improvements can be achieved if parameters of base rankers are learned as opposed to treating them as black boxes which is currently the common practice.

Dueling bandit gradient descent (DBGD) [207] is an online learning to rank method. At every learning step, DBGD estimates a gradient to follow with respect to a single exploratory ranker and updates its solution if the exploratory ranker seems better according to an interleaved comparison. We proposed, instead, to use multileaved comparisons methods as introduced in Chapter 4 so that we can explore gradients in multiple directions at once. Our proposed method, multileave gradient descent (MGD), aims to speed up online learning to rank.

We asked ourself the following questions:
RQ10 Can MGD learn faster from user feedback (i.e., using fewer clicks) than DBGD does?

RQ11 Does MGD find a better local optimum than DBGD?
Our answer to RQ10 is that MGD with increasing numbers of candidates learns increasingly faster than DBGD in terms of offline performance. In terms of online performance, MGD is on par with or outperforms DBGD when feedback has realistic levels of noise. We answer RQ11 as follows: MGD converges to an optimum which is at least as good as the optimum DBGD finds. However, MGD does so much faster.

We introduced two variants of MGD that differ in how they estimate the gradient. In MGD winner takes all (MGD-W), the gradient is estimated using one ranker randomly sampled from those that won the multileaved comparison. In MGD mean winner (MGDM ), the gradient is estimated using the mean of all winning rankers. We asked the following question:

RQ12 Which update approach, MGD-W or MGD-M, learns faster? Which finds a better local optimum?

To answer RQ12, while in general both MGD methods outperform DBGD, MGD-M is better at handling high noise levels, making it more effective than MGD-W overall. The advantage of MGD-M over MGD-W comes from both the update direction and a smaller update size.

Lastly, Part III of thesis was of a different nature than the earlier two parts. As opposed to the earlier chapters, in this part we no longer studied algorithms. IR research has always been driven by a combination of algorithms, shared resources, and evaluation. In Part III we introduced a new shared resource in the form of a learning framework. We also introduced a new evaluation paradigm. Our research in this last part of the thesis was not centered around research questions but rather around designing these shared resources and designing a new evaluation methodology.

In Chapter 8, we introduced Lerot, an online evaluation framework which allows us to simulate users interacting with a search engine. Several libraries existed for offline learning
to rank, Lerot is the first framework for online learning to rank and online evaluation. In Chapter 8, we described in detail the workings of Lerot. We also described all functions that need to be implemented in order to extend Lerot to new learning algorithms, to new user models and to new evaluation metrics. The framework has been used in over 15 recent publications and reproducing results from those papers only requires a user of the framework to run it with the appropriate configuration file. This has the potential of rapidly furthering the research field.

In Chapter 9 we introduced OpenSearch, a new evaluation paradigm for IR involving real users of real search engines. We describe in detail the living labs for IR evaluation lab at CLEF (LL4IR) which represents the first implementation of the OpenSearch methodology. A major contribution of the LL4IR lab is the development of the necessary API infrastructure, which is made publicly available. This OpenSearch API infrastructure offers the potential to host ongoing IR evaluations in a live setting. As such, these "challenges" will continue on an ongoing basis at both conference and labs of the evaluation forum (CLEF) and as the OpenSearch track at text retrieval conference (TREC), with an expanding number of participating search engines.

### 10.2 Summary of Findings

We now summarize our findings in this thesis. We introduced a new and highly sensitive online evaluation paradigm called multileaved comparisons. This paradigm allows for the comparison of many rankers at once which in turn allows for search engines that learn from their users much more efficient than was possible before. This urge for efficiency also led us to investigate the relationship between $\mathrm{A} / \mathrm{B}$ testing and interleaving. Interleaving is much more efficient in that it requires much less user interaction data to infer a preferences between two rankers. While this is a desired property, the correctness of the preference is also important. We introduced a method to compare two rankers using interleaving such that the preference is in line with the preference of an $A / B$ testing metric. This method and our multileaved comparison method are both highly sensitive ways of inferring preferences from users interacting with a search engine. This result implies that orders of magnitude less user interaction data is required to compare rankers allowing for much faster ranker development. Moreover, it leads to less users being exposed to inferior rankers.

We have interpreted these efficient ranker preferences as guidance for learning algorithms. We have shown how parameters that used to be hand tuned can instead be learned automatically from users. We have further shown how our multileaved comparison methods can guide a highly efficient online learning to rank algorithm towards an optimal ranker. An important implication of these results is that good rankers can be found efficiently by interacting with users. This results in far fewer users being exposed to inferior rankers and it allows search engines to adapt faster to changes in user preferences.

Besides the above algorithmic contributions, we also contributed a shared resource and a new evaluation paradigm. We introduced Lerot, an online learning to rank framework, a shared resource for the IR research community. The framework allows for reproducible experimentation with online learning to rank and with online evaluation. Lastly, we introduced OpenSearch, an entirely new IR evaluation paradigm that allows any researcher to experiment on a real search engine and with real users. OpenSearch comes with an
implementation and is adopted widely by the IR community.

### 10.3 Future Work

The research presented in this thesis has many important implications, as described above. However, there are a number of opportunities for further work. In this section we select the most prominent directions, summarize them and expand on them.

### 10.3.1 Online Evaluation

Adapting our newly introduced multileaving paradigm to online evaluation tasks other than comparing all rankers in a set to each other could prove promising. When, for instance, one would instead compare all rankers to a single production ranker the definitions of unbiasedness and sensitivity could be adjusted to take into account the restricted goal of this task variant. Proper investigation of how multileaving methods could be applied in a $K$-armed dueling bandits problem setting constitutes another promising research direction. Both these directions could lead to breakthroughs on their respective sub-tasks of online ranker evaluation.

Our research that brought ranker preferences inferred by interleaved comparison method closer to those inferred by A/B tests, was the first of its kind. Many directions for future work remain. Firstly, more data in the form of ranker comparisons would open the way to development of yet more sophisticated (learned) credit functions, e.g., to take into account session-level or task-level features. Secondly, our approach does not currently take magnitude and uncertainty in the $\mathrm{A} / \mathrm{B}$ test preferences into account. For future work, we would like to measure agreement with statistically significant A/B outcomes. Again, we would require more ranker comparisons for such an analysis.

Both our contributions to online evaluation of IR only consider so called single shot queries: a query followed by a result list and interactions with this list. In reality, a user typically issues many queries over a longer period of time. Incorporating information from sessions into interleaving or multileaving methods is a completely open and very promising area of research.

### 10.3.2 Online Learning to Rank

For future work, it is interesting to see how the click-optimized versions of BM25 can improve the performance of a state-of-the-art learning to rank algorithm when BM25 is used as one query-document feature among many features. Furthermore, it would be interesting to see whether we can integrate the learning of parameters for base rankers such as BM25 while we learn how to combine such base rankers at the same time. Potentially, our multileave gradient descent methods could be of help here as this allows for exploring many more alternative rankers. Additionally, we would like to investigate whether and to what extent parameters of other base rankers can be learned through the same procedure as we used in Chapter 6.

Our new learning method that uses multileaved comparison methods invites many directions for future work. Firstly, we sampled candidate rankers randomly uniformly
from a unit sphere around the current best ranker. Alternatively, one could consider selecting rankers such that all directions are covered, which may speed up learning even further. Secondly, currently we have two strategies for interpreting multileave comparison outcomes, MGD-M and MGD-W. We could consider an additional strategy that takes a weighted combination of all the compared rankers, potentially even down-weighting the directions for losing candidate rankers. Thirdly, we noticed that often, in particular closer to convergence, many of the compared rankers become very similar. One could adapt the multileaving algorithm to not attempt to infer preferences between rankers that produce the same rankings, but rather, consider all these to be the same rankers. It may seem that increasing the number of candidates increases the amount of required computation. However, when using TDM, the number of rankers that can contribute a document to the multileaved list is bound by its length. If it is decided beforehand which rankers can contribute a document then only these rankers actually have to materialize their rankings. Finally, a theoretical analysis of the convergence properties of MGD and its variants, in comparison to DBGD, would give valuable insights in the broader applicability of our new method.

Both our contributions to online learning to rank only consider fairly simple ranking models. In offline learning to rank much more sophisticated models are the current state-of-the-art. Learning such complicated models from user feedback remains future work.

Our learning methods make the simplifying assumption that users arrive at the search engine sequentially, never more than a single user at the same time. What is more, our approaches assume that the user finishes their interactions with a result page before the next query is issued. Naturally these are unrealistic assumptions and lifting these would be interesting future work.

### 10.3.3 Online Learning and Evaluation Methodology

Lerot, our online learning and evaluation framework, is highly successful as a shared research tool. Currently, the source code of Lerot has been forked 16 times, the repository sees between 100 and 700 unique users per month and 15 people have contributed to the code.

Lerot invites several directions of development. First, it allows for experiments with simulated users. The user models it currently implements reflect our current understanding of user behavior; they can easily be extended or replaced by evaluations under different sets of assumptions. Secondly, Lerot provides components that implement complete online learning to rank solutions for use as part of an evaluation setup that involves real users. To this end it connects to OpenSearch, also introduced in this thesis. This connection so far has not been extensively used and integration with all learning methods remains to be resolved. For instance, the current setup of Lerot expects sequential events in the sense that user interactions are expected immediately after the query issue, before a new query is issued by any other user. Real users do take their time to interact with search engines. This delayed feedback has not been studied yet and has not been properly integrated into Lerot either.

More even than Lerot, OpenSearch has rapidly been adopted by the IR community, witnessed by the lab at CLEF and the OpenSearch track at TREC 2016.

An important direction for future research around OpenSearch is work towards the inclusion of context. One way to include context in the current setup would be by providing several common contexts alongside the query. Participants could then prepare rankings for each of these possible contexts. Examples of common contexts would be common preceding queries, types of users or localization on a high enough granularity. Currently, our OpenSearch efforts only focused on replacing the ranking component of a search engine. We would be interested in investigating the replacement of other components of the search engine. Obvious candidates are query suggestion, query autocompletion and snippet generation.

This would, for the very first time, allow academic researchers to experiment on such components and would open up entire new and exciting research directions.
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## List of Terms

A/B metric Absolute user interaction metric used in A/B testing. Computed for system A and B, after which a t-test is used to select a winner. Examples are CTR, time to click, and abandonment rate. See Section 2.3.2. (Used on pages 5, 8, 9, 20-22, 67-74, 76-79, 81-88, 147.)

A/B test Controlled experiment conducted on users of a running system. A random sample of users is exposed to the treatment system, a second sample is exposed to the control system. Any differences in online performance measured on the two samples can be attributed to differences between treatment and control system. See Section 2.3.2. (Used on pages 4, 5, 8-10, 19-21, 24, 38, 67-71, 73, 87, 88, 129, 136, 141, 145-147, 149, 150, 163.)

BI balanced interleave. The first interleaved comparison method by Joachims et al. [95]. This method was shown to be biased which was corrected in TDI. See Section 2.3.3. (Used on pages 21, 73, 129.)

BM boolean model. Retrieval model by Lancaster and Fayen [116] that uses Boolean logic, described in Section 2.1.3. (Used on pages 15, 16.)

BM25 best match 25. Widely used retrieval model by Robertson and Walker [146], a weighted variant of TF.IDF, described in Section 2.1.3. See also Chapter 6. (Used on pages $6,7,9-11,15,16,26,32,49,91-102,147,148,150$.)

BTM beat the mean. Algorithm by Yue and Joachims [208] for the $K$-armed dueling bandits problem, see Section 2.3.4. (Used on pages 24.)

CCM cascade click model. Click model by Craswell et al. [47] that assumes users scan a result list from top to bottom and click on a result as soon as it seems to satisfy their information need, see Section 2.3.6. (Used on pages 25, 110, 164.)

CLEF conference and labs of the evaluation forum. The CLEF Initiative is a selforganized body whose main mission is to promote research, innovation, and development of information access systems with an emphasis on multilingual and multimodal information with various levels of structure. (Used on pages 137, 138, $143,149,152,164$.

CPS candidate preselection. Extension of DBGD by Hofmann et al. [83] that uses PI to select a promising candidate using historical interaction data. See Section 2.5.2. (Used on pages 29, 95, 96, 126, 128.)

CTR click through rate. A common A/B metric: the number of result lists with a click over the total number of impressions. (Used on pages 20, 68, 71, 163.)

DBGD dueling bandit gradient descent. Online learning to rank method by Yue and Joachims [207], see Section 2.5 .1 for details. We extend DBGD to MGD in Chapter 7. (Used on pages 7, 24, 28-30, 65, 95, 99, 101, 105-121, 126-129, 133, $147,148,151,163,165$.

DBN dynamic bayesian network model. Click model by Chapelle and Zhang [32] that extends CCM, see Section 2.3.6. (Used on pages 25.)

DCI document constraints interleave. Interleaving method by He et al. [72] which infers constraints on documents pairs based on the rank of the documents and on user interactions. See Section 2.3.3. (Used on pages 21, 129.)

DCM dependent click model. This cascading click model by Guo et al. [65] is used throughout this thesis to simulate clicks. See Section 2.3.6 for details and see Table 3.2 for instantiations. (Used on pages 25, 32-34, 96, 111, 112, 117, 130-133.)

DFR divergence from randomness. Retrieval model by Amati [8] based on the 2-Poisson indexing model, described in Section 2.1.3. (Used on pages 6, 16, 92.)

ERR expected reciprocal rank. Offline evaluation metric by Chapelle et al. [33], see Section 2.2.1. (Used on pages 17, 38.)

FCM federated click model. Click model by [35] that takes attraction of vertical documents into account, see Section 2.3.6 and Section 8.2.3. (Used on pages 131.)

GTDI generalized team draft interleave. Interleaving method by Kharitonov et al. [107] which jointly optimizes for credit assignment and an interleaving policy. See Section 2.3.3. (Used on pages 22.)

IDF inverse document frequency. "The specificity of a term can be quantified as an inverse function of the number of documents in which it occurs" by Sparck Jones [171], described in Section 2.1.3. (Used on pages 15, 93, 166.)

IR information retrieval. "Information retrieval is finding material (usually documents) of an unstructured nature (usually text) that satisfies an information need from within large collections (usually stored on computers)." by Manning et al. [127]. See Section 2.1. (Used on pages 1, 6-9, 11, 13-17, 21, 26-28, 67-69, 125, 126, 135-138, 145, 147-150, 152, 165.)

Lerot learning and evaluating rankers online toolkit. Implementation of the online evaluation framework introduced in Chapter 8. (Used on pages 8, 10, 12, 125-135, $145,148,149,151,152$.

LL4IR living labs for IR evaluation lab at CLEF. LL4IR is the CLEF lab [164] that uses the OpenSearch methodology introduced in Chapter 9 of this thesis. (Used on pages 135-137, 142, 143, 149.)

LM language model. Ranking model in which documents and queries are modeled as sequences drawn from a probability distribution over sequences. Documents are then ranked by the probability that document and query come from the same underlying distribution [76, 140]. See Section 2.1.3. (Used on pages 16, 26, 32.)

LTR learning to rank. LTR is about finding an optimal combination of ranking features using machine learning techniques [124]. See Section 2.4. (Used on pages 3, 26-28, $125,135$.

MAP mean average precisions. Offline evaluation metric by Harman [68], see Section 2.2.1. (Used on pages 17, 38.)

MGD multileave gradient descent. Online learning to rank extension of DBGD that learns from multileaving methods such as TDM, introduced in Chapter 7 of this thesis. (Used on pages 7, 9, 105-110, 115-121, 126-128, 148, 151, 163, 165.)

MGD-M MGD mean winner. Variant of MGD that updates towards the mean of all winners, introduced in Chapter 7 of this thesis. (Used on pages 7, 10, 106, 109, 110, 113-121, 148, 151.)

MGD-W MGD winner takes all. Variant of MGD that randomly selects a winner, introduced in Chapter 7 of this thesis. (Used on pages 7, 10, 106, 109, 110, 113$121,148,151$.

MRUCB multileave RUCB. Variant of RUCB by Zoghi et al. [216], an algorithm for the $K$-armed dueling bandits problem, see Section 2.3.4. (Used on pages 64.)
nDCG normalized discounted cumulative gain. Offline evaluation metric by Järvelin and Kekäläinen [89] that is used throughout this thesis, see Section 2.2.1 and Section 3.4. (Used on pages 17, 20, 34, 38, 40, 49, 50, 57-59, 97-99, 101, 110-117, 131.)

OI optimized interleave. Recent interleaving method by Radlinski and Craswell [143] that optimizes for sensitivity. See Section 2.3.3. We extended OI to OM. (Used on pages $4,9,10,22,37,38,41,50,51,53,54,56-61,65,107,129,146,165$.)

OM optimized multileave. Multileaving method introduced in Chapter 4 of this thesis. OM extends OI. (Used on pages 4, 5, 8-10, 37-39, 41, 43, 45, 46, 50-61, 65, 107, 130, 146, 165.)

OpenSearch OpenSearch is a new evaluation paradigm for IR. The experimentation platform is an existing search engine. Researchers have the opportunity to replace components of this search engine and evaluate these components using interactions with real, unsuspecting users of this search engine. See Chapter 9. (Used on pages $8,9,11,12,121,135-140,142,143,149,151,152,164$.)

PI probabilistic interleave. An probabilistic generalization of TDI by Hofmann et al. [79]. This interleaving method has a non-zero probability of any interleaving occurring as documents are sampled from a softmax distribution over the ranking instead of a deterministic ranking. See Section 2.3.3. We extended PI to PM. (Used on pages 5, 8, 21, 22, 24, 29, 37, 39, 46-50, 61-63, 65, 129, 130, 146, 147, 163, 165.)

PM probabilistic multileave. PM is a multileaving method that extends PI and is introduced in Chapter 4 of this thesis. (Used on pages 5, 8, 10, 37, 39-41, 46-48, 50, 51, $61-63,65,121,130,146,147,165$.)

RCM random click model. A click model that mimics a user not having any preference, this click model is used to validate the absence of bias in evaluation methods, see Section 2.3.6 and Section 8.2.3. (Used on pages 131.)

RL reinforcement learning. Machine learning from interactions with users, see the book by Sutton and Barto [178]. (Used on pages 28, 34.)

RUCB relative upper confidence bound. Algorithm by Zoghi et al. [214] for the $K$-armed dueling bandits problem, see Section 2.3.4. (Used on pages 24, 64, 165.)

SAT satisfied. Click that satisfied the user, typically with dwell time above a fixed cutoff of 30 seconds [206]. See Section 5.3.1. (Used on pages 71, 78, 83.)

TDI team draft interleave. Popular interleaving method by Radlinski et al. [144]. See Section 2.3.3. We extended TDI to TDM. (Used on pages 4, 9, 10, 21-23, 28, 29, $37,38,41,46,47,50,51,53,54,56-58,65,72,73,76-79,81-84,86,87,107$, $129,141,146,163,165,166$.

TDI-VA vertical aware team draft interleave. Extension of TDI by [36] that can interleave result lists with verticals. (Used on pages 129, 131.)

TDM team draft multileave. TDM is a multileaving method that extends TDI and is introduced in Chapter 4 of this thesis. (Used on pages 4, 5, 7-10, 37-39, 41, 42, 46, $47,49-59,61-63,65,107,108,118,121,130,146,151,165,166$.)

TF term frequency. The number of occurrences of a term in a document, by Luhn [126]. Can be used as a retrieval model, see Section 2.1.3. (Used on pages 15, 93, 166.)

TF.IDF term frequency times inverse document frequency. Retrieval model by Sparck Jones [171] that multiplies the TF with the IDF. (Used on pages 6, 15, 16, 49, 92, 163.)

TREC text retrieval conference. The text retrieval conference has been organized as a yearly conference for over 25 years [197]. (Used on pages 17, 32, 96, 135-137, $143,149,152$.

UBI upper bound interleave. Interleaving method by Kharitonov et al. [106] that uses historical click data to increase the sensitivity of interleaving. See Section 2.3.3. (Used on pages 22.)

UBM user browsing model. Click model by Dupret and Piwowarski [53] that assumes that the examination probability of a document depends on previous clicks, see Section 2.3.6. (Used on pages 25.)

VSM vector space model. The vector space model by Salton et al. [153] represents both documents and queries in a space of terms. Documents can then be ranked by how close they are to the query in this space. See Section 2.1.3. (Used on pages 15, 16.)

## Samenvatting

Ruim de helft van de wereldbevolking gebruikt tegenwoordig webzoekmachines. Dagelijks worden meer dan een half miljard zoekvragen gesteld. Zoekmachines zoals Baidu, Bing, Google, en Yandex zijn voor veel mensen het eerste waar ze zich toe wenden als ze een vraag hebben. Sterker nog, zoekmachines zijn voor veel mensen de meest betrouwbare route naar informatie geworden, betrouwbaarder zelfs dan traditionele media zoals kranten, nieuwswebsites en het nieuws op televisie. Mensen worden sterk beïnvloed door hetgeen zoekmachines ze voorschotelen. Het beïnvloedt hun gedachten, meningen, beslissingen en acties. Met dit in gedachten, en vanuit het perspectief van het vakgebied information retrieval (IR), zijn twee zaken belangrijk. Ten eerste is het belangrijk om te begrijpen hoe goed zoekmachines presteren. Ten tweede moeten we ons inzicht hierin gebruiken om zoekmachines te verbeteren. Dit proefschrift gaat over deze twee onderwerpen: de evaluatie van zoekmachines en lerende zoekmachines.

In het eerste deel van dit proefschrift onderzoeken we hoe interacties van zoekmachinegebruikers ingezet kunnen worden om zoekmachines te evalueren. We introduceren een nieuw online evaluatieparadigma dat we multileaving noemen. Multileaving is een uitbreiding op interleaving: in plaats van slechts twee rankers kunnen met multileaving meerdere rankers tegelijkertijd met elkaar vergeleken worden. Multileaving combineert de resultaatlijsten van al deze rankers tot een enkele lijst. De interacties van gebruikers met die lijst worden geïnterpreteerd om te bepalen hoe die rankers zich tot elkaar verhouden. Daarnaast bestuderen we de relatie tussen A/B testen en interleaving methoden. Beide studies leiden tot veel hogere gevoeligheid van de evaluatiemethoden. Dit betekent dat met onze methoden veel minder gebruikers-interacties nodig zijn om tot betrouwbare conclusies te komen. Een belangrijke implicatie hiervan is dat veel minder gebruikers worden blootgesteld aan inferieure zoekmachines.

In het tweede deel richten we ons op lerende zoekmachines. We leren van de evaluatiemethoden die we in het eerste deel hebben geintroduceerd. We leren de parameters van basisrankers door naar gebruikerinteracties te kijken. Verder gebruiken we de multileaving methoden uit het eerste deel als feedbackmechanisme in onze leermethode. Dit leidt tot veel snellere convergentie dan bij bestaande methoden. Wederom is een belangrijke implicatie dat minder gebruikers blootgesteld worden aan mogelijk inferieure zoekmachines doordat deze zich nu sneller aanpassen aan de voorkeuren van gebruikers.

Het laatste deel van dit proefschrift is van heel andere aard. In tegenstelling tot de eerste twee delen bestuderen we niet langer algoritmen. Vooruitgang in IR werd altijd al gedreven door een combinatie van algoritmen, gedeelde hulpmiddelen en evaluatie. In het laatste deel besteden we aandacht aan de laatste twee onderwerpen. We introduceren een nieuw gedeeld hulpmiddel en een nieuw evaluatieparadigma. Ten eerste introduceren we Lerot, een online evaluatieraamwerk dat het mogelijk maakt om gebruikers-interactie met zoekmachines te simuleren. Lerot is als opensource-software uitgebracht en wordt door onderzoekers over de hele wereld gebruikt. Ten tweede introduceren we OpenSearch, een nieuw evaluatieparadigma dat gebruikmaakt van echte gebruikers van echte zoekmachines. We beschrijven een implementatie van dit paradigma dat inmiddels door de onderzoeksgemeenschap gebruikt wordt bij zowel CLEF als TREC.
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More than half the world's population uses web search engines, resulting in over half a billion queries every single day. For many people, web search engines such as Baidu, Bing, Google, and Yandex are among the first resources they go to when a question arises. Moreover, for many search engines have become the most trusted route to information, more so even than traditional media such as newspapers, news websites or news channels on television. What web search engines present people with greatly influences what they believe to be true and consequently it influences their thoughts, opinions, decisions, and the actions they take. With this in mind two things are important, from an information retrieval research perspective. First, it is important to understand how well search engines (rankers) perform and secondly this knowledge should be used to improve them. This thesis is about these two topics: evaluation of search engines and learning search engines.

In the first part of this thesis we investigate how user interactions with search engines can be used to evaluate search engines. In particular, we introduce a new online evaluation paradigm called multileaving that extends upon interleaving. With multileaving, many rankers can be compared at once by combining document lists from these rankers into a single result list and attributing user interactions with this list to the rankers. Then we investigate the relation between $\mathrm{A} / \mathrm{B}$ testing and interleaved comparison methods. Both studies lead to much higher sensitivity of the evaluation methods, meaning that fewer user interactions are required to arrive at reliable conclusions. This has the important implication that fewer users need to be exposed to the results from possibly inferior search engines.

In the second part of this thesis we turn to online learning to rank. We learn from the evaluation methods introduced and extended upon in the first part. We learn the parameters of base rankers based on user interactions. Then we use the multileaving methods as feedback in our learning method, leading to much faster convergence than existing methods. Again, the important implication is that fewer users need to be exposed to possibly inferior search engines as they adapt more quickly to changes in user preferences.

The last part of this thesis is of a different nature than the earlier two parts. As opposed to the earlier chapters, we no longer study algorithms. Progress in information retrieval research has always been driven by a combination of algorithms, shared resources, and evaluation. In the last part we focus on the latter two. We introduce a new shared resource and a new evaluation paradigm. Firstly, we propose Lerot. Lerot is an online evaluation framework that allows us to simulate users interacting with a search engine. Our implementation has been released as open source software and is currently being used by researchers around the world. Secondly we introduce OpenSearch, a new evaluation paradigm involving real users of real search engines. We describe an implementation of this paradigm that has already been widely adopted by the research community through challenges at CLEF and TREC.


[^0]:    ${ }^{1}$ We maintain a list of acronyms at the back of this thesis, on page 163.

[^1]:    ${ }^{1}$ These are only explicit searches by users, meaning that on a given day, over half a billion times a user navigated to a web search engine and typed in their keyword query.

[^2]:    ${ }^{2}$ This was shown to substantially increase sensitivity of the simpler original TDI algorithm [34, 142].

[^3]:    ${ }^{1}$ All our experimental code is open source and available at https://bitbucket.org/ilps/ lerot [161] (see also Chapter 8).

[^4]:    ${ }^{1}$ We use the term negative rank even when we refer to OI with linear rank difference.
    ${ }^{2}$ We use the Gurobi optimization toolkit, http://www.gurobi. com.

[^5]:    ${ }^{3}$ Following TDM and PI, documents in a multileaved list are assigned to a rankers' teams in order to distribute credit from clicks.

[^6]:    ${ }^{4}$ The bump for PI in the first few query impressions, that is mostly visible under informational feedback, is due to the fact that it takes a while for PI to have preferences for all pairs of rankers.

[^7]:    ${ }^{1}$ We use the python implementation statsmodels.stats.power.tt_ind_solve_power, http: //statsmodels.sourceforge.net

[^8]:    ${ }^{2}$ We use the python implementation statsmodels.stats.power.tt_solve_power.

[^9]:    ${ }^{3}$ Controlled experiments are typically designed for $80-95 \%$ power.

[^10]:    ${ }^{1}$ As in TDI, documents belonging to a prefix that is common to all $n$ rankings are not assigned to teams.

[^11]:    ${ }^{2}$ This is an artifact of the way we generate candidates and the fact that we use TDM as our multileaving method.

[^12]:    ${ }^{1}$ http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
    ${ }^{2}$ http://people.cs.umass.edu/~vdang/ranklib.html
    ${ }^{3}$ https://code.google.com/p/sofia-ml/

[^13]:    ${ }^{4}$ This code serves as an illustration (but is included in Lerot in src/scripts/run-example.py). A version of this algorithm that also interprets the configuration files explained in Section 8.3.2 is preferred over simple version.

[^14]:    ${ }^{5}$ The actual implementation of DBGD included in Lerot is slightly more involved as it is configurable.

[^15]:    ${ }^{6}$ Download from http://www.gurobi.com with a free academic trial license.

[^16]:    ${ }^{1}$ https://bitbucket.org/living-labs/ll-api

[^17]:    ${ }^{2}$ http://www.clef-newsreel.org
    ${ }^{3}$ http://contest.plista.com

[^18]:    4http://doc.trec-open-search.org/en/latest/guide-participant.html

