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Semantic Entities

(Abstract)

Christophe Van Gysel Maarten de Rijke Marcel Worring
cvangysel@uva.nl derijke@uva.nl m.worring@uva.nl

University of Amsterdam, Amsterdam, The Netherlands

ABSTRACT
Entity retrieval has seen a lot of interest from the research com-
munity over the past decade. Ten years ago, the expertise retrieval
task gained popularity in the research community during the TREC
Enterprise Track [10]. It has remained relevant ever since, while
broadening to social media, to tracking the dynamics of exper-
tise [1–5, 8, 11], and, more generally, to a range of entity retrieval
tasks.

In the talk, which will be given by the second author, we will
point out that existing methods to entity or expert retrieval fail to
address key challenges: (1) Queries and expert documents use dif-
ferent representations to describe the same concepts [6, 7]. Term
mismatches between entities and experts [7] occur due to the inabil-
ity of widely used maximum-likelihood language models to make
use of semantic similarities between words [9]. (2) As the amount
of available data increases, the need for more powerful approaches
with greater learning capabilities than smoothed maximum-likeli-
hood language models is obvious [13]. (3) Supervised methods
for entity or expertise retrieval [5, 8] were introduced at the turn
of the last decade. However, the acceleration of data availability
has the major disadvantage that, in the case of supervised methods,
manual annotation efforts need to sustain a similar order of growth.
This calls for the further development of unsupervised methods.
(4) According to some entity or expertise retrieval methods, a lan-
guage model is constructed for every document in the collection.
These methods lack efficient query capabilities for large document
collections, as each query term needs to be matched against every
document [2].

In the talk we will discuss a recently proposed solution [12] that
has a strong emphasis on unsupervised model construction, effi-
cient query capabilities and, most importantly, semantic matching
between query terms and candidate entities. We show that the pro-
posed approach improves retrieval performance compared to gener-
ative language models mainly due to its ability to perform semantic
matching [7]. The proposed method does not require any annota-
tions or supervised relevance judgments and is able to learn from
raw textual evidence and document-candidate associations alone.
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The purpose of the proposal is to provide insight in how we avoid
explicit annotations and feature engineering and still obtain seman-
tically meaningful retrieval results. In the talk we will provide a
comparative error analysis between the proposed semantic entity
retrieval model and traditional generative language models that per-
form exact matching, which yields important insights in the relative
strengths of semantic matching and exact matching for the expert
retrieval task in particular and entity retrieval in general.

We will also discuss extensions of the proposed model that are
meant to deal with scalability and dynamic aspects of entity and
expert retrieval.

Categories and Subject Descriptors
H.3.1 [Content Analysis and Indexing]: Linguistic processing;
H.3.3 [Information Search and Retrieval]: Retrieval models
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