UNIVERSITY OF AMSTERDAM
X

UvA-DARE (Digital Academic Repository)

gSLM: The Initial Steps for the Specification of a Service Management Standard
for Federated e-Infrastructures

Serrat, J.; Szepieniec, T.; Belloum, A.; Rubio-Loyola, J.; Appleton, O.; Schaaf, T.; Kocot, J.

DOI
10.1145/2684200.2684360

Publication date
2014

Document Version
Submitted manuscript

Published in
iWAS 2014

Link to publication

Citation for published version (APA):

Serrat, J., Szepieniec, T., Belloum, A., Rubio-Loyola, J., Appleton, O., Schaaf, T., & Kocot, J.
(2014). gSLM: The Initial Steps for the Specification of a Service Management Standard for
Federated e-Infrastructures. In M. Indrawan-Santiago, M. Steinbauer, H-Q. Nguyen, A. M.
Tjoa, I. Khalil, & G. Anderst-Kotsis (Eds.), iiWAS 2014: the 16th International Conference on
Information Integration and Web-based Applications & Services : December 4-6, 2014, Hanoi,
Vietnam (pp. 529-536). Association for Computing Machinery.
https://doi.org/10.1145/2684200.2684360

General rights

It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s)
and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open
content license (like Creative Commons).

Disclaimer/Complaints regulations

If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please
let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material
inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter
to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You
will be contacted as soon as possible.

UVA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)

Download date:08 Mar 2023


https://doi.org/10.1145/2684200.2684360
https://dare.uva.nl/personal/pure/en/publications/gslm-the-initial-steps-for-the-specification-of-a-service-management-standard-for-federated-einfrastructures(10b7a92b-4fbd-42df-82b8-b41362f64645).html
https://doi.org/10.1145/2684200.2684360

gSLM: Thelnitial Stepsfor the Specification of a
Service Management Standard for Federated e-
Infrastructures

Joan Serrdt Tomasz SzepieniécAdam Belloum, Javier Rubio-Loyola Owen
Appletor?, Thomas SchagfJoanna Kocét

1 Universitat Politecnica de Catalunya, BarcelonajrSpa
serrat@tsc.upc.edu
2 ACC Cyfronet AGH, Krakow, Poland
{t.szepieniec, ymkocot}@cyfronet.pl
3 University of Amsterdam, Amsterdam, The Netherkand
a.s.z.belloum@uva.nl
4 Cinvestav, Tamaulipas, Mexico
jrubio@tamps.cinvestav.mx
5 Emergence Tech., Norwich, UK
owen@emergence-tech.com
6 Ludwig-Maximilians-Universitat, Munich, Germany
schaaf@nm.ifi.Imu.de

Abstract. This paper presents a methodology used to cresite &ndependent
assessment process of the capabilities of serviaeagement systems in
federated e-infrastructures that can contributentmduce or improve service
management in these application domains. Based@AHS 20000 concepts it
consist of an actors and relationships model, aob@hanagement processes
with their corresponding requirements and a cajpgliiiodel that all converge
in an easy to use assessment tool. The methodblgpeen evaluated through
its adoption in an existing federated e-infrastutet

Keywords: IT Service Management; e-Infrastructures; Actors dilp
Capability Model; Management Processes.

1 Introduction

Federated computing services such as Grid, Cloutl ciher e-infrastructures are
increasingly important to scientific and technioedearch. Grid Computing started as
an approach to realize the virtualization of disited resources. Initially the services
offered by Grids and federated infrastructures wmast effort-based and limited to
the scientific community but when Grid adopted #@vice-oriented paradigm it
started to attract more and more commercial apica. However, much stricter
guarantees are needed to attract these applicatiarse Grid-based systems.

Cloud Computing emerged as a much more commerdignted approach
provided that resources were owned by a uniqueicgeprovider who could apply



commercial IT service management techniques. Nesleds, as soon as the
advantages of federated service delivery and manewgein the Cloud domain were
realized, similar challenges to the Grid domain twabe faced.

Federated e-infrastructure scenarios are charaetedy two main facts. First,
there is no single central authority with contrekp service delivery, service levels
and management processes. Second, there is nochieraervice chain with clear
distribution of responsibilities. In addition, madttoday’s Grid infrastructures are set
on the grounds that service commitments and dedicaf resources to the Grid are
on a voluntary basis and in general there are mmdb agreements on service
functionality and quality. For these reasons, walbwn established IT service
management frameworks like ITIL [1], ISO/IEC2000Q] [or others are not
straightforward applicable.

Although the need of managing the services offéng@-infrastructures is widely
accepted, there is not a common understanding entbi@achieve the goal. For that
reason, in September 2010 the EU-funded projectVgf] was started aiming a
framework for the introduction and developmentkErvice management in such e-
infrastructures. Since the beginning, gSLM undedtthat rather than proposing the
implementation of service management in full atena grading of its level of
introduction would be preferable in order to shdwe process as a set of achievable
steps from no service management at all to comaldmiel service management
compliant with systems such as ITIL or ISO/IEC2000Be key was the use of the
capability and maturity model concepts. A matunitypdel is an abstraction of a
system, which stratifies the maturity of the syst@to an easily manageable set of
levels, based on the capabilities of each of itsstituting processes. Each level is
accompanied by a description of diagnostic featofdhat level of maturity. It helps
building a common understanding of maturity suct they can be improved, leading
to the improvement of the overall system as well.

The capability/maturity model adopted in gSLM hade framed in an actors and
business models as well as in a set of well-defgerglice management processes that
constitute the baseline to determine which funeicaspects to consider. Finally, a
set of requirements to be fulfilled by an e-infrasture to achieve a given level of
capability in each of the different functional asfgewas issued. All in all this was
part of the contribution of gSLM that after its twears duration, ended with a set of
results that were all grouped in a methodology wivat will call the “gSLM
approach”. This project has had a follow-up cakedSM [4] that is still ongoing and
that will end with a standard for service managemniéh Hence gSLM was the
precursor setting the grounds for such a standard.

This paper presents the gSLM approach with somailglein its components and
the evaluation that took place within the projeéfter this introduction, Section Il is
devoted to present a snapshot of the state of thénaservice management of
federated e-infrastructures. Section Il presehes methodology that constitutes the
core of our contribution. Section 1V enters at tegail that the space restrictions are
allowing in the supporting components of the gSLppmach. Here we describe the
proposed actors’ model, management processes, ladreuirements that an
infrastructure must fulfil to reach given capabpilitevels. Section V presents a
summary of the results of applying our approacta ifederated Grid environment.
Finally, the paper ends with Section VI presenting concluding remarks.



2 Snapshot of Service Level Management Maturity in e
Infrastructures

As the starting point encountered at the beginpintpe gSLM project we summarise
the status, in terms of service management devedopraxisting in six well known e-
infrastructures. This is by no means an exhaudisteof e-infrastructures but a
representative set of the most important ones.

The Open Science Grid (OSG) [6] is a multi-discipliy partnership in USA to
federate local, regional, community and nationdbesyinfrastructures to meet the
needs of research and academic communities. Offe¥adces are subject to formal
Service Level Agreements (SLA). They are publisbeda Wiki page with public
access, so that both, users and providers aret@alileowse them. The services are
organised in a kind of a catalogue, and every rewice is required to follow a path
of SLA specification — external services included. addition, there are change
management processes in place. Therefore we caalifygqthe maturity of OSG as
quite high in the full range of aspects considered.

The European Grid Infrastructure (EGI) [7] is aiegof efforts launched in 2010
to provide access to high-throughput computing ueses across Europe using grid
computing techniques. EGI worked-out the Operatidrevel Agreement (OLA)
framework, which defines relationships betweenssitational grid infrastructures
and the central EGI. Those OLAs are without SLAteghso they define general
service level for all the users. Considering SLAdich should define relations
between a customer and provider, we have to saythibalevel of maturity is quite
lower on this field. In fact, EGI has not fully @emined its role in the process of
delivering services for grid users. The heteroggriai service management adoption
depending of the specific functional aspects camsid yields to the conclusion that
EGI maturity has to be ranked from low to high.

The Swiss National Grid (SwiNG) [8] was launched2i®06 to coordinate grid
services in Switzerland. The level of formalisat@mmd automation of the processes
and procedures differs very much, depending onatiea of interest — from semi-
automated procedures with clear contact pointsragponsibilities (these are mainly
related to security), to less formal (the rest o processes). The infrastructure is
aware of the need to manage the reliability of $bevices provision, but does not
implement accordant mechanisms at the moment. &he services provided within
the infrastructure are monitored with automated itooing tools, which are used also
for accounting purposes. From the service levelagament perspective, SWiNG is
then a quite low mature e-infrastructure.

The Nordic DataGrid Facility (NDGF) [9] is esseffitiaa production grid facility
that leverages existing national computational atdrage resources and grid
infrastructures in Scandinavian countries. The remttal framework is limited to
OLAs between NDGF and sites. However, the OLA cageris still incomplete, as
some sites are considered operational in the infretsire without signed OLA, and
the agreements may not be consistent. The incidgurting is mainly automated,
and the escalation path is more-or-less knownnbtiformally defined and includes
informal contact means. Even when there are writbgmeements between the
infrastructure and the sites, the enforcement ideratte and does not seem to follow



a defined path. NDGF is also a low mature infragtme comparable in that sense to
SwiNG.

The PRACE RI [10] is a pan-European infrastructuesponsible for High-
Performance Computing resources and services fblicovesearch. PRACE uses
SLAs (OLAs) to specify and control commitments loé sites it incorporates. PRACE
has also SLAs with its users that usually defiree uher’s responsibilities and means
of reporting incidents, however, the services anaps considered best-effort without
real warranties. The infrastructure offers a sendatalogue, called “Application and
tool catalogue”, with distinguished service levdlewever, nothing can be enforced
on the sites and no escalation procedures existhétoperation level, there is an
escalation procedure and a kind of help-desk, tpkiare that the user’s incident
reports are transferred to the party on whose gideproblem is supposed to lay.
PRACE is relatively low mature in some managementctional aspects but quite
mature in others. Like EGI his maturity spans tigtoseveral levels.

Amazon Web Services (AWS) [11] offers a completé afeinfrastructure and
application services materializing the cloud commuparadigm for this corporation.
Each of the Amazon'’s services is described witlsBA with non-trivial metrics. The
performance of the provided services is thorougmigasured and monitored by
dedicated tools. All the procedures are well-definad documented. The automation
of all necessary processes makes the service povisanagement easier, and, thus,
allows focusing more on the user needs and expauasat following a more user-
centric approach. The overall maturity level of thmazon Web Services may be
evaluated as the highest found in all the abovsidered e-infrastructures.

Summarising, the above six considered e-infragtrest exhibit a large span of
different levels of service management maturity. \Wete that heterogeneous
infrastructures like Grids, which have an acadesaientific background, lag behind
commercial approaches like Amazon Web Servicesauser efforts are made mostly
within Grid sites, while inter-organisational appches to SLM are hardly developed.
More difficult would be to quantify the levels ofaturity and much more difficult
would be to reach the same scores when evaluatea flifferent actors or
perspectives. In this context the identifiable cimtion of the gSLM project is to
bring an unambiguous and repeatable way to quattiéylevel of maturity of e-
infrastructures irrespectively of its nature andpmse. This is a cornerstone to
advance in a coherent way to reach ever incredsirgds of SLM maturity, which is
cost effective and at a pace tailored to eachrastriucture organization.

3 Objective and Methodological Approach

gSLM aims to establish a baseline that can be adopy federated e-infrastructures
in order to determine their maturity level and fetimprovement plans in a unified
way, independently of technology, business modelgaographical distribution of its
federation members. This is a fundamental toofdderations in order to understand,
under a standard point of view, how they have mwhavin order to reach given levels
of service delivery and service level managemeant. g&@rspective should be as broad



as possible in order to cover the most importanvise lifecycle management
activities and not be concerned only with the vessgtricted niche of SLAs as the
majority of efforts have done up to now.

3.1 Actors, Processes and Requirements

ISO/IEC 20000 is a much more simplified framewdnkr the broadly accepted de-
facto standard ITIL v3 in the commercial IT servicenagement domain. In that
sense the former is a lighter and more genericagmbr. This fact and also that our
target service management system is not grounded @onventional IT service
management scenario, where a single authorityaactmique service provider, were
the main reasons to adopt ISO/IEC 20000 as ouirgjgroint. But ISO/IEC 20000 is
not a solution per-se. Instead it consist of aemtibn of management processes that
are defined along generic requirements that haveethulfilled in each of them. The
challenge to solve our problem in the context ofefated e-infrastructures consisted
in finding an appropriate business model that mihite set of processes applicable
and specialize these processes in terms of apptepaind concrete requirements.
Here the term appropriate is understood as sati3fgt a time simplicity to allow for
its implementation in existing infrastructures aooimpleteness to ensure a good
manageability.

Adopting the ISO/IEC 20000 framework doesn’'t meaat tve have to consider all
the processes herein defined or that we cannaamgether not explicitly recognized.
The set of processes that were under the gSLM seepe those in direct support of
the business model adopted by the federated estnfidure. Then, in case of a
business model where the federator were a simpldiatoe or service broker, its
responsibility and duties in respect to the serwisers would be much less than in
case it were a full service integrator, adopting tole of a full fledge service
provider. In summary the first challenge was t@esethe relevant set of management
processes.

Having decided which processes to consider the rs@p would be the
specialization of each one in terms of requiremettds be fulfilled in the
implementation of each of these processes in al@m domain. Really, ISO 20000
processes are generic in nature both in termseofattivities entailed as well as in
terms of the subjects and objects to which theyyaubjects and objects would be
in fact the actors that would execute and receine dctions of the corresponding
activities. The challenge at this point was to dedhe granularity level to decompose
in activities each of the above selected processdst the same time identifying the
actors that would be involved and their mutualtiefeships.

Facing the above challenges was done under a ptiagmesspective. Based in the
consortium expertise, which covered various playeithe federated e-infrastructure
arena, and after an analysis of the trends of aouatnof representative cases that
included those presented in Section 2 [6-11], weiddel to implicitly adopt a
business model of fall service integrator. That is, we would assume the existence of
a federator entity entrusted to take the respditgitnf delivering the services and
managing the corresponding service levels, actg aingle contact point between



users and infrastructure suppliers. That said,opgsal was detailed with the aim to
be refined after an evaluation process in a feddratinfrastructure environment.

3.2 Capability Model

Once the requirements structured around preselqmtecesses were defined, the
guestion was how to establish ways to quantify opwhich extend a given e-
infrastructure was supporting a determined requargmrhe number of quantification
levels should be necessary greater than two (YEpIN@rder to better capture the
real status of the infrastructure. To this aim vammed a solution based on the
concept ofCapability. This term is expressing the quality of impleméotawithin a
single process. Capability is measured in levelss Theans that for each capability
level we have to specify the conditions to be figii to grant that level. Therefore we
will be able to say that the e-infrastructure “¥§ supporting the management
requirement “y” with capability level “n” that athé¢ end was one the objective
pursued in the gSLM project.

Capability levels for all the management requiretaaran then be stablished as
targets to be reached in order to have a servicegement system characterized by a
determined level of maturity. In other words, méagutevels characterize a whole
service management system as capability levelsactexize a single requirement or
process. In gSLM we adopted capability levels [yegle requirement in each of the
selected processes. Capability and maturity moldale been traditionally used in
assessment and governance frameworks like ISO/IEED4 [12], CMMI [13] and
COBIT [14]. A six-level model inspired in these ifiaworks was precisely the
adopted one for our purpose. The challenge nowtwasfine this six level generic
model for each requirement defined in the previstsps. This phase of our
methodology would end with a description, per regmient and capability level, of
the conditions that if fulfilled would grant thaagability.

Last, as the process of ranking an e-infrastructondd be tedious and prone to
errors we developed a simple application that bpmeof NO/YES answers checks
the fulfillment of the requirements catalog and idepthe corresponding capability
levels using different colored marks. Nevertheless, we have pointed out the
conclusions, we realized through the evaluatiothisf framework that the use of the
tool has to be done by really knowledgeable petplavoid misinterpretations and
hence false assessments.

4 Detailed Componentsof thegSLM Approach

In this section we elaborate on the design elemehtbe methodological approach
outlined earlier.



4.1 Actorsand Relationships M odel

Three principal actors are envisaged, namely MirfDaganization, Federated
Infrastructure and Site. These actors and part hefr tmain relationships are
graphically depicted in Figure 1.

delivered_according_to

Service Level
Agreement

supported_by
Operational Leve Federated Infrastr.
Agreement
agreed_with has_registered

Fig. 1. Primary actors and part of their main relationslifthin the gSLM model

agreed_with

Virtual
Organization

has_registered

provides

agreed_with

ogreed_with federates

A Virtual Organization (VO) consists of a group mdople that are the users of a
given service. The VO represents collectively histset of users in respect to the
interactions with the entity that will provide tkervices.

A Federated Infrastructure (FI) is an approved bibdy provides e-infrastructure-
based services in a region, country or group ofhtrees. FIs may be organized in
larger bodies, creating a hierarchical structuréth worimary Fls federated in
secondary Fls, etc. The role of a Fl in the valhai can range from a simple
mediator between VOs and Sites to more complexorespility to ensure that
services are provided with a pre-agreed qualitys tcting like a service provider.

A Site is an administrative independent domain thvégs the resources to be
federated with resources provided by other Sitesddfered as a service through the
participation of a FI. From the perspective of oundel, Sites are then suppliers of
Fls and therefore they are not directly dealindiwOs.



4.2 Processes Considered

According to ISO/IEC 20000 and also taking into@gtt the need to have a clear
understanding and management of the service portfthe following fourteen
processes were envisaged

Table 1. Management processes

Name Abbreviation
Service Portfolio Management SPM
Service Level Management SLM
Service Reporting SR
Service Continuity & Availability Management SCAM
Capacity Management CapM
Information Security Management ISM
Customer Relationship Management CRM
Supplier Relationship Management SuppM
Incident & Service Request Management ISRM
Problem Management ProbM
Configuration Management ConfM
Change Management ChM
Release & Deployment Management RDM
Continual Service Improvement CSl

The semantics and scope of each of these procésdbsrefore the same as
defined in ISO/IEC 20000.

4.3 Specification of Requirements

A minimal set of requirements for an effective segvmanagement system (SMS)
were defined keeping in mind the double aim of pdimg enough structure for
services to be well managed on the one hand, lyitkg the number small enough to
have a realistic expectation that they can be imphted. This requirements include
key activities for IT service management (ITSM)gasses as well.

Requirements were classified in two categories,ataiBeneral Requirements and
Process Specific Requirements. Both types shathken into account by a Federator
as relevant criteria for implementing a service agggment system (SMS).

General Requirements are related to the top maragemesponsibilities,
documentation creation and maintenance, the scbplgecservice management and
the planning, implementation and monitoring/reviegviof the service management
system. For example, concerning the top managemspbnsibilities, these General
Requirements specify that top management shalligeeosvidence of its commitment
to planning, implementing, operating, monitoringviewing, and improving the
service management system (SMS) and services.ditiadit concretes as duties of
the top management the assignment of a managemgmsentative, the definition



and communication of goals, the definition of a g@h service management policy
and the conduction of management reviews at plamterdvals.

Process Specific Requirements were defined for eawch of the fourteen
considered processes. As an example we preses# thquirements for the Service
Portfolio Management and Service Level Managememtgsses

Table 2. Requirements of the Service Portfolio Managementgss

Process Requirement

Service Portfolio] PR1.1: A service portfolio shall be maintained. #dirvices shal
Management be specified in the service portfolio.

PR1.2: Design and transition of new or changedisesvshall be
planned. Plans shall consider goals, acceptancéeriari
timescales, responsibilities, new or changed telolgyp new or
changed SLAs, testing and communication.

Table 3. Requirements of the Service Level Management process

Process Requirement
Service Levell PR2.1: Services to be delivered shall be agreech wit
Management customers. SLAs shall include agreed service target

PR2.2: A service catalogue shall be maintained.

PR2.3: Services and SLAs shall be reviewed at gldnn
intervals.

PR2.4: Service performance shall be monitored agagrvice
targets.

PR2.5: For supporting services or service companent
provided by Federation members, OLAs shall be afree

A total of 61 process specific requirements wesniiied that means and average
of about 4 requirements per process in line with #bove mentioned idea of
simplicity. The exhaustive list of requirements ¢anobtained in [15].

4.4 Capability M odel

To evaluate and categorize the level of implemé@mabf the process specific
requirements standard requirements, a process {igpktodel has been established.
The proposed Capability Model is composed of sixpdbdity Levels that will
characterize the status of Service Management imgaiéation in each process and it
will serve as basis for maturity assessments



The six Capability Levels are defined as follows.

Non Existent. In this capability level Service Management is@xistent. The service
provider is not aware of the tasks necessary twigeothe service. In a practical
world, as soon as a process is defined this levaliipassed.

Ad-hoc. The service provider is aware of the tasks ne¢dquovide the service but
the execution is undocumented, uncontrolled andtirea Success in accomplishing
the task is not guaranteed and it is likely to aepen individual efforts.

Repeatable. The service provider has a solid understandingadfvities to be
performed and that, most of the time, will leadepeatable results or outputs. Tasks
are realised mostly intuitively since the documtataand recording are poor.

Defined. The service provider has clearly defined and dwmted procedures, roles
and responsibilities, but process effectiveness effidiency are not measured nor
reported.

Managed & Measured. The service provider has clearly defined and dwented
procedures, roles and responsibilities. Processctfeness and efficiency are
measured and reported, although, this informasait hecessarily leading to process
change and improvement.

Efficient/Optimal. For the regarded process Service Management rByistdully
implemented, meaning that Capability Level Manageteasured is enhanced by
using information to systematically improve theamtged process.

Although the highest capability levels are of silagumportance in commercial IT
service management, in the context of federatedstriuctures and more in particular
in Grid computing services, where service managérhas been dealt with other
perspectives, we understood that reaching more basls would be enough in terms
of manageability and simplicity of implementatidror these reasons it was decided
to develop only the first four of the six levelsoab.

On the other hand, to make use if these capalgMgis it was necessary to specify
each one for every one of the process specificireapents. That would result in a
granularity that would make it a useful tool foethrocess administrators at the time
of evaluating the SMS. As an example, the followtalgle provides the concretion of
the Ad-hoc, Repeatable and Defined levels for tbguirements of the Service
Portfolio Management process. Note that the Norstért level is trivial and
therefore doesn’t need any concretion.

Table 4. Requirements of Service Portfolio Management pcesth capability
descriptions

Process Requirement Capability Description

Level
Service PR2.1 Ad-hoc The organization is aware and gan
Portfolio generally describe the service offer




Management

(past, current, planned) and related

information through some (undefined)

format.

Repeatable

There is a clear understanding of

service offer (past, current, planned),
d

relationship to support activities ar
other related information that conne
to the value creation capabilities. TH

list is maintained on an informal

basis.

Defined

the

ct
is

There is a defined and documented

procedure for maintaining the service

portfolio, clearly specifying
differentiated service offerings ar
links to strategic objectives. This
shared across the organization.

PR2.2

Ad-hoc

Transition to new services or chan
to current services are managed w

no structured approach or control. The
quality of the output depends on the

individual efforts.

Repeatable

There is an understanding of

structured approach for the transitipn
to new services or changes to current

services that is applied routinely, b

ut

this is not documented. Acceptance

criteria, timescales are managed a
qualitative level.

Defined

t a

There is a clearly documented
procedure to handle service transitiopn

or change that includes all th
mentioned attributes.

5 Resultsof the Model Adoption in a Real e-Infrastructure

e

In this section we present the outcomes of gSLMraggh applied to a real e-
infrastructure. For this purpose we choose thesRdNational Grid Initiative (PL-

Grid) [16], which maintains grid infrastructure pirded by 5 main computing centers
in Poland offering around 25k cores and servinguafi600 individual scientists. PL-
Grid is an example of federated organization wiémtralized control of services
supported by distributed computer centers, which ardy delivers resources but
owns them and decides about their usage. In thetdas years PL-Grid made a
substantial effort to establish an SLA/OLA framelvdd7]. Therefore the gSLM

assessment method was interesting for The PL-Gailfl t® check the current SMS



solutions for completeness and define a way to avgrthem. On the other hand it
was for us an excellent opportunity to evaluate assessment methodology and
improve it through the observations and concernthefoperations people. For that
reason the evaluation process was carried outagsectollaboration between the
gSLM consortium and the PL-Grid staff.

Prior to the execution of the assessment, it wasirasd that the role of the
Federated Infrastructure (Fl) is adopted by the@?ld. VOs and Sites were also
easily mapped to actual users’ groups and computiexgiers. In addition, the
definition of existing operation activities at PLri were mapped to activities of our
model to assure that there was a similar understgrabout what was conceived in
the gSLM model and by the operations staff of PidGFhe matching was facilitated
by the fact that the gSLM approach is based on eémple atomic management
activities.

At the moment of writing this paper only seven ofithe fourteen processes have
been evaluated. The reason to proceed that wagdssply to get feedback from the
evaluation of an initial set of processes. In gaitr, the processes included in this
first phase were SPM, SLM, SR, CRM, SRM, ISRM anfll.On summary, as
explained in detail hereafter, we concluded thatgBLM framework is matching the
reality and trends in the PL-Grid federation aneréfore that the gSLM methodology
fulfils its design goals. The following tables pees the evaluation results of the
Service Portfolio Management (SPM) and Service LeManagement (SLM)
processes. It is interesting to note the commeiiténthe rationale of each ranking.

Table5. PLGrid’s Service Portfolio Management procesduation

Process Requirement Self- Rationale for Score & Comments
assessment
Score
Service PR1.1 Repeatable| PLGrid service portfolio is published
Portfolio on the website for users. It may need
Management some reorganization to distinguish

value creating capabilities and suppprt
activities. Services are defined on such
abstract level that we do not expect|to
add or retire services. We do not have
a documented procedure  for
maintaining the service portfolio.
PR1.2 Defined Changes at the service portfolio |are
not expected. However new technical

service components are being added
following well-defined procedure
requiring service availability
monitoring, establishing a suppart
team, security and operational audits.
These are mainly new scientific
applications, web based domain-
specific portals and tools.
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Table 6. PLGrid’s Service Level Management process evalnatio

Process Requirement Self-

Score

assessment

Rationale for Score & Comments

Service Level PR2.1 Defined

Management

Applying, negotiating and signing
SLA is implemented using PLGri
User Portal and Bazaar tool. Any us
(or group) wiling to use PLG
resources needs to apply for
computational grant specifying at led

Aan

two metrics which are reflected in o

Other
possible

storage
metrics

space.
are

predefin
regardi

portfolio: amount of wall-time anI;

technical aspects of use of resources.

PR2.2 Defined

Compute and storage services
described together with addition
metrics defining technical aspect of u

(some of them still being defined).

Availability of scientific applications is
listed on a regularly updated web pag
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PR2.3

Repeatable

Each SLA is periodically reported
users who can provide their comme
about use of resources. Complian
with  SLA targets is
Appropriate actions taken for violate
SLAs. Some processes are covered
documented procedures. We do
have regular service reviews.

checked.
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PR2.4
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The data for confronting sitesh
their agreed offerings exists howev
there is no procedure to folloy
Technical service availability i
monitored on daily basis, alarms g
generated in case of failures.
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PR2.5 Defined

In fact, each SLA is broken into &

se

of agreements between Customer and

actual resource provider (sub-SLA
which PLGrid Operations Centr
monitors and endorses.

S)

e

Similarly, all the other requirements

were evaldatén total there were 30
requirements out of which 4 were rankedAaishoc, 13 asRepeatable and 13 as well



as Defined. Establishing as global maturity level target ngvall these evaluated
processes at capability level 3 we can concludettteactual maturity level of PL-
Grid is medium to high. In addition having a cloksok at the four requirements that
have lower marks we observe the following. In netipalar order, the first one is
PR3.2, in the SR process, which states thetlescription of each service report shall
include its identity, purpose, audience, frequency and content. PLGrid produces
service reports but these ones do not contairhafie mentioned fields. The second
requirements ranked at ad-hoc level is PR7.6, lgabgnto the CRM process, which
states thatustomer satisfaction shall be managed. The reason for this low ranking
here is because although users can express thaialbsatisfaction on PLGrid and
appropriate reaction can be triggered, there anm@ans to measure user satisfaction.
The third requirement ranked as ad-hoc is PR8.ngag to SRM process, stating
that supplier performance shall be monitored. Tdason here is because there is no
specific activity related to performance monitoringithough individuals of the
PLGrid operation staff often exchange their impia@ssvith suppliers. Finally, the
fourth low ranked requirement was PR9.8, belongm¢SRM process, which states
that there shall be a definition of a major incident and major incidents shall be
classified and managed according to a documented procedure. The reason for the ad-
hoc level is because no notion of a major incigeigts at PLGrid although problems
affecting many users or causing severe consequamedsandled with a special care
including extensive information and quicker respotisies.

The requirements and capability levels associateshth were found clear by the
operations staff but not without a quite detailegdlanation of the meaning and scope
of each one along the process of evaluation, whias provided by personnel of the
gSLM consortium. This means that it is almost maémgethe organization of training
workshops for the operations personnel on the almmseribed methodology and
concepts, before them can be competent to carryaostlf-assessment of the
capabilities and hence to quantify the maturitythef service management system of
an e-infrastructure. This is also a key aspectssuie that these people will find
themselves comfortable with the introduction angdlogment of that methodology in
their service management systems.

6 Conclusions

To the best of our knowledge the contribution a$ {haper consists of being the first
in formalizing the adaptation of IT service manageinbest practices, in turn well

established in single-administrative-domain IT gawelivery, to the federated e-
infrastructure contexts. Our approach is basednirm@ors and relationships model
with well-defined roles and activities that wereoptkd from the ISO/IEC 20000

framework and conveniently adapted to the abovetiomed federation domains. In

the implementation presented in the paper we itiasted that model for the case
where the e-infrastructure federator (the FI akedahroughout the paper) adopts the
role of a service integrator, but other businessiet® are possible as well, thus
making in practice that approach flexible enougtadapted to any real application
context.



Although one of the components of our contributi®ran online assessment tool,
our contribution has not to be seen as an autorhktek box that gives a result when
a set of environmental conditions are fed. Insteadias to be understood as a
guidance methodology that requires careful judgragick expertise if the outcome of
its application is pretended to be meaningful. Thiss been evidenced by the
evaluation of the methodology we carried out in BieGrid, in close collaboration
with its operations staff. Lesson learned from tletaluation were indeed
incorporated in our methodology through severaheshent loops. We believe that
similar conclusions could be derived from the adopbf the methodology in other
federations.

Our future plans include the evolution of the gSlrwkethodology through the
inclusion of feedback from other stakeholders amdane already working together
with new partners in the context of a recently tzhed project. Our goal is to make
network and service management and instrument tbe¢rage federated e-
infrastructures in the industry and the researchroanity. In that sense we can claim
that at the time this paper was completed, PL-Grigtarting with the first changes
according to an improvement roadmap designed bynseé the gSLM approach
here presented.

Acknowledgments. We want to thank the collaboration of the PL-Qniftastructure
staff, especially Marcin Radecki, for their collahtiton and guidance through the
evaluation process.
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