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DELINEATING MICROSCOPIC OBJECTS ANDCOMPUTING THEIR PRINCIPAL PARAMETERS

Albert M. VOSSEPOEL and Arnold W. M. SMEUL DERS

Dept. of Biomedical Information Processing and Laboratory for Pathology,
University Medical Center, Wassenaarseweg 62, 2333 AL LEIDEN
The Netherlands

An algorithm is presented for light—microscopic measurement of aguanti-
tatively stained cells, Delineation of the object in the scan array and
discrimination of close lying other objects is done by optimization of
an 1isodensity traced contour. Metrication errors of finite length line
segments are estimated for the perimeter. Introducing the fall-set of
the object permits accurate computation of the object's content by de-~
finition of the background as a rim around 1t. A program version 1s oOp-
erational for several years on various minicomputers, rendering results
guickly and rarely requiring operator intervention,

INTRODUCT ION The most simple approach for segmenta-

tion of the digital image into regions

Quantitative measurements of the amount is to assign the object and background

of staining material in microscopic ob- reqgions to predefined parts of the
jects are becoming increasingly impor- image, The background may, e.g., be as-
tant, for scientific as well as for di- signed to two (rectangular) regions of

aghostic purposes. A variety of stain-
ing, 1imaging and scanning technigues 1is
presently available to visualize <cells

predefined width at the beginning and at
the end of sach scan line, The remaining
intermediate pixels are then assigned to

or cellular components such as nuclei, the object region. Obviously, this ap~
proteins or chromosomes. Those techni- proach 1s restricted to 1mages that con-
ques should preferably be used that tain nothing but one complete objaect,
vield a high-resolution image of the ob- surrounded by a clean and flat back-
ject concerned, in order to avoid severe ground. Any alien object within the
errors in the measurement caused by the frame of the scanned image will either
optical system [1l]. be added to the object concerned, or
lead to an excessive value of B, 1in both

Provided such a digitized image of suf~ cases biasing the resulting value of T,

ficient resolution and precision, we may Instead of assessing the background
compute parameters like, e.g., the per- valuve B by simply averaging over the
imeter (P), area (A) and total amount of background region, it can also be der-
staining material or "content" (T) . ived from the data histogram. To this
Especlally the last parameter may be di- end, one could (manually} select a value
agnostically important. But before T can at or near the highest histogram peak.
be evaluated one needs to know which set Alternatively, one could average the va-

of pixels corresponds with the object,
and which set contains pixels with va-
lues representative of a local back~
ground, The first set, the object re-~
gion, provides the object perimeter and
area. If the pilxel values are propor-
tional to the local amount of staining

lues below a threshold computed from the
location and width of the highest histo-
gram peak.,

The approaches described always reguire
visual inspection of the image, to make
sure that no alien object 1is

material S, an average background value
B may be derived from the second set,
the background region, which wusually
doesn't adjoin the object region., The
content T may then be found by subtract-
ing B from each original object pixel
value S, before taking the sum of the
latter over the object region. It 1is es-
sential that the wvalue B is evaluated
with high accuracy, because any error 1in
B 1s reflected n~fold in T, if n is the
number of object pixels.
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present,

neither in the object region, nor in the

background region. If this condition is
not met, regions may be delineated 1in
the image manually by means of a cursor
or light~pen on a visual display unit.
The regions delineated in this way can
be assigned to or eliminated from the
object and background regions, respec-
tively. With the addition of this manual
procedure, almost any microscopic image
can be managed, as long as there 1ls no
overlap between the object concerned and
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any other object. Therefore, these ap-
proaches have found general acceptance,
n.g. (2,31, bhut they reauire much time
and attention. The only effective way to
reduce this operator effort i1s to have
the object and background regions deli-
neated automaticelly. Besides, the pro-
cedure will then become more objective.

For the object delineation, several
methods are known [4]. The most obvious
one 1s thresholding the 1image with a
distinct grey—level, usually derlved
from the data histogram, This method 1s
simple, but uses only global information
on a local level, A second group of
methods does the thresholding 1n the
gradient transformed 1image, The result-
ing bounderies are better proof against
global veriations in Dbackground v3lue,
but a high resolution 1s reguired to re-
duce the 1influence of high-fregquency
noise, Other apparently attractive meth-
ods cluster the data according to their
local similarity, but the setting of the
clustering algorithm turns out to Dbe
rather problem—-dependent, Mogt 1image
segmentation methods may be improved by
introducing relaxation, i.e. optimizing
the segmentation through iterative op~
timization of a distinct parameter con-
sidered as a quality measure,

A natural choice for a local background
region around the object, or at least
close to 1t, would be a rim of a few
pixels wide, at a relatively short dis-
tance away from the object boundary [5].
However, the presence 0of any part of an
object 1in such a region biases the valvuve
B derived from 1it. So the pixels con-
cerned reguire scrutinizing to assess
whether they should be assigned to the
background, or not.

The algorithm presented in this paper
has been developed to meet the following
requirements, assuming an input pixel
array containing at least one object of
interest, possibly among others, with an
area A greater than a distinct value:

~ 1t should delineate the object near-
eskt to a selected pixel;

~ 1t should separate two objects as
long as there exists o "valley" of at
least one pixel wide between the ob-
jects;

—~ 1t should compute accurate values for
the perimeter (P), area (A) and total
cantent (T} of the object;

-~ 1t should have both high sensitivity
and high specificity for scene seg-
mentation errors:

- 1t should not reguire display or op~
erator intervention, unless an error
condition 1s indicated;

~ 1t should run as a program on a small
minicomputer, rendering results in a
few seconds,

OBJECT DELINEATION

We have adopted the simple thresholding
method for the object delinestion. But
the thresholding is repeated for several
delineation levels in order to minimicze
the tortuosity of the resulting contour,
This property can be measured by the
contour ratio Q, a dimensionlesgs aguanti-
ty that 1is defined as the perimeter
squared divided by 47Ttimes the object
area:

P /41T A

0

The objects considered visually snow
smooth—edged contours, S0 minimizing the
contour ratio may be assumed equivalent
toc optimizing the contour quality.

The actual procedure starts by search-
ing in the four principal directions for
a starting point, from a selected pixel,
by default in the middle of the array. A
sultable starting point for a common
contour—following algorithm consists of
3 pixel pair with values less than and
not less than the delineation level,
Both elements of the pair should not be
1soplated and therefore should have at
least one adjacent element meeting the
same condition. Ry 1imposing this condi-
tion, object or background regions con-
sisting of only one pixel are prevented,

Contour following 1s accomplished Dby
testing the neighbours of a contour
plxel in a counterclockwise direction
unt 1l a pixel is found with a value also
less than the contour level. Then the
neighbours of the pixel found are tested
ln turn, starting at the first neighbour
that has not yet been tested, and so on,
unti1l the starting point 1is reached
agaln. The method can be varied accord-
ing to the number of neighbours, 4 or 8,
assigned to each pixel, preference being
mostly a matter of taste. If the contour
bends back on itself, the resulting pro-
trusion, or penninsula, should be cut
off, because our goal is to minimize the
tortuosity of the resulting contour., Be-

sides, there is a better chance of sep-
arating two close 1lying obijects, by
doling so,.

It 1s essential that the resulting con-
tour encloses an object, and not an open
space within an object or between clus-
tering objects, as both may Thappen,
given the algorithm used. This condition
can be checked by examining the
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contour's direction of rotation, which
is found by adding the angles between
the individual vector elements that con-
nect the contour pixels. If the contour
appears not to enclose an object, the
search for a starting point should be
continued, preferably in the same direc-

tion as before, towards the pixel array
houndary. It is understood that neither
the starting point, nor any contour

pixel may lie on the pixel array bounda-
ry., If a contour comes out at a distinct
del ineation level, we need to compute
its length and the area 1t encloses for
the calculation of the contour ratio,
which is to be minimized through various
delineation levels.,

Given the contour as a chain of wvector
elements, the most obvious estimate of
1ts length would be to assign the
inter-pixel distance G to each orthogo-

nal wvector element, and GVE to each di-
agonal one, Cn second thoughts, the es-
timate of the contour length turns out

to be not so trivial, because ecach dig~
crete vector element repregsents a varie-
ty of possible segments of the o¢riginal
continuous contour, even 1f the latter
is assumed piecewlse linear. Different
assumptions about the length of the
straight segments of the original con-
tour lead to different wvalues for the
length of the digitized contour. If 8
neighbours are assigned to each pixel,
there are two more sophisticated methods
to estimate the length of straight seg-
ments of an original contour correspond-
ing with distinct numbers of orthogonal
(n) and diagonal (m) vector elements:

- wlithout corner correction:

assign an average length B to each
orthogonal vector element, and an
average length D to each diagonal
one; ]

~ with corner_correction:
keep D = BVE, and correct the result-
ing contour length by the amount C

for each corner between consecutive

vector elements.,

The methods can be formulated as fol-
lows:
P=nB 4+ mb - kKC +/~ (n+tmE

in which k represents the corner count,
and E the average error in the length
estimate per vector element. The coeffi~
cilents B and C or D are evaluated
through a least square error approach,
also rendering the value of E. The first
method has been developed assuming the
original contour to be straight between
two pixels only (see Table, entry "1",
left column) [6]; the second method has

been

contour

length

We

developed
to

be

(see Table,
column) .

neighbours are assigned to

Otherwise,

assuming
straight
entry
in reference
each

the

ing the original contour to be

over

number (n-+m)

the

length
of
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original
over infinite
llinfll ’

r ight

(7], 4
pixel.
have generalized both methods assum-

straight
of a variable integer
vector elements [8].

results are given in the following

assuming the physical inter-pixel

Some
table,
distance G = 1l:
without
cornetr correction
n+tm B D 2
1 1.059 1,183 0.095
2 1,004 1,262 0,071
3 0,977 1,299 0.056
4 0,965 1.317 0.046
5 0,858 1,327 0,041
b 0.954 1.332 0,037
7 0.951 1,336 0,035
8 0.950 1,338 0.033
9 0,949 1,340 0.032
10 0,948 1,341 0,031
20 0,945 1,345 O.027
30 0.94% 1.34% 0.027
inf 0.944 1,346 0.026
From this table i1t 1is
first approach

wilth

corner correction
B C E

0,955 0.017 0,163
0,972 0.056 0.082
0.978 0,070 0.055
0.981 0.077 0.042
0,982 0,080 0.034
0.984 0,083 0.029
0.984 0,084 0,025
0,985 0,085 0.022
0.985 0.086 0,020
0,985 0.086 0.019
0.986 0.088 0.012
0.986 0,088 0.010
0.986 0,089 ©.009

apparent that the

only renders more accu-

rate results 1f the original contour 1is

assumed to
of less than 3 vector
wise the second
correction C,
table also

30 or

be straight over the length

elements, other-

approach, with corner
gives better results.
shows that [for contours as-—
sumed to be straight over the length

The

oFf

more vector elements, one single

set 0of coefficients B and C, or B and D,

may be used,
nal contour 1s assumed

If linearity of the origi-

over a length of

only a few vector elements, 1t evidently

requires special

The area enclosed by

computed
with integrating
following the contour
below and including

the

akttention,

the contour 1is

by a method that bears analogy
around

a ¢losed
clockwise,
contour

curve:
pixels
pixel

are added to the area A while going from

left to right; pixels below and
pixel
from & while going from right

ing the contour

The

situations

exclud-~
are subtracted
to left,

actual i1mplementation of this prin-
ciple requires detailed analysis of

all

thatt can result from differ-~

ent combinations of incoming and outward

vector elements of

[9].

each contour pixel

Now that Uthe perimeter P and the area A

of the object
delineation level,
can be computed,

are known at a distinct
the contour
In order to find a min-

ratio Q
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imum value for Q, the process 1s repeat-
ed for a number of delineation levels,
This number, and the corresponding level
values, can be chosen within wide mar-
gins, as long as 2 or 3 values are gitu-
ated between the background peak and the
object peak (or shoulder) of the data
histogram. The smaller the number of
level values in this range, the greater
the risk of not finding any contour that
doesn't touch the pixel array boundary
and also encloses more than a predefined
number of pixels.

BACKGROUND EVALUATION

Firstly, we have to find the set of
pixels whose values are representative
of a local background around the deline-
ated object, or at least close to it. To
this end, every neighbour of a contour
pixel, that has not yet been assigned Lo
the object, is examined to see if 1t has
a value 1less than that of the contour
pixel. If the neighbour pixel indeed has
a lower value, it will also be assigned
to the object. After examination of the
neighbours of all c¢ontour pixels, the
process 1s repeated with the freshly ag-
signed object pixels playing the role of
the contour Ppixels. Iterating this pro-
cess until no pixels can be assigned to
the object any more, results 1n what 1S
called the fall-set of the object [10],
Every pixel on the border of the
fall--set represents a local minimum, 8O
it seems attractive to use these border
pixels as the hackground region,
However, there are two reasons for not
doing so:

~ the propagation of the fall-sebt may

have been halted by acclident, e.g. by
an object lying close to the deline~
ated object, resulting in relatively
high local pixel wvalues;

~ 1f the background is flat, with only

noise superimposed, the border pixels
being local minima biases thelr aver-~
age value with resgpect to the average
value of a slightly wider rim of pix-
els.

Because of the second reason, a better
choice for the background region will be
a rim of pixels around and adjoining the
border of the fall~set, but then the
fFirst reason for not using it will count
even more heavily. On the small scale of
the direct neighbourhood of the rim pix-
els, the problem can be solwved by median
smoothing. This technigue replaces the
value o0f the central pixel of a 3 x 3
region by the median of the ordered 9
values (in this case the fifth), thereby
avoiding local extrema. On a larger
scale, the problem can be solved - for

want of a better solution - by eliminat-
ing from the background all pixels with
a value greater than a distinct leye],
This level must be chosen somewherea
between the background peak and the ohp-

ject peak (or shoulder) of the data his-
togram,

The geometrical features of the
fall~set depend much less on the delinpe-
ation level than those of the delineat-
ing contour., If we imagine, e.g., the
obhject as consisting of grey-values mo-
notonically decreasing from an apex into
a flat background, the area enclosed by
various contours strongly depends on
thelir respective 1levels, whereas the
base area end outline does not. For thig
reason, we consider the entire Ffall~get
28 the object in the computation of the
total content T, rather than the pixels
enclosed by the delineating contour., The
advantage of doing so is that the re-
sulting value of T is highly independent
of the preceding delineation procedure,

allowing the wuse of a separate systemn
for that purpose,

RESULTS

The algorithm described above has beop
implemented on various computers as n
set of Fortran-IV subroutines [8]. To-
dether, the subroutines require approxi--
mately 3.5k lé~bits words of computer
memory, excluding the size of the {(in-
teger) pixel array, It has been trested
on a set of 1343 typical cell imagoes

from cervical and mammarian specimens.,
The program reguired approximately 4§
seconds for each image, wlth Sige

between 2k and B8k pixels, using a DEC
PDP~11/60 computer, Only 2 warnings re--
sulted, both concerning the low number
of available background pixels. Testing
on a much smaller set of 43 chromosomn
imeges initislly resulted in 3  errorg.
The errors apparently were caugped >y
fragmentation of the chromosomes inte
objects ~ actually bands ~ with a lage
tor tuous contour than the chromosomnoy
Fhemgelves_ The errors disappeared alltor
Ilncreasing the lower limit of the objnet
area 1in the delineation process, %hny
also disappeared 1f the upper limit of

the range of triel delineation lavels
was decreased,

The results show that

application :
the algorithm 4 I o

to elongated obijects rao--

quires some extra attention, becaune tho

relaxation algorithm
round G§jects over elongated ones, In
conclusion, the algorithm meets the ra-

guirements specified 1in the Tntroduc-.
tion, j

basically favoursg
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