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Abstract

Deformable model methods (DM) constitute a class of segmentation techniques

used to delineate the boundary of objects in the image. They represent a promising

platform for the implementation of interactive segmentation because they allow

for the elegant combination of information derived from the image data, constraints

expressing prior knowledge about the boundary of interest and information provided

by the user. When adopting existing DM to actually implement an interactive

method, several limiting factors were encountered, motivating the development of a

new DM.

In this text we start identifying the basic elements of a DM, showing examples

found in the literature. Next we de�ne requirements posed on a DM to address

the needs of interactive segmentation, reviewing eligible methods. An extension to

the class of DM addressing these requirements is proposed, namely Piecewise DM,

providing a general framework for the implementation of a exible and controllable

DM with a larger rate of success in real segmentation problems. To conclude, we

illustrate how the new method is applied to a complex segmentation task.
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Deformable model methods (DM) refer to a large and popular group of segmentation

techniques where an initial curve is deformed based on integral constraints upon the

object's boundary. The constraints express a model for the boundary in ideal conditions,

describing the expected values of local features derived from shape and image properties.

Deformation is a consequence of the optimisation of an objective function measuring the

di�erence between the model and the boundary of an object in the image, starting from

a curve provided by a higher level mechanism.

These methods represent a promising platform for the implementation of interactive

segmentation because they allow for the elegant combination of information derived from

the image data, constraints expressing prior knowledge about the boundary and infor-

mation provided by the user. Several di�culties were found, however, when adopting

existing DM to implement an \intelligent" interactive segmentation method based on the

structured approach proposed in [35]. In this approach, the segmentation process consists

of the following steps: the user provides an initial curve that is deformed on the basis of

the boundary model with knowledge about the segmentation problem. Occasionally, the

optimised boundary does not correspond to the desired solution, and the user can edit

it with special interactive tools. In such cases, the parameters for the DM are locally

adjusted based on the information provided by the user, and optimisation is repeated.

In general, the di�culties were related to limitations in representing the boundary of

objects, in describing the shape and image properties of the ideal boundary, and in �nding

the right balance between the shape and image components in the model. Moreover, a

general formulation was missing to enable the integration of interesting ideas scattered

among the existing methods. As a consequence, the implementation of intelligent inter-

active segmentation motivated the development of a new method called Piecewise DM.

Seen in a broader context, the goal of Piecewise DM is to provide a general framework

for the implementation of a exible and controllable DM with a larger rate of success in
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real segmentation problems.

This text is organised in three main parts that can be seen as individual contributions.

In the �rst part (section 1) we identify the basic elements of a DM, with examples of im-

plementations found in the literature. In section 2 we de�ne requirements posed on a DM

to address the needs of intelligent interactive segmentation and review eligible methods

described in the literature. In section 3 we present the Piecewise DM, an extension to

the class of DM addressing these requirements, which is applied in section 4 to a complex

segmentation task with a relatively simple customisation.

1 Basic Components of Deformable Models

Deformable models originated from the classical \snakes" described in [11]. The essence

of most existing DM can be captured in terms of the following aspects: how the boundary

geometry is represented, how the boundary model is de�ned, how the objective function is

constructed, how optimisation deforms the curve and how the whole process is initialised.

1.1 Representation of the boundary geometry

The boundary geometry is represented by a parameterised curve C in the image I:

C(t) = [x(t); y(t)]; (1)

where t is the path along the boundary and [x(t); y(t)] are the curve positions in the

image grid. For simplicity, in this text we use a notation for planar curves, but all the

concepts presented here also apply to 3-D curves or surfaces.

The type of representation determines the domain of objects that can be delineated

with the DM, e.g.: only closed curves [36], only open curves [23], free-form curves ([11] and

[21]), surfaces enclosing a volume ([22], [40] and [16]), instances of parametric templates
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[45] and disconnected components ([16] and [29]).

1.2 Boundary model

The boundary model (M) de�nes ideal properties observed for the object of interest,

characterised in terms of local features based on shape and image data (e.g. curvature and

image gradient). The types of local features determine the model's descriptive power, i.e.

its capability to represent knowledge about the boundary of interest. Example: a feature

based on the gradient of the image intensity ([42] and [2]) can only describe boundaries

located at step-edges, while more generic DM use an \image potential" computed from

di�erent image features ([11], [31] and [3]). Likewise, if the smoothness constraint is posed

on the curve by minimising its curvature [11], the model cannot describe boundaries with

sharp corners; instead, more exible shape features can be used ([30], [27] and [34]).

1.3 Objective function

The objective function (�) de�nes how the ideal boundary model M is combined with

the curve C representing the boundary in the image. In many cases, � is composed of a

weighted sum of terms Ti(:):

�(C) =
NX
i=1

Wi Ti (C;M) ; (2)

where N is the number of features used to describe the ideal boundary, Ti(:) measures

the di�erence between C andM with respect to the local feature of type i, and Wi is the

relative importance of a each term.

Since the shape and image features are measured locally, � is rede�ned as follows:

�(C) =

Z
t

NX
i=1

Wi(t) Ti (t; C;M) dt: (3)
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In a simple case, the DM could have the following con�guration: T1 measures the

boundary curvature �, T2 measures the image gradient magnitude jrIj, and the weights

are constant along the boundary and tuned for each new application.

1.4 Objective Function Optimisation

The optimisation of � results in a deformation process by which the geometry of the initial

curve C0 is transformed into C, such that �(C) is minimal. In most existing methods,

the optimisation operates on the boundary geometry only (e.g. [11]). Alternatively, other

parameters can also be modi�ed during the optimisation, such as the curve topology [19],

the balance of terms in the objective function ([45] and [23]) and the number of degrees

of freedom for deformation ([22], [15] and [46]). Usually, the objective function refers to

a single connected boundary, with exceptions such as [45] and [16], where disconnected

boundary components are deformed simultaneously.

Several optimisation strategies can be used to search for a local minimum of the

objective function, such as dynamic programming [1], solving a system of equations ([11]

and [21]), the conjugate gradients method ([42] and [16]), �nd a situation of stability in a

dynamic system ([22] and [15]), embedding the function in a level set ([17], [2] and [24])

and simulated annealing [33].

1.5 Initialisation

Initialisation of a DM involves the construction of an initial curve and an objective func-

tion corresponding to the boundary model for the object at hand. The initial curve is

usually provided by the user with free-hand drawing tools ([11] and [23]) or by adjusting

a template to the image ([45], [40] and [46]). Other possibilities are to create the initial

curve from a coarse boundary determined during a pre-processing step [16], from a neigh-
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bouring slice [43], or from statistical knowledge ([38] and [33]). Note that the resulting

segmentation may depend greatly on the initial curve if local optimisation is used.

The objective function is usually hardwired in the method and cannot be easily

adapted to speci�c knowledge about the segmentation problem (e.g. [11], [45], [42], [16]).

Exceptions to this general rule are described in [18] and [23], where the boundary model

and the corresponding objective function are built and updated based on pictorial input

provided by the user during the segmentation process.

Note that the �rst two components (boundary representation and model) de�ne the

domain of objects that can be segmented with the method, while the remaining three

determine the behaviour of deformation and the exibility of con�guration to di�erent

segmentation problems.

Di�erent choices for the implementation of each component originated many existing

avours of DM { see [20] for a review. As a general rule, these methods address speci�c

needs imposed by the applications that motivated their development, forming a scenario

with spread solutions that cannot be combined easily to address segmentation problems

in a more generic context.

2 Requirements Posed on Deformable Models

The requirements below are posed on the basic components of a DM to support the

implementation of methods applicable to a large variety of segmentation problems and

that allow for enhancement based on information derived from user interaction.

2.1 Representation of the boundary geometry

For a generic method, it is obvious to impose the following requirements:
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� Requirement #1: Allow for open and closed boundaries.

� Requirement #2: Allow for free-form continuous boundaries, i.e., the boundary

can be represented by any curve in the image grid.

� Requirement #3: Allow for disconnected components, i.e., the boundary of

interest can be represented as a set of disconnected parts.

2.2 Boundary model

The model must be exible and complete to describe the boundary of objects in images

obtained using di�erent imaging techniques. The goal here is to be capable of describing

prior knowledge about how the objects are ideally represented in the image in terms of

image and shape features, as well as knowledge derived from user interaction.

Speci�cally, a boundary modelM should address the following demands:

� Requirement #4: Provide a varied repertoire of local features. The method

should support a wide repertoire of image and shape features F (t) to be used in the

description of the boundary model:

F (t) 2 fF1(t); F2(t); F3(t); � � �g; (4)

where Fi(t) is a function measuring the value of some local property at the boundary

position t, e.g. boundary curvature and magnitude of the image intensity gradient.

� Requirement #5: Allow for the expression of expected local feature values and

their variation in an ensemble of allowed segmentation solutions. The measure of

deviation from the model should account for variation among possible segmentation

results observed in sample data or determined from prior knowledge, such that:

jF (t)� F̂ (t0)j � �̂(t0); (5)
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where F (t) is the measured value, F̂ (:) is the expected value (e.g. mean) and �̂(:)

is the tolerance (e.g. standard deviation). The path parameters t and t0 correspond

respectively to the boundary in the image and the model.

� Requirement #6: Allow for heterogeneous boundary models. Enable di�erent

parts of the boundary model to be described in terms of di�erent expected values

or types of image- and shape-based features Fi(:).

2.3 Objective Function and Optimisation

To support on-line corrections resulting from interaction, the behaviour of deformation

must be controllable, allowing for the modi�cation of parameters such as the geometry of

the initial curve C0, the boundary modelM (local feature types and interval of allowed

values) and the weights of terms in the objective function �. We refer to the parameters

and result obtained after correction as C�
0 ,M�, �� and C�. Besides allowing for correc-

tions, it is also important to estimate their impact on C� as compared to the result C

obtained otherwise.

Speci�cally, the following demands are posed on the deformation behaviour resulting

from the objective function optimisation:

� Requirement #7: Enable local control of corrections. Limit the domain of

inuence of corrections, such that modi�cation of one boundary part does not a�ect

substantially other portions that are already correct. The curve remains the same

outside the interval of correction:

C�(t) ' C(t); 8t 62 [t1; t2]; (6)

where [t1; t2] is the curve interval where the modi�cation applies.
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� Requirement #8: Display predictable behaviour in response to the optimisation

of a given objective function �. It should be possible to predict the direction of

boundary displacement from the initial curve:

b~v(t) � C(t)� C0(t)

kC(t)� C0(t)k ; (7)

where b~v(t) is the estimated direction of displacement for boundary position t. Addi-
tionally, small corrections in the initial curve in a given direction should have similar

impact on the resulting curve, i.e.:

C�

0
(t)�C0(t)

kC�

0
(t)�C0(t)k = ~v0(t) �!

C�(t)�C(t)
kC�(t)�C(t)k

� ~v0(t); 8t 2 [t1; t2];

(8)

where ~v0 is the direction of modi�cation in the initial curve at t and [t1; t2] is the

interval where the modi�cation applies.

2.4 Initialisation

To address varied segmentation problems and to support new knowledge introduced as a

consequence of user interaction, the following demand is posed on the DM:

� Requirement #9: Support easy con�guration of the boundary characteristics in

terms of geometry and local features in the model.

2.5 Summary

Table 1 summarises the requirements posed on a DM to support the implementation of a

controllable and con�gurable segmentation method. Apart from these nine requirements,

interactive segmentation imposes additional demands on the DM as a whole. To support

real-time feedback for e�cient user-computer interface, the DM should be fast enough to
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provide results at interactive response time and it should provide visual feedback about

the behaviour of deformation in an intuitive way.

Table 1: Summary of requirements for the components of a DM

Component Requirement

Boundary 1 Open and closed boundaries

Geometry 2 Free-form boundaries

3 Disconnected components

Boundary 4 Varied repertoire of local features

Model 5 De�ne expected feature values

6 Heterogeneous model

Objective Function 7 Local control

and Optimisation 8 Predictable deformation behaviour

Initialisation 9 Easily con�gurable

From the wide spectrum of existing methods, the following ones have been considered

for the implementation of intelligent interactive segmentation: [11], [21], [4], [22], [13],

[40], [36], [45], [31], [43], [12], [32], [39], [30], [2], [17], [15], [38], [27], [47], [18], [41], [42],

[3], [24], [44], [23], [46], [35], [37], [16], [29] and [9]. This list is not complete, but it is

representative of the DM capabilities that are relevant for our purpose.

This study showed that, in most cited methods, the boundary model is homogeneous

and cannot be easily edited during the segmentation session, the boundary representation

is limited to a small class of objects and local control of the objective function is not

possible. Moreover, the image and shape features cannot be con�gured easily for a new

segmentation problem and the deformation behaviour is neither intuitive nor predictable,
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since the tuning of parameters is often mentioned as a di�cult task. Exceptions to this

general rule are the methods presented in Tab. 2.

Table 2: Selection of promising DM to support controllable and con�gurable interactive

segmentation methods and ful�lment to requirements

Method Requirement

1 2 3 4 5 6 7 8 9

Deform. templates [45] + + + +

PDM [38] + + + + + + +

Grammar-based [27] + + + +

BASOC [18] + + +

Ziplock snakes [23] + + +

IIS ([35], [25]) + + + +

Coupled surfaces [16] + + +

Necklaces [9] + + + + + +

Table 2 is not absolutely precise because it tries to express the ful�lment to require-

ments in binary terms. This leads to situations where the ful�lment is partial, and the

method gets a \+", while in others the ful�lment could be achieved with minor modi�-

cations in the method, but it nevertheless gets nothing. However, the table provides a

general impression supporting the conclusion that none of the studied methods ful�ls all

requirements for intelligent interactive segmentation simultaneously. A more generic and

exible formulation is therefore needed to combine the individual strengths of isolated

methods into a more powerful segmentation solution.
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3 A New Deformable Model

The new deformable method Piecewise DM addresses the requirements above on the basis

of simple, generic and exible concepts.

3.1 Representation of the Boundary Geometry

The boundary geometry C is represented by a cubic B-Spline curve { see a complete

de�nition in [7] and [28].

Points on a B-Spline curve are computed as a weighted sum of geometric coe�cients

or control points Pj. The set of all control points, the control polygon fP1;P2; � � � ;PQg,

de�nes the curve geometry as follows - see Fig. 1-a:

C(t) = [x(t); y(t)] =

"
QX
j=1

XjBj(t);

QX
j=1

YjBj(t)

#
; (9)

where Q is the number of control points, [Xj; Yj] is the position of the control point Pj in

<2, and Bj(t) is its weight, determined by the value of the corresponding basis function

at path position t.

Basis functions are implemented as piecewise polynomials of an arbitrary degree d

with local support:

Bj(t) 6= 0 ! t 2 [t1; t2]; (10)

where [t1; t2] de�nes a curve segment composed of d + 1 intervals determined by a set

of knots fk1; k2; :::; kng. Knots are points in the path parameter interval relating to the

control points; the set of all knots de�nes the parameterisation and the distribution of

basis functions along the curve.

B-Splines display the following properties complying with the requirements formulated

in section 2:
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Figure 1: Examples of manipulation of cubic B-Spline curves, showing the original control

polygon with 4 vertices, a modi�ed polygon with 2 translated vertices (left) and with an

additional vertex (right), and the corresponding curves.

Original CP
Original curve

Modified CP
Modified curve

Original CP
Original curve

Added CP
Modified curve

� B-Splines can represent open and closed free-form curves.

� The smoothness of the curve can be prescribed by special choices of the B-Spline

(degree and distribution of knots).

� Given a distribution of knots and the corresponding basis functions, the curve is

entirely de�ned by the control points Pj, thus the manipulation of the curve can be

expressed in terms of the control polygon and vice-versa, with predictable behaviour.

See Fig. 1-a for an illustration where the curve is \attracted" to the translated

control points, as expected.

� The inuence of a given control point is limited to a well-de�ned curve interval,

providing local control to curve manipulations.

� It is straightforward to control the degrees of freedom locally for curve deformation

by inserting or removing knots at desired locations, e.g. Fig. 1-b.

In conclusion, B-Splines allow for open and closed free-form boundaries with local

control and prodictable behaviour, addressing requirements #1, #2, #7 and #8. Fur-
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thermore, they allow for performance compatible with interaction, since the number of

control points that inuence the curve at t is limited to d + 1, and does not depend on

the total number of control points used to represent the curve.

3.2 Boundary Model

The boundary modelM contains prior knowledge about the object of interest in terms

of basic characteristics of the curve and the expected value of local features. The basic

curve characteristics de�ne the path t and special positions used as references for the

representation of heterogeneous knowledge (landmarks). The curve segments de�ned by

landmarks are called pieces, which correspond to boundary parts characterised by di�erent

image and shape features. For each piece k, the local model Mk determines the curve

interval where the piece is de�ned and the type, expected values and relative importance

of the local features in an ideal situation.

Local features F (t) measure the shape or image properties in the neighbourhood of a

boundary position C(t). In the case of image features, the measurement is performed in

the image grid [x(t); y(t)], in a neighbourhood of given size �. The types of features used

in the model can be chosen from the repertoire described below.

To measure local shape, two curvature-based features are currently available: curva-

ture F�(t) and the change of the turning angle F'0(t) [10]:

F�(t) =
x0(t)y00(t)� x00(t)y0(t)

(x0(t)2 + y0(t)2)
3

2

(11)

F'0(t) =
x0(t)y00(t)� x00(t)y0(t)

x0(t)2 + y0(t)2
: (12)

where x0(t) and x00(t) are the �rst and second derivatives of the x coordinate and likewise
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for y. In a B-Spline curve, x0(t) is de�ned by:

x0(t) =

QX
j=1

XjB
0
j(t); (13)

where B0
j(t) is known [5], and similarly for y and derivatives of higher order.

The preference for curvature-based measures is due to their rotation and location

invariance and their power to describe shape [6]. In addition, F'0(t) is invariant to the

curve length, and as such more suited for shape description in a normalised boundary

model. Note that, in contrast with the classic snake, no elasticity term is needed, since it

is implicitly minimised in B-Spline curves.

Image-based features measure visual evidence of an object, i.e. any type of information

derived from the image data that can indicate the presence of boundaries or regions

corresponding to objects in the image. In the Piecewise DM method, these features

are detectors of local image structure such as edges, ridges and corners. Detectors are

�lters that operate on the grey image I(x; y) to produce another image D(x; y) indicating

the presence of a given image structure at each grid position. The �lters simulate early

vision operators based on the linear scale-space theory [14], where normalisation to scale

is adopted to allow the combination of responses obtained at di�erent apertures - see

examples in Tab. 3. We consider that the choice between a rotation invariant detector

(e.g. jrIj) and an orientation-dependent detector (e.g. jryIj) depends on the application,

thus both types are available in the Piecewise DM method.

To allow for generic treatment in the objective function, the dynamic range of the im-

age feature detector FD(x(t); y(t)) is normalised between [0; 1] and inverted if applicable,

with zero meaning maximal detector response.

In conclusion, the boundary model adopted in the Piecewise DM provides the nec-

essary support for heterogeneous boundary models with local control based on features
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Table 3: Examples of detectors of visual evidence based on [8]. Ix, Ixy, etc. denote the

partial image derivatives @
@x
I, @2

@x @y
I, etc., and � is the scale of the Gaussian used to

compute fuzzy derivatives.

Visual Evidence Detector D(x; y)

rI = �
p
I2x + I2y

Bright-to-dark edge ryI = �jIyj

rxI = �jIxj

r2I = �2jIxx + Iyyj

Bright line �I = �� I2xIxx�2IxIyIxy+I
2
yIyy

(I2x+I2y)
3

2

�yI = �� Iyyp
I2
x
+I2

y

�xI = �� Ixxp
I2x+I

2
y

chosen from a varied repertoire (requirements #4, #6 and #7). Moreover, the model is

easily con�gurable to di�erent segmentation problems (requirement #9).

4 An Example

As an illustration, we present how the Piecewise DM method was applied to segment the

joint space in osteoarthritic ankles - see [26] for more details.

The space between the tibia and the talus at the ankle joint is delineated by two open

curves in X-ray images, as illustrated in Fig. 2. This application requires an interactive

solution due to faint visual evidence of the ankle joint space boundary, to the degree that

it typically cannot be seen when the image is printed on paper. An intelligent interactive

method based on the approach suggested in [35] was developed, combining a Piecewise
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Figure 2: Left: Digitalised X-ray image of a normal ankle - courtesy of the Image Sciences

Institute, University Medical Center Utrecht. Right: Scheme showing the boundaries of

interest (plain lines), the joint space (shaded area), and misleading boundaries (dotted

lines).

DM with interaction, such that the boundary model is modi�ed (or \corrected") on the

basis of information provided by the user.

Figure 3: Pieces and corresponding landmarks (circles) in the boundary model for the

ankle joint space.

The upper and lower boundaries of the ankle joint space are implemented as two inde-

pendent Piecewise DM illustrated in Fig. 3. For both boundaries, the model is composed

of �ve pieces with di�erent image and shape properties summarised in Tab. 4. The image

intensity pro�le at the upper and the lower boundaries correspond respectively to a bright

line and a step-edge. Detectors of horizontal features are used for the central pieces to
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obtain a stronger response under faint visual evidence, and the scale � is automatically

determined based on the size of the region of interest indicated by the user with a rect-

angle. The change of the turning angle (F'0) is used to describe shape. Three pieces are

roughly straight stretches connected by two corners with high curvature.

Table 4: Boundary model for the ankle joint space, showing the con�guration adopted

for each piece: type of image feature (see Tab. 3) and weight wD (same for lower and

upper boundaries), and expected values and tolerances for the shape feature F'0 , with

w'0 = 1� wD.

Boundary Upper Boundary Lower Boundary

Piece FD F̂'0 ��'0 wD FD F̂'0 ��'0

Lateral stretch Fr2I 0� 30 0.8 FrI 0� 30

Lateral corner Fr2I �20� 80 0.9 FrI 25� 80

Central stretch F�yI 0� 20 0.7 FryI 0� 25

Medial corner Fr2I 15� 80 0.9 FrI 25� 80

Medial stretch Fr2I 0� 30 0.8 FrI 0� 30
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A segmentation session is illustrated in Fig. 4. The user initialises the process by

adjusting a template to the image with the mouse. The initial curve is built based on

the adjusted template and the prescription for the curve characteristics de�ned in the

boundary model. The objective function is con�gured based on the parameters de�ned

by the model, using the position of the template vertices as landmarks to de�ne the

pieces. The initial curve and deformation forces are presented to the user on the screen.

If the forces are correct, the curve is deformed to obtain the �nal segmentation result.

Otherwise, i.e. when the deformation forces do not point toward the desired contour,

interactive correction of the initial curve or the boundary model is necessary.

Figure 4: Example of an interactive session for the segmentation of the lower boundary

of the ankle joint space. Left: Template adjusted to the image. Right: Initial curve and

deformation forces. Images: courtesy of the Image Sciences Institute, University Medical

Center Utrecht.

Figure 5 presents examples of results obtained with minimal user intervention, where

no model corrections were necessary. This was possible because the model in the Piecewise

DM is heterogeneous, exploring local knowledge about the boundary and increasing the

rate of success of the automatic method. Note that the same boundary model was used

in both cases, in spite of the di�erent boundary appearance in these images.
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Figure 5: Segmentation results obtained with the default boundary model. Images: cour-

tesy of the Image Sciences Institute, University Medical Center Utrecht.

Figure 6 presents an example where user interaction was needed to correct the model

for the central piece of the upper boundary. In this image, the image intensity pro�le was

di�erent from expected: instead of a bright line, the boundary was located at a step-edge.

The model for the central piece was modi�ed, adopting FryI as local image feature. Note

that modi�cations in the boundary model are simple operations in the Piecewise DM

method due to local control, predictability and exible model representation.

Figure 6: Segmentation result obtained when the boundary model is corrected to cope

with a modi�ed image intensity pro�le at the upper boundary of the ankle joint space.

Image: courtesy of the Image Sciences Institute, University Medical Center Utrecht.
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5 Conclusions

Our work starts with the isolation of the main components of deformable models, bringing

some structure to scattered contributions.

Based on this general structure, we formulate requirements aiming at a generic and

locally controllable method. The requirements are: allow for open and closed free-form

contours with disconnected components; build the boundary model based on varied and

heterogeneous features with prede�ned expected values; provide for local control and

predictable behaviour of deformation; and enable easy con�guration. These demands are

a natural response to the large diversity of segmentation problems found in the real world,

as well as to the condition frequently seen in practice where implicit and homogeneous

assumptions about the boundary do not hold. Methods ful�lling these requirements are

expected to be useful not only in the context of intelligent interactive segmentation, but

also in a broader domain of applications which need robust and e�cient segmentation

solutions. The study presented here concluded that none of the existing methods found

in the literature ful�ls the listed requirements completely.

A new method was developed (Piecewise DM), extending the class of deformable

models with a generic and locally controllable method. As we have argued at all stages of

the description, the Piecewise DM method complies with all the requirements except for

one, #3 (disconnected components). Note, however, that this limitation could be lifted

by allowing for a discontinuous supporting curve and letting the boundary pieces refer to

di�erent curves, such as in [16].

Finally, Piecewise DM is based on a design scheme where it is relatively simple to

customise the boundary model for a speci�c application. We demonstrated how the

new method works to support an interactive segmentation solution for the ankle joint

space, where the boundary model is heterogeneous and allows for on-line corrections on
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the basis of information obtained interactively. This application is an example where

Piecewise DM was used to provide a simple, but practical and e�cient solution for a

di�cult segmentation problem that could not be easily solved with existing methods.
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