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ABSTRACT
Memorising vocabulary is an important aspect of formal foreign
language learning. Advances in cognitive psychology have led to
the development of adaptive learning systems that make vocabulary
learning more efficient. These computer-based systems measure
learning performance in real time to create optimal study strategies
for individual learners. While such adaptive learning systems have
been successfully applied to written word learning, they have thus
far seen little application in spoken word learning. Here we present
a system for adaptive, speech-based word learning. We show that
it is possible to improve the efficiency of speech-based learning
systems by applying a modified adaptive model that was originally
developed for typing-based word learning. This finding contributes
to a better understanding of the memory processes involved in
speech-based word learning. Furthermore, our work provides a
basis for the development of language learning applications that use
real-time pronunciation assessment software to score the accuracy
of the learner’s pronunciations. Speech-based learning applications
are educationally relevant because they focus on what may be the
most important aspect of language learning: to practice speech.
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1 INTRODUCTION
Storing word representations in the mental lexicon is one of the
most important aspects of learning a new language. Because the
process of memorising words is tedious and effortful, methods that
can improve the efficiency of this process are valuable for anyone
who is learning a new language [10]. In recent years, advances
in cognitive psychology have led to the development of adaptive
learning systems that aim to improve the process of word learning
by determining optimal learning strategies for individual learn-
ers in real time. These digital systems typically focus on teaching
orthography (i.e., the letters that spell the word) and require the
learner to respond by typing or selecting the correct words (e.g.,
[14],[22],[30],[33]). Several variables, such as accuracy and reaction
times, are measured during the learning process and are used to
determine optimal repetition schedules for individual learners. In
practice, using such adaptive learning systems results in higher
learning efficiency than learning with traditional, non-adaptive
methods, which translates into better retention at the end of the
study sessions [30].

Learning systems can employ various degrees of adaptivity. Al-
most no systems are completely static, as most flashcard-based
learning systems often register the accuracy of the learners re-
sponses to determine the repetition schedule, even though the level
of adaptivity is fairly coarse. Fully adaptive systems, as mentioned
above, measure various learning characteristics and use these to
create a repetition schedule that is continually adapted to each
individual learner.

Although such adaptive learning methods have made written
word learning more efficient, the possibilities for adaptive speech-
based learning have not yet received considerable scientific atten-
tion. Some language learning systems currently employ speech
recognition software to automatically assess the accuracy of pro-
nunciations (for example, see Duolingo (duolingo.com), Graphogame
(graphogame.com), Rosetta Stone (rosettastone.com) or ProTutor
[9]). Other systems use text-to-speech technology to provide feed-
back to the learners (for example, see Alex [19], [20]). However,
these systems typically only use speech technology for learner-
feedback, and not for more refined adaptation. While some studies
have found promising results concerning the effectiveness of these
systems for pronunciation learning (see [4]), the possibilities for
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improving speech-based learning using adaptive algorithms has
not yet been examined.

Speech-based learning systems have numerous potential advan-
tages compared to typing-based systems. First, speech-based sys-
tems allow the learner to learn the correct pronunciation of words,
which is an important part of language acquisition that is com-
pletely omitted in typing-based learning. Second, since speaking a
word is usually faster than typing it, speech-based learning systems
could allow for a more efficient use of the available study time.
Third, speech-based learning systems could be used by people who
lack the opportunity to type (e.g., while driving a car or walking)
or the ability to type (e.g., young children, elderly people or people
with a physical disability), making them applicable in a wide range
of settings. Hence, combining the advantages of adaptivity and
speech-based vocabulary learning seems particularly promising.

In this study, we applied the Rugged Learning system [30] to
speech-based learning. Originally developed for typing-based learn-
ing, Rugged Learning aims to create maximally efficient repetition
schedules for individual learners by combining the beneficial effects
of retrieval practice and spacing [30], [24]. Active retrieval prac-
tice, rather than passively rehearsing the study material, greatly
contributes to learning efficiency (e.g.,[23]; see [17] for a review).
Spacing learning sessions over time consistently results in better
long-term memory consolidation [7], [12]. The Rugged Learning
system balances the two above-mentioned mechanisms by rehears-
ing items just before they are estimated to be forgotten. The system
uses the ACT-R architecture of human declarative memory to model
the activation of each word in the learner’s memory [2]. Individual
learning differences are captured by a single parameter called the
rate of forgetting (RoF), which is computed for each item and which
is continuously updated throughout the learning session using re-
action times and accuracy scores. The RoF is used to determine
optimal repetition schedules for each learner (see [30] and [24] for
details). The system has proven itself in both lab studies [24][25]
[29] and real-world applications [30][26], yet it is currently limited
to orthographic inputs. Here, we build upon the existing framework
which we extend to work with speech input.

When learning a language, the learner has to store an association
between the meaning of words (their semantic representation) and
their form, which consists of phonology (sound) and orthography.
These associations are stored in a mental lexicon, which is a long-
term memory store for words. The lexicon has three interacting
parts that contain the semantic, orthographic and phonological
representations of words, see [1]. One of the core assumptions of
the Rugged Learning algorithm is that reaction times can be used
as a proxy of the memory activation of a word: the faster a correct
response is produced, the stronger the memory representation [3].
The assumption that reaction time can reflect memory activation
is further substantiated by a long tradition of research in word
acquisition and retrieval ([11], see [13] for a review). Crucially, a
similar relationship should hold between reaction times and mem-
ory activation for phonology or spoken words, because the two
relationships are based on functionally similar encoding and re-
trieval mechanisms [3], [11]. If this assumption holds, the beneficial
effects of using adaptive, reaction time-based algorithms that were
found for typing-based learning should also apply to speech-based
learning.

In the current study, we applied an adaptive learning (AL) algo-
rithm designed for typing-based learning to speech-based learning.
Because of the assumed functional similarity between speaking-
and typing-based acquisition and retrieval, we hypothesise that
(1) typing- and speech-based AL will lead to similar behavioural
learning outcomes, and (2) the AL benefits found in typing-based
setups will generalise to speech-based learning. We tested these
hypotheses by comparing a speech-based learning session using
the Rugged Learning model to (A) a typing-based learning ses-
sion that employed the same adaptive learning algorithm and (B)
a speech-based session using a flashcard algorithm that repeated
incorrectly answered questions sooner than correctly answered
questions. This comparison mirrors the experiment that was con-
ducted by van Rijn and colleagues in 2009 [30], in which the fully
adaptive Rugged Learning algorithm proved to be a more effective
study method compared to a less adaptive flashcard system for
typing-based learning.

2 METHODS
2.1 Participants
In total, 21 people completed all parts of this experiment, of whom
7 participants were native German speakers, and 14 participants
were native Dutch speakers. Participants were first-year psychology
students who were between 19 and 24 years old at the moment of
participation. Participants received course credit for participation.
All participants gave informed consent and the study was approved
by the ethics committee of the department of psychology at the
University of Groningen (study code: PSY-1920-S-0323).

2.2 Design and Procedure
The study had three parts that each participant completed in the
same sequence, see Fig. 1. Each part had the same structure: a 12-
minute study session, in which native Dutch participants studied
a set of Dutch-English word pairs and in which native German
participants studied a set of German-English word pairs (see Mate-
rials), was followed by a 3-minute filler task in which participants
were asked to complete simple integer sequences (see Materials).
Each part ended in a test. All items that the participant encountered
during the learning session were asked on the test, in the order
in which they were introduced during the learning session. The
parts differed in how participants were asked to respond (typing or
speaking) and in the way in which the items were scheduled (using
the Rugged Learning algorithm or using a flashcard algorithm).

The first part was adaptive and typing-based. At the first presen-
tation of a word, the Dutch/German written word was presented
on a computer screen together with the written English translation
of this word. In subsequent presentations of the word pair, only the
written Dutch/German word was presented to the participants, and
they were asked to type the correct English translation of the word
and received corrective feedback. The Rugged Learning adaptive
algorithm determined when each item was repeated and when new
items were introduced, based on learners’ reaction times and ac-
curacy scores. See [24] for a detailed description of the algorithm
used.

The second part was adaptive and speech-based. As in the adaptive-
typing part, the written Dutch/German word was presented to the
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Figure 1: Experimental design.

participants. Simultaneously, the participants heard the correct
pronunciation of the English translation (see Materials) through
headphones. Next, the written Dutch/German word was presented
to the participants, and they were asked to pronounce its English
translation. As in the adaptive-typing part, the Rugged Learning
algorithm determined the order and time of the presentation of the
words. Reaction times were measured using the voice onset. The
accuracy of the answers was manually scored by the experimenter.
If the answer was correct, the written prompt ‘correct’ was shown
on the screen. If it was incorrect, the participants saw the prompt
‘incorrect, the correct answer was . . . ’ and again heard the correct
pronunciation.

The third part was speech-based and a less adaptive flashcard
algorithm was used (see below). To allow for a direct comparison
to the adaptive speaking part, the number of studied words was
equal to that in the adaptive speaking part (which varied between
participants, depending on performance). Words were repeated
based on the accuracy of earlier responses using a Leitner flashcard
system [18], which groups words into three virtual boxes: All words
start in Box 1 and move to Box 2 if answered correctly. If a word is
answered incorrectly, it moves to the previous box. This flashcard
system allows for difficult items to be rehearsed more often than
easy items and has been shown to be a relatively effective study
strategy [6]. The answer scoring and feedback were the same as in
the adaptive speaking part.

2.3 Materials
The experiment was built with JavaScript and HTML5 using the
jsPsych experiment library [8]. Since COVID-19 restrictions pre-
vented any lab experiments, the experiment was conducted re-
motely. Participants were asked to be located in a quiet room and
wear headphones. The experimenter’s screen, which hosted the ex-
periment, was shared with the participant using Skype (skype.com).
Participants recorded audio and video that was sent back to the
experimenter in real time. Voice onset times were measured by
the experimenter using a physical delayed key trigger box, that
registered the onset of all sounds that lasted longer than 98ms.
Audio was looped using Loopback (rogueamoeba.com/loopback/),
such that the voice trigger box only received the participants’ audio
recordings and did not receive audio from the experimenter or the
example pronunciations in the experiment. The accuracy of the
responses was manually scored by the experimenter using a USB
gamepad during both speaking parts of the experiment.

Study materials were prepared in three lists of 30 word pairs.
Lists were randomly assigned to each part of the experiment (coun-
terbalanced across participants). Each of the three lists appeared
each block the same number of times, in order to control for word
difficulty. Words were selected on the basis of (1) being difficult
to pronounce for native Dutch/German speakers, such as the th-
sound in thersitical, (2) having an irregular orthography-phonology
mapping, such as hierarchy or awry, (3) having difficult stress, such
as analysis, or (4) being long and contain many consonants, such
as omphaloskepsis. The proportional distribution of words from
each category was equal for all three lists of words. The correct
exemplar pronunciations that were provided to the participants
were generated by Google’s WaveNet text-to-speech algorithm
(cloud.google.com/text-to-speech) in British English.

In the three-minute filler task, participants completed integer
sequences in an open-question format (e.g., ‘3-6-12-24-?’ requires
response 2 × 24 = 48).

Words, exemplar voice materials, and filler items can be found
in the online supplement at https://osf.io/cm72k/.

2.4 Analysis
The data was pre-processed and analysed using Python 3.0.3 [31],
using the pandas [15] and numpy [21] packages. Video and au-
dio data were processed in Python using the ffmpeg package [28].
Statistical analyses were conducted in R 3.4.1 [27], with the lin-
ear mixed-effects package lme4 [5]. The data was visualised using
ggplot2 [32].

3 RESULTS
The main aims of this study were (1) to compare typing- and speak-
ing based AL and (2) to examine the beneficial effects of employing
an AL algorithm in speech-based learning. In order to address differ-
ences in learning efficiency between typing-based AL, speech-based
AL and speech-based flashcard learning, we compared descriptive
statistics for the average number of studied items, number of trials
and trial durations. Furthermore, we fitted mixed effects regres-
sion models for the accuracy of responses, reaction times and RoF,
see Table 1 and Fig. 2. In all regression models, we controlled for
variance between items and between participants by adding these
factors as random intercepts. Session (study or test) was added as
a fixed effect to the models. We will first address the differences
for the above-mentioned variables between the three study condi-
tions in turn, and then discuss the results in light of the research
questions in the discussion section below.
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test session. Error bars represent one standard error of themean. AT =Adaptive typing; AS = Adaptive speaking; FS = Flashcard
speaking.

Table 1: Mixed effects model results. Model 1 is a logistic regression, Models 2 and 3 use linear regression.

Model 1: Accuracy β SE z p

Intercept (adaptive speaking) 1.957 0.149 13.099 <0.001 ***
Adaptive typing -0.187 0.077 -2.444 0.015 *
Flashcard speaking -0.713 0.073 -9.741 <0.001 ***
Session (study vs test) 0.214 0.099 2.164 0.031*

Model 2: Reaction time (ms) β SE df t p

Intercept (adaptive speaking) 2833 87.93 69 32.215 <0.001 ***
Adaptive typing -521 47.70 7779 -10.912 <0.001 ***
Flashcard speaking 554 47.29 7778 11.796 <0.001 ***
Session (study vs test) -58 59.45 7701 -0.977 0.328

Model 3: RoF β SE df t p

Intercept (adaptive speaking) 0.414 0.005 0.673 81.232 <0.001 ***
Adaptive typing -0.039 0.002 0.005 -23.331 <0.001 ***
*** p < 0.001; ** p < 0.01 ; * p < 0.05

The number of distinct items that were presented to the par-
ticipants by the adaptive learning algorithm depended on their
reaction times and accuracy (see Introduction). On average, partici-
pants studied approximately 17 items in the adaptive typing part
and 13 items in the adaptive speaking part. Participants completed
on average 97 trials in the adaptive typing part, 118 trials in the
adaptive speaking part and 101 trials in the flashcard speaking part,
which had an mean trial duration of 7400ms, 6080ms, and 7130ms,
respectively. We fitted a logistic mixed effects regression model to
predict binary accuracy from study condition and session using
dummy coding (study = 0; test = 1). According to this model, the
probability of giving a correct answer was 2.2 percentage points
higher in the adaptive speaking condition than in the adaptive typ-
ing condition during the study session, and 1.9 percentage points

higher during the test session1. There was a larger difference be-
tween adaptive speaking and flashcard speaking: the probability
of giving a correct answer was 10.0 percentage points higher for
adaptive speaking than for flashcard speaking during the study part,
and 8.6 percentage points higher during the test part. There was
a small effect of session on accuracy, indicating that the accuracy
during test was, on average, slightly higher than accuracy during
the study session. The interaction effects of session and condition
were not significant, indicating that the above mentioned effects of
learning condition were present both during test and study.

1The logistic regression coefficients in Table 1 can be converted to probabilities using
an inverse logit transform. For example, adaptive speaking during the study session
= exp(1.957)/(1+exp(1.957)) = 0.876, compared to adaptive typing= exp(1.957−
0.187)/(1 + exp(1.957 − 0.187)) = 0.854.
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Second, we fitted a linear mixed effects model to examine the
differences in reaction times between the three learning conditions
(interaction effects are not shown in table). Reaction times were
on average 521ms shorter in the adaptive typing condition than
in the adaptive speaking condition, and participants responded on
average 554 ms faster in the adaptive speaking condition than in the
flashcard speaking condition. In addition, there was a significant
interaction effect of session and learning condition, indicating that
reaction times were shorter during test in the typing condition,
but not in the speaking conditions, t (7683) = -3.55, p < 0.001 (not
shown in Table 1).

Third and finally, we examined the differences between RoF
between the adaptive typing and adaptive speaking part (there was
no estimated RoF in the flashcard speaking part, since we did not
apply the adaptive learning algorithm in this condition). The RoF
was, on average, approximately 0.04 points lower in the typing than
in the adaptive speaking condition.

4 DISCUSSION AND CONCLUSION
Both of our initial hypotheses were confirmed: typing- and speech-
based adaptive learning (AL) led to relatively similar behavioural
learning outcomes, and the benefits of typing-based AL (relative
to flashcards) generalised to speech-based AL. More specifically,
learners typically responded faster and studied more words when
typing rather than speaking, but at the cost of slightly lower ac-
curacy. Notwithstanding these differences between the two types
of learning, the results show that overall accuracy was similar for
typed and spoken responses. Using either variant of adaptive learn-
ing resulted in higher accuracy and faster reaction times than using
the flashcard algorithm.

Regarding the possibility of using an existing AL algorithm—that
was designed for typing-based learning—to do spoken word learn-
ing, we hypothesised that the functional mechanisms of typing-
and speech-based learning would be similar enough for the typing-
based AL system to be applicable to speech-based adaptive learning.
The results of this study strongly support this hypothesis: both
typing- and speaking-based AL were superior to the flashcard al-
gorithm in terms of average accuracy and reaction time (see Fig.
2). This suggests that voice onset times can stand in for keystroke-
based reaction times to infer latent memory strength.

Despite the overall similarity in performance, some differences
between typing and speech-based learning were found. Most promi-
nently, typing-based AL was associated with shorter average reac-
tion times, but longer trial durations, than speech-based AL. There
is a plausible explanation for these differences: in the typing condi-
tion, participants may have started typing an answer before they
completely retrieved the correct answer, and paused during their
response. In other words, the retrieval process may have partially
taken place during the typing of the answer. In line with this ex-
planation, the data shows longer average durations between the
first reaction (either the first key-press or the voice onset time)
and the feedback (which appeared right after the completion of the
answer) in the typing condition than in the adaptive speaking con-
dition. There was a 10% difference in RoF between adaptive typing
and adaptive speaking based learning. Although this difference is
significant, it is relatively small compared to the range of values

that has been found in previous studies (e.g. [24]). The shorter re-
action times and lower RoF caused the algorithm to select more
words to be studied in the adaptive typing part than in the adaptive
speaking part. The average accuracy of these studied words was
higher in the adaptive speaking part then in the typing part. In
short, adaptive typing resulted in more items studied with lower
accuracy, whereas speaking resulted in fewer items studied with
higher accuracy. Hence, overall accuracy was similar in the adaptive
typing adaptive speech conditions. Taken together, these results
point towards a strong functional similarity between typing-based
and speech-based word learning and retrieval.

Our findings lead to several suggestions for future work. In
this study, spoken responses were manually scored by the exper-
imenter. Recent technological advances allow for the automatic,
real-time assessment of pronunciation accuracy. Using automati-
cally assessed pronunciation accuracy does not only lead to more
objective accuracy measures, but could also be used to provide
detailed feedback to the learner, which may further enhance the
effectiveness of speech-based word learning. This approach showed
promising results in a pilot study conducted in our lab. In addition,
pronunciation quality—expressed as the degree of overlap between
the learner’s pronunciation and a reference exemplar—would pro-
vide a continuous score, which might prove to be a more sensitive
measure of memory strength than binary accuracy. Adaptive sys-
tems that use both continuous reaction times and accuracy have
been shown to outperform systems that use binary accuracy only
(e.g., [30], [16]). Future work should explore whether combing two
continuous scores (voice onset time and pronunciation quality)
could further improve such systems.

In conclusion, in this study we successfully applied an adaptive
learning algorithm that was developed for typing-based learning to
speech based learning. Despite differences in study pace between
typing- and speech-based learning, it seems to be possible to use
the same behavioural measures to estimate memory parameters in
both learning systems. As a consequence, we were able to success-
fully improve the efficiency of speaking based learning using an
adaptive system: learners who studied using the AL system were
able to produce faster responses with 9-10 percentage points higher
accuracy compared to learners who used a less adaptive, flashcard
speaking based learning system. These results are important in two
ways. First, they contribute to understanding the memory mech-
anisms involved in speech-based language learning, which have
received too little attention so far. Second, this study contributes to
the development of language learning systems that can be applied
in a wide range of settings. Such applications have practical impor-
tance, because they incorporate one of the most important parts of
language learning: to practise speech.
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