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Abstract—Modern power electronics based power systems with
inclusion of information and communication technologies (ICT)
have emerged to be cyber-physical systems, making it vulnerable
to both cyber and physical anomalies. These systems on one
hand are susceptible to grid/system faults, whereas on the other
hand, ICT can easily be the potential target of the third-party
adversaries. On top, the transient response of cyber-physical
power electronics based power systems (PEPS) to the said critical
disturbances is very fast, which becomes another challenge to
distinguish them accurately within a short time frame. To address
this challenge, this paper certifies cyber-physical anomalies using
physics-informed empirical laws governed by mapping X-Y plane
between locally measured frequency (f) and d-axis voltage (Vd)
only, forming a decentralized approach. The anomaly charac-
terization between physical and cyber faults is carried out by
tracing the trajectory movement online in the aforementioned
X-Y plane. Basically, the physics-informed laws determine the
boundaries in this plane to segregate between grid faults and
cyber attacks. This decentralized method is effective in classifying
the anomalies only within 5 ms (with 20 samples/cycle in a 50
Hz system), which has been validated on modified CIGRE LV
benchmark distribution network with real-time (RT) simulations
in OPAL-RT environment with HYPERSIM software.

Index Terms—Decentralized anomaly characterization, cyber-
physical systems, cyber attacks, faults.

I. INTRODUCTION

Modern power systems with power electronic devices,
sensors, loads etc. in physical domain and communication
links in cyber domain transforms it into a cyber-physical
system [1]. The cooperative control provides a scalable and
reliable information exchange platform, as compared to the
centralized control, which are susceptible to single point
failure and high bandwidth requirements [2]. The cooperative
framework relies on the information exchanged between the
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local and the neighbouring distributed generators (DGs),
making it a mild prospect for cyber-physical anomalies [3].
An anomaly can be termed as any abnormal behaviour, which
can be an outcome of either fault, device/sensor failure or a
cyber attack [4]. Physical faults can occur from grid faults
such as, LG, LLG, LLLG, LL (where ‘L’ represents line and
‘G’ represents ground), damaging the equipments; affecting
the reliability of a section or the whole system based on its
type and location. The physical devices such as sensors are
also vulnerable to faults and failures, which can affect the
operation of the system. Cyber attack such as denial of service
(DoS) or physical communication link failure, compromises
availability ; whereas confidentiality and integrity are affected
by false data injection attacks (FDIA), data packet loss
[1]–[4]. The paper discusses the FDIA, where the adversary
may initiate such attacks either on sensors, controllers or
communication links disrupting the control action. These
physical and cyber intrusions can propagate throughout the
entire network through information exchanges and impact
the performance and stability of the system. These anomalies
mandate quick countermeasures in cyber-physical PEPS,
which may affect the system performance, if not removed
at the right instant. The schemes to detect such intrusions
can be broadly classified into model-based and data-driven
approaches. Although recent literature separately discusses
the detection of physical [5], [6] and cyber [7], [8] anomalies,
a convenient scheme to differentiate between these anomalies
still need to be explored. This is because cyber attacks can
be deliberately designed having characteristics similar to a
physical fault, which might lead to operational failure if not
detected correctly.

A few works in the field of cyber-physical anomaly



detection have also been addressed by the researchers. An
intelligent data-driven anomaly identification technique to
classify faults, detect cyber attacks and localize them has been
proposed in [9]. Although it eliminates complex mathematical
modeling but may suffer from over-fitting and requires
qualitative training data pertaining to several scenarios. In
[10], a parametric time frequency logic framework has been
presented, which does not require model information. It
extracts the time-frequency content from training data to
detect traces of anomaly in testing data. In [4], authors
utilize the locally available frequency and average voltage
trajectories of the inverters for a window of 100 ms to
differentiate the cyber-physical anomalies. This could be a
long time margin, since the faults need to be isolated in a
much shorter time-frame. The typical operation time of a
overcurrent relay (OCR) is 1 cycle [11] with coordination
time interval (CTI) of 200 ms (includes circuit breaker
opening time, safety factor for current transformer saturation
and relay setting errors) to comply with IEEE Standard
242-2001 [12]. This necessitates stringent requirement in the
characterization process in power electronic systems on faster
detection of these anomalies, such that the decision can be
quickly routed to the protection systems. To bridge this gap,
this paper is focused on certifying the characterization of
these anomalies with the help of empirical physics informed
laws for each distributed generation (DG). These laws
are then used to define certain regions on a X-Y plane,
where Y-axis represent locally measured d-axis voltage
and X-axis represent locally measured frequency. Hence,
anomaly characterization is validated in an online manner if
the trajectory in the aforementioned plane moves out of the
defined regions within a time margin of 5 ms. This effort can
be quite elementary in taking a coordinated decision with
the protection system for grid faults. Moreover in case of
other anomalies, the diagnosis can be directed towards the
existing cyber security tool. Finally, the proposed technique
successfully differentiates between the cyber and physical
anomalies by classifying cyber attacks on voltage and
frequency; bus/line faults and voltage sensor faults accurately.

The key advantages of this work can be summarized as:

• We design an online anomaly characterization with re-
gions defined in f -Vd plane using local measurements,
which makes the process decentralized. To the best
of authors’ knowledge, physics-informed decentralized
anomaly characterization has never been proposed in the
realm of power electronics security.

• The proposed scheme efficiently detects the anomaly in
5 ms (20 samples/cycle in a 50 Hz system), which can
direct the decision either towards the protection systems
(for faults) or the cybersecurity mitigation tool (for cyber
attacks).

• We do not require deployment of additional sensors to
characterize between anomalies. It is simple and scalable
to different networked power electronic systems with the

available sensors.
The remainder of the paper is organized as: a brief descrip-

tion of the problem is presented in the Section II. The proposed
scheme is discussed in the Section III with the performance
validation of the developed scheme is presented in the Section
IV. Finally, the work is concluded in Section V .

II. PROBLEM FORMULATION

We consider the modified CIGRE LV benchmark distri-
bution system in islanded mode to validate our approach.
The system with five inverter-interfaced DGs, apparent power
‘S’, power factor ‘pf’ of the loads and buses ’B’ are shown
in the Fig. 1. The physical layer of each DG comprises
of power-electronic components (e.g, inverter), LC filter and
output impedance. These DGs are connected to each other via
line impedances and resistances. Further, for regulating power
(active/reactive), voltage and frequency; more details for each
DG with their corresponding control loops has been shown in
Fig. 2.

Fig. 1: Modified CIGRE LV distribution islanded network (in dashed section).

The primary controller is the part of physical domain
which includes droop controller and faster inner control loops
(voltage and current) [13]. Each primary controller receives
the voltage (V abc) and current (Iabc, Iabcinv) information
from its respective sensors to generate power, voltage and
frequency accordingly. As primary controller itself is not
sufficient to drive the system to zero steady state error, so
in addition to primary controllers, each DG has secondary
controllers (SC) which communicate to each other in cyber
layer. These SCs on receiving power (active; P i or reactive;
Qi), frequency f i, voltage information locally; share them
to their neighbouring SCs (j ∈ Ni) as specified by the



Fig. 2: Control loops for DG A.

communication graph in the cyber domain [3]. These SCs
generate the frequency (and voltage) correction terms (∆f i,
∆V i) corresponding to each DG. In this work, we are
considering a ring communication graph with unity edge
weights (aij). The SCs (local controllers; LC) are responsible
only for proportional active (and reactive) power sharing
and frequency restoration. Further, the pinned DG (DG E)
receives the reference signal (fref ) from the master controller
(MC).

The physical layer on one hand, may suffer from faults
(buses or lines) and sensor (voltage or current) failure. The
faults on buses (or lines) degrades the reliability of supply
affecting the customers. Similarly, sensor faults will make the
corresponding measurements unavailable to the changes in the
system and would not be able to inform to the controllers to
take the required control action. The sensor faults therefore
would also lead to the unreliable operation of the system and
may also lead to unstable operating conditions. The cyber
layer on the other hand, comprising of the communication
infrastructure are highly susceptible to attacks by the third-
party adversaries. The consequences of various attack points
shown in Fig. 2, are elaborated further.

• Master Controller (MC): Modification of reference values
given by (1) will tend to drive the system to unstable
operating points.

fCref = fref + fAref (1)

• Local Controller (LC): These can have false data injection
at any of the ends such as:
– while receiving information: Assuming information

vector received locally be xi(t)=[P i(t), Qi(t), f i(t)].
The attacker can modify these signals as:

xiC(t) = xi(t) + xiA(t) (2)

These modified signals presented in (2) will tend to
generate incorrect correction terms leading to unreli-
able voltage and frequency set points.

– while sending correction signals: Assuming correction
signals sent to the primary controller from its respective
SC be expressed as, yi(t)=[∆f i(t), ∆V i(t)]. The false
data can be injected as:

yiC(t) = yi(t) + yiA(t) (3)

These attacks will deliberately modify the correction
terms, driving the system to undesired set points.

• Communication link (CL): Similar to assumption of in-
formation being shared for the secondary control objec-
tives, the data communicated between the SCs can be
expressed as xj(t)=[P j(t), Qj(t), f j(t)]. The modified
data by the attacker can be given as:

xjC(t) = xj(t) + xjA(t) (4)

These attacks will also generate the undesired correction
terms to the primary controllers, which may lead to
unstable operating conditions.

For simplicity, the time dependency is not explicitly shown
in rest of the paper.

Fig. 3: Time-domain simulations at DG A for various disturbances.

This paper considers attack on MC with manipulated fref
and attack on the voltage correction signals ∆V sent by LC.
It is worth mentioning here that the attack surface for each
DG is not limited to the above-mentioned scenarios. During
faults, the relays with its corresponding protection schemes are
responsible for isolating the faulted section from the healthy
section to maintain the reliability of supply. On the contrary,
for cyber attacks, the embedded mitigation algorithms on the
controllers come into play. Also the third-party adversaries can
deliberately design cyber attacks to have characteristics like
that of a physical fault which will lead to operational failure
if not detected correctly [14], [15]. As shown in Fig. 3, the rms
value of output current reaches the threshold value of 1.5 pu
for each disturbance i.e, bus faults, cyber attacks on fref and
∆V occurring at t = 0.1 s. This will cause the maloperation



of OCR. Therefore, to counteract the effect of such physical
and cyber anomalies; as the actions taking by their respective
devices are different making it crucial to identify the type of
anomaly. The next section discusses the novel decentralized
anomaly detection approach using local data of f and Vd.

III. PROPOSED METHOD

The following section elaborates the equations involved in
the droop [13] and secondary controllers [3] as shown in Fig.
2. The instantaneous reactive and active power components q
and p from the measured output voltage (V abc) and current
(Iabc) are expressed as (5), (6) respectively.

q = −vdiq + vqid (5)

p = vdid + vqiq (6)

These instantaneous power components when passed
through low-pass filters (ωc as the cut-off frequency), the reac-
tive and real powers Q and P corresponding to the fundamental
component is obtained as shown in (7) and (8) respectively.

Q =

(
ωc

s+ ωc

)
q (7)

P =

(
ωc

s+ ωc

)
p (8)

To share the reactive (or active) power droop is introduced
in the voltage (or frequency) equation as expressed by (9) and
(10) respectively. Here, superscript ‘i’ denotes the equations
corresponding to DGi. V ∗, ωref are the nominal set point
d-axis output voltage and reference frequency respectively. nq
and mp stands for reactive and active power droop coefficients.

V i
dref = V ∗ − niqQi (9)

ωi = ωref −mi
p.P

i (10)

Further, the secondary correction terms corresponding to
voltage (∆V i) and frequency (∆ωi) is added to above droop
equations (9) and (10) to include the effect of both the droop
and secondary controllers (SC) and obtain the final equations
shown in (11) and (12).

V i
dref = V ∗ − niqQi + ∆V i (11)

ωi = ωref −mi
p.P

i + ∆ωi (12)

The cooperative controller equations for voltage and fre-
quency are defined by (13) and (14) respectively. The local
data are represented by superscript ‘i’ and the neighbouring
data to DGi are represented by superscript ‘j’. The edge
weights (aij) are considered to be unity.

ėiv = −
∑
j∈Ni

aij
(
niq.Q

i − njq.Qj
)

(13)

ėiω = −
∑
j∈Ni

aij
(
mi

p.P
i −mj

p.P
j
)
−
∑
j∈Ni

aij
(
ωi − ωj

)
−∑

j∈Ni

gi
(
ωi − ωref

)
(14)

Further, ėiv is fed into a PI controller defined as, Gv=Ki
pv +

Ki
iv/s in which s is the laplace operator to generate the voltage

correction term (∆V i) as shown in (15).

∆V i = Ki
pv ė

i
v +Ki

ive
i
v (15)

Similar analysis can be performed to obtain frequency
correction term (∆ωi) as shown in (16).

∆ωi = Ki
pω ė

i
ω +Ki

iωe
i
ω (16)

Neglecting inner control loop dynamics and substituting the
above-mentioned equations in (11), (12), we get (17) for a
system of n DGs. The equation for deviation in frequency (ω̇)
is computed in a similar way and relation f = ω/(2.π) is used
to obtain the equation for ḟ . This frequency deviation (ḟ ) is
divided by (17), to get (18) for ith DG.

[
V̇d

]
nx1

= −[ωc]nxn[Vd]nx1 +
[
V̇
∗]

nx1
+ [ωc]nxn[V∗]nx1−(

[I]nxn + [Kpv]nxn[Lv]nxn
)

[nq]nxn[ωc]nxn[q]nx1+

[Kiv]nxn[ėv]nx1 + [Kiv]nxn[ωc]nxn[ev ]nx1
(17)

V̇ i
d

ḟ i
=

[2Π]

[
1 +Ki

pω

∑
j∈Ni

aij +Ki
pω

∑
j∈Ni

gi

]V̇ ∗ + ωcV
∗ − ωcn

i
q.q

i − ωcK
i
pv

∑
j∈Ni

aij
(
niq.q

i − njq.qj
)+

Ki
iv ė

i
v + ωcK

i
ive

i
v − ωcV

i
d




1 +Ki
pω

∑
j∈Ni

gi

 ω̇ref + ωc

1 +Ki
pω

∑
j∈Ni

gi

ωref − ωc

1 +Ki
pω

∑
j∈Ni

aij

mi
p.p

i+

ωcK
i
pω

∑
j∈Ni

aij
(
mj

p.p
j
)

+Ki
iω ė

i
ω + ωcK

i
iωe

i
ω +Ki

pω

∑
j∈Ni

aij
(
ω̇j
)
−

ωc

1 +Ki
pω

∑
j∈Ni

aij +Ki
pω

∑
j∈Ni

gi

ωi + ωcK
i
pω

∑
j∈Ni

aij
(
ωj
)



(18)



Fig. 4: Proposed decentralized anomaly characterization scheme.

The voltage and frequency parameters being controlled
from secondary control layer (prone to cyber attack due the
integration of information and communication framework),
hence their deviations with respect to each other expressed
by (18) forms the basis to analyze the prevailing cyber-
physical situation. The significance of anomaly detection is
presented in Fig. 4, where on arrival of any critical large-
signal disturbance, it distinguishes the anomalies to follow
the corresponding mitigation strategy [16], [17], restoring the
system back to its normal state. Figure 4 shows for a given DG
(fref=50 Hz), the detection scheme investigates the trajectory
of f (pu) versus Vd(pu) with a moving window of 5 ms (20
samples/cycle) to have a selective and fast decision such
that the protection system remains unaltered. The origin (O’)
is at (foppu , V op

pu ), representing the operating frequency (pu)
and voltage (pu) of a DG. The frequency being the global
parameter, holds the relation fop=fref (=1 pu) in normal state,
whereas voltages at the buses being a local parameter does
not exactly coincides with V ∗. From (18) and conditions as
mentioned in Fig. 4 for different cases, the trajectories would
move in different regions aiding to recognize the event. In case
of faults (buses/lines/voltage sensors), the trajectory would
traverse in regions R-III and R-IV. In case of voltage sensor
faults, the trajectory would settle down to zero voltage value.
Similarly, with the cyber event, the initial traversal would
be in the regions R-I and R-II due to the secondary control
action. This trajectory plot therefore would analyze the present
situation of the system and act accordingly to maintain the
reliability and stability of the system.

IV. RESULT AND DISCUSSION

To evaluate the performance of the proposed scheme, modi-
fied CIGRE LV distribution benchmark system with fixed DC
source (VDC = 700 V) (Fig. 1) is simulated in real-time in
OP-5700 with HYPERSIM software. The system is operating
at a nominal voltage (V ∗) of 400 V and reference frequency
(fref ) of 50 Hz. The details of the testbed [3] as shown in
Fig. 5 with the parameters of the system, DG are mentioned
in [12], [18].

Fig. 5: Testbed setup [3].

The response of this cyber-physical PEPS is illustrated in
Fig. 6 for a 5 ms window. The origin is represented by O’



(a)

(b)

Fig. 6: Trajectory in CIGRE LV distribution system for (a) first window (W1)
and (b) second window (W2).

denoting the operating frequency and voltage as (1 pu, 0.9
pu) respectively. Using (18) with the variables as mentioned
in Fig. 4 for various scenarios of fault and cyber attacks
different trajectories can be obtained. The RT simulation in
Fig. 6 shows that positive and negative frequency-based cyber
attacks cause the movement of trajectories along right and left
sides of f -axis respectively. The unique feature observed is
that the transient voltage initially moves into the regions (R-
I) or (R-II) under cyber attacks on voltage signals, (ascribed
to the response of distributed secondary control algorithm)
whereas they traverse along R-III and R-IV in case of physical
faults (attributed to the response of primary control resulting
in decrease in voltage). The time-scale separation between
the primary and secondary controllers differs by considerably
large values (say 10 times or more) hence can aid in differenti-
ating the cyber-physical anomalies to prevent the false tripping
of relays. Moreover, a remarkable observation is that for phase
faults on bus or in between lines, the movement trajectories
are observed in R-III and R-IV whereas for voltage sensor
faults, the trajectory settles down to a voltage of 0 pu and
continues to be there with the passage of time.

V. CONCLUSIONS AND FUTURE WORK

The real-time simulation results verify the effectiveness
of the proposed scheme, identifying the cyber and physical

anomalies separately within 5 ms (considering a practical case
of 20 samples/cycle) assisted by local f and Vd measurements
making it simple and scalable to different networked power
electronic systems without any additional resource. The future
work would be to incorporate detection of the stealthy attacks.
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