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Abstract—Penetration of distributed generation into distri-
bution grids brings new demands for both centralized and
distributed control at the low-voltage level. In particular, when
trying to coordinate the production from distributed generation,
communication becomes an important aspect of control design.
However, whereas local control typically occurs at sub-second
resolution, communication between geographically separate lo-
cations based on e.g., smart meter data, commonly takes place
at much lower frequencies, such as on an hourly basis or even
slower. Therefore, novel distribution grids should be analyzed and
controlled within the context of cyber-physical systems. Hybrid
systems, which cover systems that have both continuous and
discrete dynamics, provide the natural setting for such analysis.
In this paper, a hybrid model of the distribution grid considering
both the continuous states of the power network and the discrete
nature of the communication is presented, capturing the different
update rates of centralized and local controllers in the modeling
process. Simulation results show good agreement with data from
a real-life system.

I. INTRODUCTION

With the growing utilization of renewable energy sources,

distributed generation (DG) is becoming a challenging topic in

power networks. Nowadays, wind turbines (WT) and photo-

voltaic panels (PV) have a key role in power networks. These

renewable energy sources may be found at all levels of the

power network, including the low-voltage distribution grids.

Despite their obvious advantages, they cause some important

problems as well.

The stochastic nature of these resources is one of the

problems, causing grid management in the presence of these

resources to be quite hard. For instance, DG units may cause

reverse power flow situations disrupting the intended operation

of substations etc. Therefore, controlling the output power and

consequently the voltage of the grid gain importance.

According to the past literature, voltage control structures of

the distribution grids can be divided into three main categories

[1]. Local, centralized, and distributed control structures are

widely used in the literature, and example of these structures

and methods can be seen in [2]–[6]. There are also some

combined structures that gain importance recently, e.g. com-

bined local and centralized control [7]. Since the combined

approaches have advantages from both categories, they gain

importance in the recent literature.

These approaches can be categorized in another way.

Communication-based approaches and local measurement-

based approaches can cover the control approaches. It can

be seen that the centralized and distributed approaches need

communication to operate. On the other side, local controllers

use local measurement data to operate and generate references.

Therefore, communication tools and protocols affect the cen-

tralized and distributed control structures.

Communication tools and protocols have a major role in

control structures. Also, communications cause some problems

in the grid. Communication delay and cyber attacks are two

main problems that arise due to communications. Therefore,

communications should be included in the system analysis and

controller design.

Including communications in distribution grids will yield a

new cyber-physical distribution grid. Cyber-physical systems

are the intersection of the physical systems and cyber systems.

Cyber-physical distribution grid aims at the problem of using

communications as the cyber part of the system and power

network as the physical part [8]–[10].

In order to see the communications effect on the distribution

grid and vice versa, the system should be analyzed and

controlled in a cyber-physical framework. Therefore, one of

the steps is modeling the cyber-physical system such that the

model includes both power grid dynamics and communication

features.

There are many tools to model, analyze, and control the

cyber-physical systems. Among them, the hybrid systems

approach is a strong tool that can overcome this challenge.

Hybrid system augment continuous and discrete features of

systems in a single framework. Therefore, hybrid system can

be used to model the cyber-physical distribution grid, which

includes both continuous parts (power network) and discrete

parts (communication network) [11].

In real-world distribution grids, smart meters and com-

munications send the sensed data to the central controllers

every 15 minutes while the local controller and power grid

operate continuously. The update rate of central controller

output makes some problems. Up to now, this problem is not

considered in modeling and controling problems.

In this paper, a cyber-physical model is presented to com-
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Fig. 1. A Distribution Grid Schematic.

bine the communication features and distribution grid dy-

namics. A hybrid model is presented which comes up with

the differences in cyber and physical parts of the system

and combines them in a framework. The results show the

effectiveness of the modeling and reveal a difficulty that can

be flattened using the presented model.

The rest of the paper is as follows. Section II present a

summary of traditional model of the distribution grids. The

hybrid model is presented and discussed in section III. Section

IV define two scenarios and discuss the results. In section

V, a discussion of the possible and useful solutions for the

time delay and packet loss problems, and solution for the co-

simulation problem using the presented model is discussed,

and finally, section VI concludes the paper.

II. TRADITIONAL MODELING OF DISTRIBUTION GRIDS

Consider the distribution grid depicted in Fig. 1 with n
buses. The distribution grid presents a low voltage distribution

grid connected to a medium voltage grid through a transformer.

Zline1 and Zline2 are the impedance of the first and second

line, respectively. The penetration of the photovoltaic panels

can be seen from the schematic.

Load flow equations of the distribution grid between bus i
and bus j, are the two following nonlinear equations.

Pi = |Vi|
n∑

j=1

|Vj ||Yij | cos(θij − δi + δj) (1)

Qi = −|Vi|
n∑

j=1

|Vj ||Yij | sin(θij − δi + δj), (2)

which P , Q, V , θ, δ, and Y are the active power, reactive

power, voltage, impedance angle, voltage angle, and line

admittance, respectively. Based on Newton-Raphson power

flow and from the above nonlinear equations, the following

equation holds: [
ΔP
ΔQ

]
=

[
J1 J2
J3 J4

] [
Δθ
ΔV

]
, (3)

Local
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Fig. 2. Coordination Control of the Low Voltage Distribution Grids.

in which J =

[
J1 J2
J3 J4

]
is the Jacobian matrix of the load

flow equations. The voltage variation is given by

ΔV = KV PΔP +KV QΔQ, (4)

which KV P and KV Q are voltage sensitivity matrices given

by

KV P = (J2 − J1J
−1
3 J4)

−1

KV Q = −(J2 − J1J
−1
3 J4)

−1J1J
−1
3 .

Assuming a fixed sampling rate, a discrete-time model of the

distribution grid of the form⎡
⎢⎢⎢⎣
V1(k + 1)
V2(k + 1)

...

Vn(k + 1)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
V1(k)
V2(k)

...

Vn(k)

⎤
⎥⎥⎥⎦+KV PΔP (k)+KV QΔQ(k). (5)

is formulated, where n is the number of buses in the model

and k is the sampling index. Furthermore,

ΔQ = ΔQPV +ΔQr, (6)

where ΔQr represents changes in reactive power by other

sources and loads, and ΔQPV is the reactive power of the

controllable PV units. The above equation can be written on

the general discrete-time state-space form:

x(k + 1) = Ax(k) +Buu(k) +Bww(k), (7)

in which A ∈ R
n×n, Bu ∈ R

n×m and Bw ∈ R
n×n are

constant matrices, u(k) = ΔQPV is the m-dimensional con-

trol input and w(k) represents disturbances and measurement

noise.

As stated earlier, this modeling approach is widely used

for analyzing and controlling purposes of the distribution

grids. Penetration of distributed generation into the distribution

grids and the problem of controlling these resources make

the problem much harder to solve. In fact, centralized and

distributed control methods have been proposed to control

these resources in coordination [1], [12]. Fig. 2 shows the local

and coordination control structure of a distribution grid. These

control techniques use smart meters and communications

to transfer the sensed data to the controller and from the

controller to the distributed generators.

However, using this structure causes some problems from

the control point of view. In fact, the local controllers change



Fig. 3. Comparison of local and centralized controller update rates. Sinusoidal
signals are used for illustration pusrposes.

continuously in the system structure, and they update their

control command at fast sampling rates. They are also only

able to sense voltage at their own connection points. On the

other hand, centralized controllers need more time to receive

the sensed data and send the control command back to the local

controller. In practice, this period is at least about 15 minutes.

Fig. 3 depicts a comparison between local and centralized

controller update rates. It illustrates how the local controller

update rate is very small and close to being continuous,

while the centralized controller only sends data to the local

controllers and PV units every 15 minutes. This considerable

difference in sampling rates poses a significant challenge in

terms of numerical system analysis and controller synthesis.

In short, smart meters distributed throughout the grid sense

the grid voltage for about 15 minutes and calculate the

mean value of their measurement data. Then, they send the

aggregated data to the centralized controller. After calculating

the next control command, the centralized controller sends

the command to the local controllers via a communication

network. The control command remains constant until the

next data package arrives in the centralized controller and the

controller calculates and sends out new control commands.

From a simulation and control perspective, it is clearly

important to consider this difference in time scales explicitly.

Hybrid systems represent a powerful tool to overcome this

challenge. In the next section, a hybrid model of a distribution

grid is presented.

III. HYBRID MODELING OF THE DISTRIBUTION GRIDS

Hybrid systems is a formalism for modeling, analysing, and

performing controller design of systems that comprise both

continuous and discrete dynamics. A simple example of a

hybrid system is a bouncing ball falling from a height and

bouncing off the ground. The speed of the ball during free fall

is continuous and increasing in the downwards direction. On

the other hand, when the ball heats the ground, the velocity

magnitude and direction change abruptly; in other words, a

jump occurs in the speed state. Traditional continuous and

discrete modeling methods are not suited to model this system.

Consequently, hybrid modeling methods were proposed to

solve this challenge [11], [13], [14].
A general (autonomous) hybrid system model follows the

scheme {
ẋ = f(x) x ∈ C
x+ = g(x) x ∈ D , (8)

where x is the state vector of the system, C and D are the so-

called flow set and jump set, respectively, and f and g are the

flow map and jump map, respectively. This is to be understood

in the following way: as long as the states of the system are

contained in the set C, the system is in the flow condition
(a.k.a. in the continuous dynamic mode), and the values of the

states change continuously according to the flow map f(x).
However, as soon as the system state enters D, x immediately

changes in a discrete manner (jumps) according to the jump

map g(x). It is worth mentioning that C and D can overlap

and based on the system dynamics the jump will occur or the

flow will continue in the overlap area.
As discussed in the previous section, distribution grids with

data collection via smart meters and controlled by a centralized

controller can also be categorized as a hybrid system, since

the different components work at such different sampling time

scales. In the following, a hybrid model for the distribution

grid will be presented.
In accordance with the definition of hybrid systems, the

system contains both continuous and discrete states. In this

case, the states of the power grid change continuously, but

the model of the distribution grid is discrete according to the

equation (5). In order to use the hybrid system notation for the

distribution grid, it is necessary to convert the system states

back into continuous time:

V̇ = AV +B

[
ΔP
ΔQ

]
. (9)

It is worth mentioning that the conversion process will yield

the same result if the conversion sample time and the solving

sample time are equal. Solving sample time is the sampling

time that the software uses for integrating the continuous-time

system equations using existing solvers. Fig. 4 depicts how the

simulated responses of the continuous and discrete versions to

a step input is almost identical, meaning that converting from

discrete to continuous time does not affect the dynamics of

the system noticeably. It is thus reasonable to assume that the

local controller and system dynamics are continuous. Also,

it is worth mentioning that the discrete results in Fig. 4, is

the result of the solving the distribution grid using Newton-

Raphson flow analysis.

The centralized voltage controller of the distribution grid

sends the control command periodically. Therefore, a timer is

defined for the modeling process such that the timer counts

until it reaches a specified value. During this time, the local

controller and the system uses the previous control command.

When the timer reaches the specified value, it will reset to

zero. In other words, a jump occur in the timer state. On the

other hand, the centralized controller updates its value or it

can be stated that a jump occur in the control command.



Fig. 4. Comparison between continuous model and the Newton-Raphson
solver-based equations.

Therefore, the states of the hybrid distribution grid can be

written as follows:

x =

⎡
⎣Vu
τ

⎤
⎦ , (10)

which V , u, and τ are the voltages of the buses, control

command of the centralized controller, and timer of the

communication.

The flow map and the flow set of the hybrid distribution

grid can be written as follows:

ẋ = f(x) =

⎡
⎢⎢⎣
AV +B

[
ΔP
ΔQ

]
0
1

⎤
⎥⎥⎦ τ ∈ [0 , T ] (11)

It can be seen that during the time interval [0 , T ], the voltage

states change their values according to the continuous equa-

tions, the centralized controller command remains constant,

and the timer state τ starts from zero and grows at a constant

rate. When the timer state reaches T , a jump occurs and the

timer will be reset to zero, and the central control command

updates its value according to the sensed data. Therefore, the

system will proceed according to the following jump map:

x+ = g(x) =

⎡
⎣ V
κ(V )
0

⎤
⎦ τ ∈ {T}. (12)

The above equation states that during the jump (when τ = T ),

the voltages remain constant at the value they have reached at

time T , the centralized control command is updated, and the

timer is reset to zero.

As can be seen, the hybrid model of the distribution grid

(11)–(12) follows the formalism presented in (8) with C =
R

n × R
m × [0 , T ] and D = R

n × R
m × {0}.

IV. SIMULATION RESULTS

In the following, two scenarios are defined to show the

importance of the presented model. The first scenario shows

how the centralized controller sends the control command,

and how the model works during flow set and jump set. The

Fig. 5. Bus 9 voltage profile in the presence of local and central controller.

second scenario shows the importance of hybrid modeling of

distribution grid.

The hybrid distribution grid is simulated in the Hybrid

equations (HyEQ) toolbox [15] in MATLAB.

The case study is a low-voltage distribution grid belong to

Thy-Mors Energi in Denmark [16], first presented in [7]. In

this grid, a PV unit is connected to bus number 9. The reactive

output power of the PV unit is controlled using both local

and centralized control. As mentioned earlier, the centralized

controller would update the control law every 15 minutes in

practice, but 5-second update intervals are considered here for

the sake of illustration.

A. Hybrid distribution grid modeling

In this scenario, the controlled PV unit will join the dis-

tribution grid at the beginning of the simulation. The local

controller control the output reactive power immediately. Fig.

5 presents the voltage profile of the distribution grid. It can

be seen that the PV and local controller change the voltage

value at the beginning of the simulation. Later at t = 5, central

controller change its value and remain constant for the next 5

seconds. it can be seen that the voltage goes up in this moment,

and it will remain constant until the next control command

arrives. Consequently, at t = 10 the central controller changes

its output. This process will continue for the next 5 seconds

of the simulation.

The central control law simulated in this paper is the

following simple integral controller with deadband:

u+ =

{
u+ α Vi ≤ 0.9

u− α Vi ≥ 1.1
, (13)

in which α is a constant amount of reactive power, and Vi is

the voltage of the controlled bus. Note further that k in (13)

is the discrete sample index of the centralized controller, not

the local control.

Fig. 6 depicts the timer state profile during the simulation.

It can be seen that the timer starts from zero and goes up

continuously during the flow set. At the jump set (τ = 5), this

state changes its value to zero or in other word, a jump occur

in the system. The timer again starts to count from zero, and

the process will be continued.



Fig. 6. Timer state of the hybrid model.

Fig. 7. Central control law state of the hybrid model.

Same process is true for the control command. Fig. 7 shows

the central control command of the distribution grid. It can be

seen that the control command is constant during the flows,

and at the jumps, it changes value. The jump in the central

control command is the cause of the jump in the voltage states

of the distribution grid.

The local controller in this scenario is a Q − V control

structure, and the centralized controller shifts the Q−V curve

up and down according to the situation. In other words, the

centralized controller yields a reference for the local controller.

B. Effect of disturbances in the middle of updating rate of
centralized controller

In this scenario, the effects of disturbances are investigated

on the distribution grids. In this scenario, a load increase

occurs at t = 2; therefore, the voltage of the buses decreases

accordingly. Fig. 8 shows the voltage profile of bus 9. It can

be seen that the local controller cannot compensate for this

voltage decrease; therefore, central controller should try to

compensate for the deficit. Since the centralized controller only

updates its command signal every five seconds, the system

must wait until t = T = 5. At this time, the centralized

controller updates its value properly and compensates the

voltage.

Disturbance Central control 
compensation

Interval that the disturbance 
cannot be compensated.

Fig. 8. Voltage profile of bus number 9 in the presence of load change.

The important message of this scenario is that the central

controller cannot compensate for quick disturbances and faults

of the grid, since it updates slowly compared to the grid

dynamics (every 5 seconds in the simulation presented here,

but there will likely be at least 15 minutes between command

updates in real-world scenarios, as explained in [7]).

It can be seen that this modeling of the distribution grid

includes the latency of the central controller. Therefore, in

order to control and analyze the system using this model will

be more accurate and correct. On the other hand, using the

traditional model for designing the centralized controller will

result in incomplete analysis and design models and the real-

world results may be far from the expected results.

V. DISCUSSION

In this section, a short discussion of the problems and

solutions that can be presented using the proposed model is

discussed. Therefore, in the following two subsections, two

main problems that arise from communications are discussed

and appropriate solutions for them are stated. Later, the

necessity of the presented model and the effect of the model

on the analysis and design of the solutions are discussed. In

the third subsection, a short discussion on the co-simulation

is presented.

Time delay and packet loss are the most common problems

when relying on communication systems, and in particular

at the transport layer. Delays and packet losses happens at

layers 1-3, and is handled differently with UDP and TCP

and therefore shows different characteristics in response to

delays and packet losses. There may be many different causes

for delays and packet losses, e.g. noise at signal levels and

surrounding, other communicating units creating disturbances,

high network loads, various types of network faults and

cyber attacks. Therefore, a model-based approach to deal with

these problems will be useful and in the following, a short

description of the possible solutions will be discussed.

A. Time Delay

Delay is a concern for both UDP and TCP and depending

application layer protocols. Time delay can be caused by low

data rate technology, wrong or poorly configured hardware,



congested networks and loaded routers or even source or end

points may turn out to be bottlenecks. According to [17], time

delay can be from milliseconds to several minutes. The impact

of time delays on the distribution grids are investigated in

[18]. In this investigation analysis is done using simulations

and hardware-in-the-loop methods, but it lacks a model- and

theory-based analysis for fully understanding impact of delay

at transport layer level.

According to the last paragraph, there is still room for a

model-based analysis delay impact on the distribution grids.

The advantageous of the model-based analysis can be stability,

passivity, and proof-based analysis and design which considers

non-ideal communication networks. Hence, control methods

and solutions will be more reliable to the real world.

The model presented in this paper can be extended to

encompass time delays. Hence, methods and solutions to

different delay times can be presented by the researchers

based on this model, and stability and passivity analysis in

the presence of delays can also be investigated. Due to space

concern it is not applicable to present the extended model in

this paper.

B. Packet Drop

Packet drop or packet loss is another concern in commu-

nications, caused by e.g. noise in data packets at physical

layer, overloaded routers or (un)intentional tampering with

data packets. For UDP based protocols packet losses leads

directly to a loss of message (control or measurement update),

while TCP, if connectivity is otherwise reasonable, leads to

retransmission and prolonged delays, and may be treated by

special stochastic delays, see e.g. [19].

Due to the stochastic nature, packet drops cannot be pre-

dicted, but may easily be correlated posing a challenge that

once it happens, it would often reoccur. Therefore, methods

to make solutions robust against packet drops is important.

Robust techniques can be presented in order to solve this

problem.

The model presented in this paper is able to analyze the

problem correctly since if a packet lost in the communication,

the model considers the time delay and update rate correctly.

In the low voltage distribution grid case, if a packet lost, the

system should wait for the next 15 minutes in order to receive

an updated centralized control signal.

According to the last paragraph, analyzing the system

stability and passivity, and designing controller for the system

using the presented method will be accurate and beneficial.

C. Co-simulation

In the cyber-physical systems, the co-simulation of the

cyber and physical systems is a problem and addressed in the

literature [20]–[23]. Since there is not any model compromise

both cyber and physical parts of the system, the co-simulation

and synchronizing the two models are always a challenge.

Therefore, presenting a model which comprise the cyber and

physical parts will solve the problem. The model presented in

this paper compromise the communication and power system

model; therefore, it solves the co-simulation problem, and

there is no need for co-simulation and synchronizing the cyber-

physical systems components.

VI. CONCLUSION

In this paper, a hybrid model is presented for the distribution

grid considering communication features of a centralized con-

troller. The model includes both the communication properties

and distribution grid dynamics; therefore, the model is a

cyber-physical model. The fact that the centralized controller

proposed in this paper, updates the control law in long periods

of time is modeled and investigated. The results show that

the model truly represents the cyber and physical parts of the

system. Also, results show that using this model for analyzing

and controlling the system is more accurate and closer to real-

life system compared to previous discrete time models, and it

will help to design more accurately and practically. Finally,

using cyber-physical models can be the start of combining

communications and power grids in order to have better

analysis and control on the system. Also, this paper starts to

present a cyber-physical model to have a better representation

of the system, and as the next steps, solutions to time delays

and packet loss will be presented based on this model.
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