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Abstract

The topic of this thesis is methods of pre-processing speech signals for robust
estimation of model parameters in models of these signals. Here, there is
a special focus on the situation where the desired signal is contaminated
by colored noise. In order to estimate the speech signal, or its voiced and
unvoiced components, from a noisy observation, it is important to have
robust estimators that can handle colored and non-stationary noise.

Two important aspects are investigated. The first one is a robust esti-
mation of the speech signal parameters, such as the fundamental frequency,
which is required in many contexts. For this purpose, fast estimation meth-
ods based on a simple white Gaussian noise (WGN) assumption are often
used. To keep using those methods, the noisy signal can be pre-processed
using a filter. If the colored noise is modelled as an autoregressive (AR)
process, whose parameters are estimated from the noisy signal, it is possible
to render the noise component closer to white with a simple pre-processing
filter (pre-whitener). This makes it possible to estimate the fundamental
frequency using the aforementioned assumption of white Gaussian noise.
In non-stationary noise scenarios, it is possible to obtain better estimates
of the noise spectral envelope as well as a higher degree of spectral flat-
ness by using an adaptive pre-whitening filter based on supervised noise
statistics estimates, than one based on unsupervised noise statistics. A
pre-whitening filter also improves the accuracy of a source localization
method. The problem of joint estimation of the parameters of the voiced
speech and the stochastic signal parts (i.e., unvoiced and additive noise) is
solved first by the cascade of a pre-whitening filter and the nonlinear least
squares (NLS) fundamental frequency estimator, followed by an iterative
estimation of the pre-whitening filter, based on the modelled residual, and
a re-estimation of the fundamental frequency. This will further reduce the
number of gross errors of fundamental frequnecy estimates and the voicing
detection errors.

The second aspect is as follows: after a more accurate estimation of the
parameters is obtained, the extraction of individual speech components
(i.e., voiced and unvoiced speech) from a noisy speech signal, is investigated
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Abstract

through linear filtering based on the statistics of the individual components.
A Wiener filtering approach allows for a better recovery of both components
when compared to the state-of-the-art decomposition methods, which as-
sume that the additive noise is small and insignificant. Instead of using a
fixed segment length for the extraction, we also propose to use time-varying
segment lengths that are adapted to the signal. The optimal segmentation
is obtained once the parameter estimates of a hybrid speech model have
been found for all possible candidate models and segment lengths.
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Resumé

Emnet for denne afhandling er metoder til forbehandling af talesignaler
til robust estimering af model parametre i modeller af disse signaler. Her
er der især fokus på situationen hvor det ønskede signal forurenes af
farvet støj. For at estimere et talesignal eller dets stemte og ustemte lyd
fra støjfulde signaler, er det vigtigt at have robuste estimatorer, der kan
håndtere farvet og ikke-stationær støj.

To vigtige aspekter undersøges. Det første aspeckt er en robust estimer-
ing af talesignalers parametre, såsom grundfrekvensen, er nødvending i
mange sammenhænge. Til dette formål bruges ofte hurtige estimeringsme-
toder baseret på en simpel antagelse om hvid, Gaussisk støj, hvor støjsig-
nalerne forbehandles med et filter. Hvis den farvede støj modelleres med
en autoregressiv (AR) proces, hvis parametre estimeres fra det støjfulde
signal, er det muligt gøre støjen mere hvid med simpel forbehandlingsfilter.
Herved er det muligt at estimere grundfrekvensen vha. metoder baseret
på den førnævnte antagelse om hvid, Gaussisk støj. Tilsvarende er det i
ikke-stationære støjscenarier muligt at få bedre estimater af støjspektre
samt en højere grad af spektral fladhed ved brugen af et adaptivt forbe-
handlingsfilter baseret på trænede estimater af støjspektre end ved ikke-
trænede estimater. Forbehandlingsfilteret forbedrer også nøjagtigheden af
en metode til kildelokalisering. Problemet samtidigt at estimere parame-
trene af stemte lyde og stokastiske signaler (dvs. ustemte lyde og additiv
støj) løses ved først at bruge en kaskadekobling af et forbehandlingsfilter
og den ulineære mindste kvadraters grundfrekvens-estimator, efterfulgt
af iterativ estimering af henholdsvis forbehandlingsfilteret, baseret på det
modellerede støjsignal, og et nyt estimat af grundfrekvensen, hvorved store
fejl i grundfrekvensen og detektionen minimeres.

Det andet aspekt er følgende: efter en mere præcis estimering af parame-
tre er opnået, undersøges estimering af individuelle talekomponenter (dvs.
stemte og ustemte lyde) fra støjfulde signaler vha. lineær filtering baseret
på de individuelle komponenters statistikker. En tilgang baseret på Wiener-
filtre fører til en bedre ekstrahering af begge komponenter i forhold til state-
of-the-art dekomponeringsmetoder, der antager at den additive støj er lille
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Resumé

og ubetydelig. I stedet for at bruge en fast segmentlængde til ekstraktion,
foreslår vi også at bruge tidsvarierende segmentlængder, der er tilpasset
signalet. Den optimal segmentering opnås efter at parameterestimaterne
for en hybrid talemodeler er fundet for alle mulige kandidatmodeller og
segmentlængder.
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Introduction

This thesis is concerned with the pre-processing of noisy speech signals
for the purpose of a robust estimation of the model parameters of mod-
els of these signals. Particularly, we are interested in obtaining accurate
estimates when the signals are degraded by additive colored noise. Tradi-
tionally, the undesirable presence of noise is addressed by trying to reduce
its levels as much as possible, through the application of speech enhance-
ment methods. Often, the goal is a robust extraction of the speech signal
features, such as the fundamental frequency of voiced speech. In this case,
it might be more useful to use the embedded noise characteristics in the
noisy signal, instead of achieving more noise reduction. A possibility could
be to jointly estimate the noise statistics and the parameters of the speech
signals, once a noise model has been elicited. This approach, however, might
be computationally costly and not very flexible, since new estimators would
need to be derived when the model assumptions are not exactly fulfilled.
Certainly, there is a plethora of methods in the speech and audio processing
literature which were formulated under the simple, but possibly unrealistic,
white Gaussian noise (WGN) assumption.

Although the WGN assumption allows to facilitate the mathematical
formulation and the development of fast algorithms, the obtained estimators
may not be very robust under some conditions, as in the case where the
noise spectral content is contained in specific frequency bands (i.e., it is
colored). Those estimation methods based on a WGN assumption, however,
could still be reliably used in typical noise scenarios, if the signal is pre-
processed in such a way that the model assumptions are better fulfilled.
Thus, to keep using methods based on a simple WGN assumption, the signal
should be pre-processed in such a way that the noise is rendered closer
to white. However, due to the non-stationary nature of speech and noise
signals, we hypothesize that a particular pre-whitening scheme will provide
more robustness to the WGN-based estimation methods. A comparison of
different ways of pre-whitening the signal is therefore of vital importance.

The first four contributions in this thesis consider how the noise spectral
features need to be exploited to design a time-varying pre-whitener. There-
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fore, methods which are mathematically formulated under the assumption
that the noise is white and Gaussian (WGN) can be reliably applied even
if the noise is not necessarily white. To explain how this problem can
be addressed, it is necessary to define the speech models of the signal of
interest. The signal models may include the undesirable additive noise
component, which is very often of colored nature, and in many cases it can
be modelled as an autoregressive (AR) process. The different models of
speech and noise signals are explained in Section 1. In order to pre-process
the noisy signals, information of the noise statistics is required. Section
2 is concerned on how the noise power spectral density (PSD) can be esti-
mated in unsupervised and supervised ways, and also it gives an insight
in the problem of estimating of the fundamental frequency, which is an
important parameter of the speech signals. The performance measures for
assessing the fundamental frequency estimation performance are briefly
mentioned. In some cases, the processing is applied in the time domain,
and we also address on how the signal and noise statistics can be estimated
in that case. To have a robust estimation of the fundamental frequency, it is
necessary to do some optimal pre-processing of the noisy signals, and this
pre-processing is dependent of the noise statistics. Pre-processors such as
optimal filters for cleaning up the noisy signal (i.e. speech enhancement)
and for rendering the noise component closer to white (i.e., whitening) are
introduced in Section 3. Another important processing is related to the
decomposition of speech signals into its voiced and unvoiced components.
In the noisy case, this problem can be solved using linear filtering which
relies on the estimated statistics of each individual component. The last
two contributions address this problem in the presence of additive noise.
An insight of the speech decomposition problem and the state-of-the-art
methods which have addressed this problem are then described. Next, we
detail some performance measures to quantify how close a reference signal
is to its estimate. Finally, Section 4 provides an overview and summary
of the main results of the papers which form the main contribution of this
thesis. An overview of directions for future research is also included.

1 Speech and Noise Modelling
Before addressing how an undesired noise signal affects a clean speech
signal of interest, we describe how the speech can be modelled. The speech
signal waveform can be split into short intervals, known as segments, where
the signal is considered as stationary. According to how the different speech
sounds are produced and to their spectral content, a speech segment can be
categorized as silent, voiced, unvoiced or as a combination of silence, voiced
and unvoiced [31]. The voiced sounds present a quasi-periodic behaviour,
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1. Speech and Noise Modelling

while the unvoiced sounds reflect a stochastic nature. When neither a
voiced or unvoiced excitation is present, the analyzed segment represents
silence or a pause [10]. In a spectral representation, e.g., in a spectrogram,
the individual spectral harmonics of voiced speech sounds have a regular
spacing between them and are seen as horizontal lines. Instead of these
horizontal striations, the unvoiced speech sounds are identified as rectan-
gular patches [31]. The unvoiced parts of the speech can have different
spectral characteristics. For example, the aspiration noise is of broadband
nature [113] while the frication noise appears mainly in the high frequency
region [29]. The conventional speech production model assumes that a
single mode of excitation is possible (i.e., either voiced or unvoiced) [104].
In reality, in several speech segments, there may be a coexistence of noise-
like and quasi-periodic energy [166], and this fact has been exploited in
important applications of speech coders [53], diagnosing of illnesses [137]
and speech synthesis [30, 100, 159, 170].

1.1 Harmonic model
In this model, a sum of harmonically related sinusoids (a.k.a. harmonics)
can be used to describe sampled voiced speech segments [22, 78], i.e.,

s(n) =
L

∑
l=1

Al cos(2π f0ln + ψl), (1)

where n = 0, 1, ..., N − 1 and N is the corresponding segment length. The
lowest frequency corresponding to the first sinusoid in the summation is
f0 and is known as the fundamental frequency [138]. The other sinusoidal
terms have a frequency which is an integer multiple of f0. The total number
of harmonics in the signal is L and is known as the model order [22]. Al
and ψl correspond, respectively, to the real amplitude and the phase of the
lth harmonic. Estimating f0 is an important problem in many speech and
audio processing applications [28, 57, 152]. Estimators which are based on
parametric models, such as the harmonic model, need to jointly estimate the
model order L and f0 [22, 23] so that the possibility of erroneous estimates,
including sub-harmonic errors, is reduced. The sub-harmonic errors occur
when an integer multiple or divisor of the true f0 is mistakenly estimated.

Another representation that has been found to be convenient to lower the
computational complexity is obtained by employing the Hilbert transform
[54], yielding the complex model

s(n) =
L

∑
l=1

αlej2π f0ln, (2)

where αl = Alejψl and j =
√
−1. Despite its simplicity, this model ignores

the interaction between positive and negative harmonics, and has appeared
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to result in f0 estimators which have sub-optimal performance [21]. The
interaction between positive and negative harmonics is seen by rewriting
(1) as

s(n) =
L

∑
l=1

[
αlej2π f0ln + α∗l e−j2π f0ln

]
, (3)

where αl = Al
2 ejψl and ∗ denotes the complex conjugate. By using the

real signal model (3) instead of the complex model (2), it is possible that
f0 estimators based on the maximum likelihood (ML) principle reach the
Cramér-Rao Lower Bound (CRLB) [91] even under adverse conditions
[20, 21, 125], such as small segment lengths or in the case that the f0 is
low relative to the number of samples in the analyzed segment. In order to
have a robust estimation of f0 under adverse conditions, here the real signal
model is considered. We will return back to the f0 estimation problem in
Section 2.

It is common to assume that a stationarity condition is fulfilled for
segments of small duration (∼20-40 ms) [131]. To keep the simplicity,
speech is commonly analyzed using segments of fixed length [163], where
it is assumed that the harmonic model perfectly holds. However, in some
cases it might be convenient to take the non-stationary nature of speech
into account [24, 82], as the speech signal characteristics could be changing
across a fixed segment length. Therefore, it could be feasible to use adaptive
segments of different length across the signal [62, 129, 135], which can
better accommodate to the local characteristics.

1.2 Hybrid speech model
In the previous model, it is assumed that voiced speech segments are
completely described by the harmonic model. If a voiced speech segment is
reconstructed from its harmonic model parameters, a component of random
nature will be observed [151, 158]. Therefore, in another model referred as
the hybrid speech model, it is assumed that voiced speech segments contain
a stochastic residual signal which is added to the sum of harmonically
related sinusoids [46, 100]. This stochastic component accounts, among
different possible sources, for glottal airflow turbulences [174], frication
noise, formant transitions or jitter [29]. This component is considered as
unvoiced speech, implying that unvoiced parts of speech may be also present
in voiced speech segments [132], although purely unvoiced segments also
exist.

In the simplified speech production model, either a voiced or unvoiced
excitation is only present, but this is just a simplifying assumption [104].
In practice, an hybrid mode of excitation is more realistic of how speech is
produced, and it results in speech which sounds more natural [174]. Both
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1. Speech and Noise Modelling

voiced and unvoiced components coexist in the hybrid speech model [132],
i.e.,

s(n) = v(n) + u(n) =
L

∑
l=1

Al cos(2π f0ln + ψl) + u(n), (4)

where v(n) and u(n) corresponds to samples of voiced and unvoiced speech,
respectively. Not-voiced segments are described when there is absence of
harmonic components, i.e., if L = 0. This includes the possibility of a pure
unvoiced speech segment, if u(n) 6= 0, or pauses in speech, otherwise.

The unvoiced speech can be adequately modelled as an autoregressive
(AR) process [100], i.e.,

u(n) = −
P

∑
i=1

bu(i)u(n− i) + g(n), (5)

where {bu(i)}P
i=1 are the P AR coefficients of the unvoiced component and

g(n) is a driving WGN process with variance σ2
g . The model is referred

as hybrid since the harmonic model part (voiced speech) has a discrete
spectrum while the unvoiced part has a continuous spectrum, i.e., they are
of different nature [87, 88, 100]. An insight in how to estimate the voiced
and unvoiced components of a speech signal is described in Section 3.

1.3 Noise Model
The noise is an unavoidable and undesired signal from the environment,
which conveys no useful information and has, therefore, a detrimental effect
on the speech signal of interest [104]. The noise effects can be perceived
in the quality and intelligibility of those speech signals [68, 105], and its
presence makes more difficult the task of estimating the speech signals
parameters [6, 22, 119]. The additive noise can appear from different
sources with various spectral shapes [98, 104, 149]. It can also be of
stationary or non-stationary nature across the dimension of time [169]. For
example, babble noise, i.e., the noise resulting from various speakers in the
cocktail party situation [19], has levels that are constantly varying in the
time [95], resulting in very different spectral shapes across the segments,
and it can be, therefore, highly non-stationary. Moreover, this noise has very
similar spectral content to the speech signal of interest, making the problem
of enhancing the desired signal or estimating parameters [52, 79], as the
fundamental frequency, more difficult. Another example is car noise [104],
which is more stationary than babble noise, and it is concentrated mainly
in the low spectrum. In most cases, the spectral content is predominant in
specific frequency bands, which means that real noise types are typically
colored [177, 179].
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Another type of degradation [55] occurs when different attenuated and
delayed versions of the signal of interest are received at a point of interest.
This phenomenon is known as reverberation and is introduced by reflections
of enclosed spaces and can have a detrimental effect on distinguishing
between different speech sources [97, 143]. In this case, the distortion is
of convolutive nature, and therefore, the methods which were derived for
the additive noise assumption cannot suppress the resulting interference.
Many studies have addressed the dereverberation problem [80, 120], to
recover the original signal. We will here focus only on the additive noise
case.

To facilitate the mathematical tractability and the possibility of having
fast implementation algorithms in some estimation problems, it is common
to assume that the noise is white and Gaussian (WGN) [21, 22, 56, 125, 179],
i.e., that the noise has an uniform spectral content over all the frequencies.
Of course, this assumption is often too simple, as it is violated in most of
the acoustic scenarios. This WGN condition, however, should be merely
regarded as a representation of the assumptions instead of an attempt of
modelling the physics behind the problem [14]. In fact, the white Gaussian
distribution results in a higher CRLB compared to more general noise mod-
els [32, 157], being the worst-case scenario [92, 153]. A better estimation
performance could be obtained by making the correct assumption about the
noise model, by e.g., modelling the correlation in the noise samples [14].
To keep working with the simple and fast methods derived under a WGN
assumption, and retaining simplified models, a possibility is to apply a
pre-whitening filter [22, 139, 177] so that the colored noise is rendered
closer to white. For example, the colored noise can be well modelled as an
autoregressive (AR) process [88, 150, 177], i.e.,

c(n) = −
P

∑
i=1

ac(i)c(n− i) + e(n), (6)

where {ac(i)}P
i=1 are the P AR coefficients of the noise signal and e(n) is

a driving WGN process with variance σ2
e . In a mixture signal, where the

additive colored noise is combined with the speech signal of interest, the all-
zero pre-whitening filter with frequency response 1 + ∑P

i=1 ac(i)e−jωi can be
applied so that the noise component is rendered closer to white [69, 90, 177].
Other possibilities for pre-whitening are described later.

As described above, the additive noise term c(n) is added to the speech
signal of interest, so the observed signal is

x(n) = s(n) + c(n). (7)

Either the harmonic model (1) or the hybrid speech model (4) are considered
as the s(n) part in this model.

8



1. Speech and Noise Modelling

Many efforts have been devoted to reduce the background noise levels
[25, 60, 79, 104] of noisy speech recordings, i.e., to recover the signal s(n)
from the noisy observation x(n). Speech enhancement algorithms serve for
that purpose, and they are typically used as pre-processors in applications
such as automatic speech recognition (ASR) [69], speaker diarization [3]
and speech coding [178] systems. Very often, it is believed that enhancing
the noisy signal is the best way to combat the noise presence so that the
parameters of the signal of interest s(n) can be better estimated and the
capacity of detecting the speech presence is improved [70]. Although using
speech enhancement as a pre-processing method, may provide a benefit to
parameter estimation methods, such pre-processor may not be always the
best choice to deal with the problem of noise presence. At low signal-to-
noise ratio (SNR) values (e.g., negative SNRs), the recovery of the signal
is more difficult since the noise term dominates in the observation, and
it is very likely to incur in a high distortion [73, 160], i.e., the original
speech characteristics may be highly modified. In those cases, the AR
parameters describing the noise spectral shape could be estimated, and
then applied as a pre-whitening filter. Such pre-processing may be more
desirable, and could lead to obtaining better estimates of the speech signal
parameters. In paper D, we investigated which pre-processing method (i.e.,
speech enhancement or pre-whitening) should be applied on noisy speech
recordings in order to estimate with a better accuracy the parameters of
the clean speech signal.

To derive time-varying filters for either cleaning up the noisy signal
(i.e., speech enhancement), for rendering the noise closer to white (i.e.,
pre-whitening), or for decomposing noisy speech into is voiced and unvoiced
components, a knowledge of the noise statistics is required. The problem of
estimating those noise statistics is particularly difficult when the noise is
non-stationary (e.g., babble noise) [104]. The noise statistics can include
the noise covariance matrix [16, 79] and the noise power spectral density
(PSD) [85, 124]. A vast amount of methods for obtaining these statistics
have appeared in the recent decades [26, 47, 106, 124], and they can be
mainly dichotomised as supervised and unsupervised methods. The main
difference between them resides in that the supervised methods make use
of information on noise and speech spectral features, as e.g., AR coefficients,
obtained from a training step [115, 150]. Followingly, some of the unsuper-
vised and supervised approaches are described. We also give an overview
of the principles of non-negative matrix factorization (NMF) [42, 101] algo-
rithms, which are often required in some of the supervised methods.
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2 Noise Statistics and Speech Signal Param-
eter Estimation

2.1 Unsupervised noise PSD estimation
In applications of speech and audio processing, the noise PSD is normally
time-varying, i.e., it is changing on a segment-by-segment basis [61]. A
certain segment of N samples, x = [x(0) x(n) . . . x(N − 1)]T, i.e.,

x = s + c, (8)

is formed from the mixture of the clean speech signal vector s and the
additive noise vector c, where s and c are defined in the same way as x, and
(·)T denotes the transposition operator. A typical way of defining the noise
PSD, for an individual segment, is [124, 157]

Φc(ω) = lim
N→∞

1
N

E

∣∣∣∣∣N−1

∑
n=0

c(n) exp (−jωn)

∣∣∣∣∣
2

|x

 , (9)

where E denotes the expectation operator.
Early unsupervised approaches [43, 49, 84] relied on the assumption that

the noise behaves in a more stationary way compared to speech [61]. Thus,
in those methods, a noise PSD quantity which was estimated from some
previous segments could still be valid at a current one. Another assumption
often made in unsupervised noise PSD estimators is that the speech and
noise DFT coefficients are modelled as Gaussian random variables [39].
Next, we describe the most well-known approaches, starting first with
simple voice activity detector (VAD) methods [147] and then describing some
of the well-known algorithms which update the noise PSD in a continuous
way across all the segments of the noisy speech signal, i.e., even in periods of
speech activity [26, 47, 106, 124]. These last approaches are more suited not
only for noise reduction, but also for the task of applying a pre-processing
scheme which counteracts the noise spectral shape to render the noise closer
to white. This is highly desirable, e.g., when the fundamental frequency of
speech signals is continuously tracked [144], if it is desired to keep using
parametric methods designed on the assumption that the noise is WGN [22].

VAD methods

The simplest approach for noise PSD estimation is through a voice activ-
ity detector (VAD) [147]. From simply using a VAD, the noise statistics
are only estimated in segments which have absence of speech (i.e., silent
segments). That is, they will not be updated in periods of speech presence
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2. Noise Statistics and Speech Signal Parameter Estimation

and the same values which were obtained when speech was absent will
still be used during voice activity periods. To decide if speech is present
or not, and based on the Gaussian assumption of the DFT coefficients, a
logarithmic average of a likelihood ratio at all frequency bins is compared
to a dynamically adjusted threshold. Despite its simplicity, this approach
may be problematic in low SNR conditions [104], or when there is a long
duration of uninterrumpted speech. A recursive smoothing can then be used
to update the noise PSD estimate, during the periods of speech absence.
However, under this approach, rapid variations of the noise PSD level may
not be detected, specially when there is a sustained continuity of speech
presence [173].

Minimum level tracking methods

The approach based on minimum statistics [106] uses a collection of con-
secutive smoothed periodogram values at the different frequency bins to
continuously track the minimum value, which would then correspond to the
noise spectral power. This relies on the assumption that over a sufficiently
large time-span which comprises several segments (e.g. 1 s), there is at
least some small speech absence interval which only includes noise [108].
However, a bias compensation is necessary since the minimum value is
below the true mean [169]. Additionally, a proper smoothing parameter
needs to be selected, according to the absence or presence of speech. An
insufficient smoothing could lead to high variance estimates, while the
minimum could be smoothed out to the wrong estimate when too much
smoothing is applied [106]. The minimum statistics (MS) approach is accu-
rate in intervals when the noise is slowly changing (i.e., when the noise has
a stationary behavior), but some quite long delays will typically occur when
the noise power suffers rapid and abrupt changes [61, 124].

Methods based on speech presence probability (SPP)

As opposed to binary decisions made in the VAD, a noise PSD estimator can
be made dependent on speech presence probabilities (SPP) [26, 47, 51, 173].
A first effort based on soft decisions was introduced in [148], which also
relied on a frequency dependent and adaptive smoothing parameter. An
improvement was suggested by Cohen in [26], where the smoothing weight
is time-frequency dependent and determined by the estimated SPP. Addi-
tionally, the speech absence probability is adjusted by minimum tracking,
in a similar way to the MS approach [106]. This requires two iterations, in
which at first a rough VAD per bin is applied and then the strong speech
components are excluded. This approach is referred as IMCRA [26], but
this algorithm still had similar problems of following rapid variations of
the noise level since it is based on the same MS principle.
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An improved method based on SPP was introduced in [47], where the
a posteriori SPP was obtained from a fixed a priori SNR. Due to this, it is
possible to get values of a posteriori SPP close to zero during speech absence
periods, having a better tracking of the noise PSD, and not requiring to
include a bias compensation step. Another advantage of fixed priors is that
the noise level tracking is independent of subsequent steps of pre-processing
based on the estimated noise levels (e.g., either speech enhancement or
pre-whitening).

MMSE-based methods

Based on the assumed Gaussian distribution of the noise and speech DFT
coefficients, [47, 64] introduced a minimum mean-square error (MMSE)
estimate of the noise PSD. This estimate depends on both the a posteriori
SNR γ(k) and a priori SNR ξ(k) = λ2

s (k)
λ2

c (k)
, and its solution is a weighted

combination of the the prior noise PSD λ2
c (k) and the current periodogram

element of the noisy signal Φx(k), i.e.,

Φc(k) =
(

1
1 + ξ̂(k)

)
Φx(k) +

(
ξ̂(k)

1 + ξ̂(k)

)
λ2

c (k), (10)

However the a priori SNR ξ(k) is obtained from a limited ML estimate
ξ̂(k) = max(0, γ̂(k)− 1), leading to a binary instead of a soft decision be-
tween the prior PSD estimate λ2

c (k) and the current periodogram Φx(k).
Final steps of bias compensation and a safety-net were required to over-
come to the fact that the noise PSD is only updated during speech absence
periods. A final recursive averaging is required to get an estimate of the
noise PSD [48]. An unbiased method which was described in the previ-
ous paragraph, and also proposed in [47], was instead based on soft SPP
to overcome the limitations and computational complexity of the original
MMSE-based noise PSD. In papers B and D, an MMSE approach for noise
PSD estimation based on (10) is proposed in order to derive a pre-whitening
filter which adapts its coefficients on a segment-by-segment basis. However,
the computation of ξ(k) and λ2

c (k) will depend on values obtained from a
supervised nonnegative matrix factorization (NMF), which requires some
training data parametrized using autoregressive (AR) coefficients. Details
on supervised noise PSD estimation approaches will be discussed in the
next subsection.

Histogram-based Methods

Finally, there are methods which are based on choosing the maximum value
of an histogram [1, 65], i.e., the most frequent frequency bin, which would
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2. Noise Statistics and Speech Signal Parameter Estimation

then correspond to the noise power level. However, these methods may only
work well if there are many speech pauses [169], and the performance is
often degraded under low SNR scenarios and under non-stationary noise
conditions.

2.2 Supervised noise PSD estimation
The unsupervised methods are not able to separate a mixed signal into its
components. They often need large buffers to store previous data [26, 106]
and they rely on heuristics for trying to circumvent the difficulties of time-
varying noise (e.g., bias compensation or SPP) [47, 106] instead of assuming
an explicit model for the problem at hand. The conventional noise trackers
may, therefore, suffer from limited performance in non-stationary environ-
ments [150]. For that reason, during recent decades, supervised approaches
based on a priori spectral information have been shown to allow for a bet-
ter spectral estimation accuracy of the noise PSD and also for a higher
capacity of adapting to rapid changes of the noise levels [115, 124]. Ap-
proaches based on Hidden Markov Models (HMM) [142] or on pre-trained
codebooks [124, 150] have addressed the limitations of unsupervised ap-
proaches. Including prior information allows to understand better the
shortcomings of a model-based estimator on an individual segment basis.
In the codebook-based approaches, models parametrized by AR coefficients
can be derived from some training data, which can include a specific sce-
nario where the noise environment or the speaker of interest are known
in advance, or from more general data retrieved from a database which
includes different speakers or noise conditions. The performance of various
noise PSD estimation methods was evaluated in [85], including a model-
based approach proposed in [124] which uses pre-trained spectral shapes
stored in codebooks. This recent method allowed for a rapid tracking speed,
better spectral estimation accuracy and more noise reduction, specially
in non-stationary scenarios, when compared to the use of unsupervised
approaches [26, 47, 106].

In supervised approaches, the speech and noise PSD can be respectively
represented parametrically as

Φs(ω) =
σ2

s∣∣∣1 + ∑P′
i=1 as(i)e−jωi

∣∣∣2 , Φc(ω) =
σ2

c∣∣∣1 + ∑Q′
i=1 ac(i)e−jωi

∣∣∣2 , (11)

where σ2
s and {as(i)}P′

i=1 are the spectral gain (i.e., excitation variance) and
AR coefficients of speech, respectively, and σ2

c and {ac(i)}Q′
i=1 are the noise

spectral gain and noise AR coefficients, respectively. During the training
stage, the goal is to obtain a finite set of representative AR parameters.
These are obtained from the AR parameters of various segments of speech
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and noise recordings which are converted to line spectral frequency (LSF)
coefficients [72], and are then given as an input to a vector quantizer, such
as the Linde-Buzo-Gray (LBG) algorithm [103]. The conversion to LSF
coefficients is necessary to ensure that the obtained representative AR
parameters correspond to stable processes. The vector quantizer will give
as an output a finite number of codebook centers which correspond to the
representative AR parameters of speech and noise signals. The obtained
LSF codebook centers can be converted back to AR codebook centers.

When doing the processing on testing data, and given the already pre-
trained codebooks, the speech and noise parameters are usually estimated
by selecting the individual entry of the codebooks which minimizes the
spectral distortion between the observed and the modelled spectrum [149].
The modelled spectrum is the one which is parametrized by the individual
selected codebook entries. Although this approach was initially perceived
as a maximum likelihood one, a Taylor expansion for the Itakura-Saito (IS)
distortion is made to allow for an approximate log-spectral distortion (LSD),
which lead to an inaccurate spectral gain estimation. That method, however,
can give a zero excitation variance and assign most of the power in the noise
model, when silent segments are processed. In paper F, we found that such
appproach has a good performance when distinguishing between codebook
entries of unvoiced speech and additive noise, when the observation is a
stochastic residual. A later approach based on a Bayesian MMSE formula-
tion [150] involved a soft decision between all the codebook entries, allowing
for more noise reduction in a speech enhancement framework. Although a
quick tracking of rapid changing levels was possible, an inaccurate spectral
gain estimate due to a poor approximation lead to considerable distortion
and remaining noise. Later, He [60] proposed a solution based on a multi-
plicative update (MU) rule to allow for improved estimates of the excitation
variances (i.e., get better spectral gain estimates). This permitted for an
improved quality in the speech enhancement framework. MU approaches
were motivated by their use in non-negative matrix factorization (NMF)
problems. It is possible to combine the ideas from a parametrized NMF
based on prior spectral shapes obtained from pre-trained codebooks [86].
Next, we describe important concepts regarding NMF, which allow to un-
derstand our contribution of a time-varying pre-whitener which is based on
noise statistics estimated from pre-trained spectral shapes.

Non-negative matrix factorization (NMF)

In various applications such as music transcription [146], source separa-
tion [145] and face recognition [141], a well-known data decomposition tech-
nique, namely NMF, allows to factorize an observation matrix V ∈ RF×R

≥0 ,
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2. Noise Statistics and Speech Signal Parameter Estimation

containing non-negative data, into two non-negative matrices as

V ≈WH, (12)

where W ∈ RF×K
≥0 and H ∈ RK×R

≥0 are, respectively, referred as the basis
matrix and the activation matrix. F, K and R contain the dimensions.
The dimension reduction is possible from choosing FK + KR << FR. The
different observation vectors are contained as columns of V, allowing to
represent a single column element as v = Wh, where h is the corresponding
individual column of H which describes the amount that each basis vector
contained in W is required for such representation. The total number of
basis vectors corresponds to K, which is the common dimension of H and W.
In speech and audio applications, it is common to choose F as the number
of frequency points representing the spectrum [171], and V will contain in
each of its columns, the periodogram or power spectrum of an individual
noisy segment. The dimension R usually corresponds to the number of
processed segments. We will herein focus in the case where the matrix W
is trained, so only the individual activation coefficients contained in each
column of H need to be computed. This approach is referred as supervised
NMF [42], and the approximation in (12) is done under a β-divergence
criterion, such as the Kullback-Leibler (KL) divergence, Itakura-Saito (IS)
divergence or under the Euclidean distance.

In [41], it is shown that when the observation is modelled as a superposi-
tion of Gaussian components, the ML estimation of H corresponds to NMF
under the IS divergence criteria. The involved mathematical problem can
be solved using numerical optimization techniques based on the multiplica-
tive gradient descent or on the expectation-maximization (EM) algorithm.
Using MU rules, given the observed matrix V and the pre-trained basis
matrix W, the matrix H can be iteratively computed as (after it has been
initialized with random nonnegative entries)

Ĥ(i+1) ← Ĥ(i) �
WT

(
WĤ(i)

)[β−2]
�V

WT
(
WĤ(i)

)[β−1]
, (13)

where i corresponds to the index of the iteration and � denotes the element-
wise multiplication. Both division and exponentiation are also entry-wise
operations. The case with β = 0 corresponds to the IS divergence. In
papers B and D, we introduced a time-varying pre-whitening filter based
on a noise PSD estimate obtained from the supervised NMF of the matrix
V. Such matrix is the one containing the noisy periodogram of all the
segments, in each one of its columns. The spectral basis matrix W contains
in each of its columns, a gain-normalized spectral shape parametrized by
AR coefficients, defined as in (11) but with unitary excitation variances.
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This is possible, as it is shown that if the noisy signal is formed by a
superposition of autoregressive processes, the maximisation of the data
likelihood corresponds to doing an NMF of the observed periodogram under
the IS divergence as the criterion of optimization. After estimating the
activation coefficients matrix from (13), the noise PSD can be obtained from
the MMSE estimate in (10). In this case, the a priori SNR ξ(k) (i.e., per
individual frequency bin) can be obtained from individual elements of both
W and H. It is important to remark that as opposed to [47, 64], the way
that the noise PSD is computed does not require bias compensation or a
safety-net, and allows for a faster tracking speed.

2.3 Speech signal parameters
We now turn to the case of the speech signal of interest. For the case of
voiced speech, we are interested in the fundamental frequency, the model
order, the amplitudes and phases. We may also be interested in deciding
if a segment is voiced or not, which will depend if the estimated harmonic
model order is different from 0. For unvoiced speech, the AR parameters
from an all-pole model may also be needed [100], as we could be interested
in extracting the components produced by different excitation sources [77].

The knowledge of the fundamental frequency ( f0) is required in sev-
eral applications, such as detection of speech disorders [137], automatic
speech recognition [50], noise reduction [59, 79, 94, 151] and speaker di-
arization [66]. f0 corresponds to a physical feature which describes how fast
the vocal folds vibrate. Very often, the term pitch is used interchangeably
with the fundamental frequency, however the term pitch is associated to per-
ception. A wide range of f0 estimation methods have appeared in the recent
decades. The more traditional ones are non-parametric methods. Many of
them are based on the similarity between the original signal and a delayed
version of it. Some of the used similarity measures are the cumulative
mean normalized mean difference function, cross-correlation and autocor-
relation, which are found in the classic algorithms YIN [18], RAPT [164]
and PRAAT [12], respectively. A voicing decision step and a final smoothing
are often used (e.g., dynamic programming [121] in RAPT) to refine the
estimated values. Although these time-domain approaches present a low
computational complexity, they are not robust to the noise, have poor reso-
lution and are prone to sub-harmonic errors [123, 125]. Other approaches
exploit the presence of harmonic peaks in the spectral representation, in ei-
ther the cepstral [126] or the frequency domain [15, 52]. For example, SHRP
computes a ratio between sub-harmonics and harmonics [161], because a
perceptual experiment has shown that f0 is perceived differently when that
ratio is above 0.4. SWIPE attempts to match the entire signal spectrum to a
modified cosine kernel that ignores all non-prime harmonics except the first

16



2. Noise Statistics and Speech Signal Parameter Estimation

one [15], employing a different window size for each f0 candidate to reduce
the number of sub-harmonic errors. The recently introduced PEFAC [52]
convolves the log-frequency power spectrum with a comb filter that sums
the energy of the harmonics and ignores broadband noise with a smooth
spectrum.

Most of the aforementioned methods do not take into account a mathe-
matical model for the speech signal segments. In that sense, those methods
can be typically considered as non-parametric. On the other side, paramet-
ric methods [21, 22, 125] take into account a mathematical model for the
signal and for the noise. Methods based on optimal filtering [22] and par-
titioning of signal and noise subspaces [23] have been proposed, although
they may present time-frequency resolution problems and they are not
robust at low SNRs [20, 21]. The best resolution and robustness to the
noise can be achieved with estimators based on the maximum likelihood
(ML) principle, which offer better performance than the subspace-based or
optimal filtering methods, under adverse conditions [20, 21]. To simplify the
mathematical problem of the ML f0 estimator, the noise affecting the signal
is often assumed to be WGN. Assuming an harmonic model for the voiced
speech parts, the estimator is derived from the observed signal likelihood
function which is parametrized by a vector containing the L amplitudes and
phases of the different harmonics, and f0. Under the simple WGN assump-
tion, maximizing the likelihood with respect to the unknown parameters
is equivalent to minimizing the 2-norm between the observed vector and
the signal model. As the resulting cost function is a nonlinear function
of f0, the formulated problem is equivalent to a nonlinear least-squares
(NLS) estimation problem [157]. To solve this problem, a grid search for
all the possible candidate f0 and model orders L is needed, and solving
this problem for all candidate model orders seems to be computationally
demanding at a first insight. Fortunately, [123, 125] recently introduced a
fast order-recursive algorithm which achieves a similar computation time
to the well-known harmonic summation [127]. After estimating the best
f0 for each candidate model order, the model order L which best explains
the data can then be estimated by information theoretic criteria, as the
minimum description length (MDL) or the Bayesian Information Criteria
(BIC) [122, 156]. From this model selection, it is possible to choose the not-
voiced model (speech pauses or pure unvoiced speech segment), i.e., L = 0.
For the real signal model, the NLS estimator is able to reach the CRLB
even for low values of f0 or low segment lengths [20, 21]. This does not
happen for non-parametric estimators such as YIN, as their performance
exhibit a gap from the CRLB [125].

The WGN assumption in the NLS f0 estimation problem seems very
attractive from both a computational perspective and its good statistical per-
formance, observed from experiments with synthetic signals. Unfortunately,
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the WGN assumption is violated in most of the real acoustic scenarios. In
general, the noise and including the stochastic parts of speech, is spectrally
colored, and can therefore be better modelled as an AR process [100, 149].
In this case, the ML f0 estimates do not longer correspond to the estimates
obtained from the NLS f0 estimator. In the colored noise scenario, the opti-
mal approach is to jointly estimate the sinusoidal ( f0, L, {αl}L

l=1) and noise
({ac(i)}P

i=1) parameters [74, 87, 89]. This is a problem of mixed-spectrum
estimation, which has been addressed for the case of independent sinusoids.
Below, we give an insight of the problem related to independent harmonic
components (i.e., not harmonically related), and we shed light in what needs
to be considered for the case of harmonically related sinusoids.

The f0 estimation performance is typically assessed using two error
metrics [172]: the Voicing Decision Error (VDE) and the Gross Pitch Error
(GPE). Under some conditions, the estimators may present a low GPE but
a high VDE. Therefore, [172] introduced a composite metric referred as the
FFE ( f0 Frame Error), which takes into account all possible types of errors.
In papers A and B, the performance of f0 estimators is only evaluated in
term of the GPE, while in Papers C and D, the three metrics are evaluated.

Mixed Spectrum Estimation

In the case of L independent complex sinusoids s(n) = ∑L
i=1 αlej2π fin cor-

rupted by AR noise c(n) = −∑P
i=1 ac(i)c(n− i)+ e(n), where e(n) ∼ N (0, σ2),

the likelihood function of the observed complex vector x = s + c is given
by [88, 89]

p(x; θ) =
1

(πσ2)N′ exp

− 1
σ2

N−1

∑
n=p

∣∣∣∣∣ P

∑
k=0

ac[k](x[n− k]− s[n− k])

∣∣∣∣∣
2
 , (14)

where ac[0] = 1 and N′ = N − P. The unknown parameters are contained
in the vector θ = [αT fT aT

c σ2], where α = [α1 · · · αL]
T, f = [ f1 · · · fL]

T

and ac = [ac[1] · · · a[P]]T. The unknown frequencies can be found by the
minimization of [88]

J(f) = xH
P

[
Π⊥E −Π⊥E H(HHΠ⊥E H)−1HHΠ⊥E

]
xP, (15)

with Π⊥E = I− E(EHE)−1EH, where xP = [x(P) x(P + 1) · · · x(N− 1)]T and

H =


x(P− 1) x(P− 2) . . . x(0)

x(P) x(P− 1) . . . x(1)
...

...
. . .

...
x(N − 2) x(N − 3) · · · x(N − 1− P)

,
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E =


ej2π f1P ej2π f2P . . . ej2π fLP

ej2π f1(P+1) ej2π f2(P+1) . . . ej2π fL(P+1)

...
...

. . .
...

ej2π f1(N−1) ej2π f2(N−1) · · · ej2π fL(N−1)

.

Unfortunately, the above problem would require a multidimensional
search for all candidate model orders {1, · · · , L} and AR orders {1, · · · , P}.
To address this, [74] proposed an iterative algorithm based on relaxation
techniques, in which simple FFT operations were used to estimate the
different sinusoids at individual steps (i.e., one single sinusoid per step).
This solution was guaranteed to reach the global minimum of the cost func-
tion, even from ignoring the estimated AR noise parameters (i.e., the noise
spectral shape) at the second step of the decoupled parameter estimation
(DPE). That is, a reiteration between the estimation of noise AR parameters
and sinusoidal parameters is not required, since the performance of the
obtained frequency estimates reach asymptotically the CRLB even if the
noise is colored [154].

As opposed to the case of independent sinusoids [74, 89], in this work
we are interested in the case of L harmonically related sinusoids (i.e.,
fi = i f0, i = 1, · · · , L), being of evident interest the frequency with the low-
est value, i.e., the fundamental frequency f0. In this case, ignoring the noise
spectral shape when estimating f0 will most probably lead to selecting a
wrong peak in the cost function as an estimate, i.e., sub-harmonic errors
are most susceptible to appear. In paper A, we verified that when the noise
spectral shape is considered, the number of gross errors of f0 estimates
(which also include the sub-harmonic errors) from the NLS estimation prob-
lem is considerably reduced. The details on how the noise spectral shape
needs to be taken into account will be described in the next section. Using
the NLS f0 estimator is convenient from a computational perspective, since
a fast implementation for all the candidate model orders is available [125].
Additionally, as opposed to [74], in the problem of f0 estimation in colored
noise, the reiteration between estimates of f0 and the AR parameters of the
noise may be necessary to achieve the ML solution. Through the iterative
refined parameter estimation, the likelihood of the observed data never
decreases and this may guarantee a convergent solution which resembles
the ML one. This issue was investigated in papers C and D, and by applying
an iterative re-estimation scheme, the number of gross errors and voic-
ing detection errors was reduced compared to the case of a single cascade
estimation of noise AR parameters and f0 estimates.

As an example, in the Figure 1 we plot the ground truth of the f0
values of a female excerpt from the Keele database [134] and the resulting
estimates when the excerpt is corrupted by factory noise at an SNR of 5 dB.
The unvoiced and silent segments do not have a fundamental frequency,
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Fig. 1: Fundamental frequency ground truth from a female excerpt of the Keele database [134]
and f0 estimates when the excerpt is corrupted by factory noise [168] at 5 dB. (a) NLS f0
estimates ignoring the noise colour, i.e., from a wrong WGN assumption, (b) Re-estimates of
f0 from the initial estimates of plot (a), (c) estimates from a single cascade step of noise AR
estimates followed by f0 NLS pitch estimates and (d) estimates based on approximate ML
approach (i.e., applying re-iteration).

but to facilitate visualization here they are represented with a value of 0.
The plots (a) and (b) correspond to the case when first the f0 is estimated
(without and with reiteration), while the plots (c) and (d) correspond to the
case when first the noise AR parameters are estimated (without and with
re-iteration). As opposed to the case of independent sinusoids [74], it is
evident that the best accuracy is achieved from first estimating the noise
AR parameters followed by the NLS f0 estimation (plot (c)) and doing the
re-estimation (plot (d)). More details are explained in the different papers.

In many cases, the f0 values and the voicing state may form a correlated
sequence, and it is possible to impose temporal continuity constraints on
them. This has been addressed in some Bayesian tracking algorithms which
were designed on a WGN assumption [144, 162]. To apply these methods
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2. Noise Statistics and Speech Signal Parameter Estimation

under real noise conditions, some form of pre-processing (e.g. pre-whitening)
needs to be applied beforehand.

2.4 Speech signal and noise statistics in the time do-
main

Very often, it is desired to recover the desired signal of interest or the
undesired one (e.g. estimate the noise signal) from the noisy observation.
For this purpose, estimates of the statistics of the noise and speech signal
are required. If the processing is done in the frequency domain, the PSD
is utilized. However, in many cases the processing is applied in the time
domain, and in such case a covariance matrix estimate is instead required.

From a sub-vector of M samples (where M < N), the M×M noisy signal
covariance matrix Rx = E

[
x(n)xT(n)

]
is commonly estimated [22, 155]

from approximating the mathematical expectation definition with a sample
average defined as

R̄x(n) =
1

N −M + 1

N−M

∑
n=0

x(n)xH(n), (16)

where M < N/2 + 1 to guarantee that this matrix can be inverted. As
speech is non-stationary, this sample average should be done on a short
temporal basis to follow the speech signal variations [17]. A recursive
approach can also be used, in which a forgetting factor 0 < αx < 1 controls
how the previous samples will influence in the current covariance matrix
at a particular time instant. When the processing is done on a segment-by-
segment basis, the local time average and the recursive smoothing can be
combined [17] to yield a segment covariance matrix estimate:

R̂x(n) = αyR̂x(n− 1) + (1− αx)R̄x(n). (17)

From the assumption that the desired speech signal s(n) and the addi-
tive noise c(n) are uncorrelated, it follows that their covariance matrices
are additive, i.e.,

Rx(n) = Rs(n) + Rc(n), (18)

in which Rc(n) can be estimated from the noise PSD, if it was estimated
in the frequency domain by using supervised or unsupervised approaches.
This is possible from the inverse Fourier transform between the noise PSD
and the noise autocorrelation [157], and the different entries of Rc(n) would
correspond to a particular time lag [128]. The inverse of the noise covariance
matrix can also be parametrized with the AR parameters by using the
Gohberg-Semencul (GS) formula [157]. From the statistical independence
assumption, the speech signal covariance matrix can be estimated as

R̂s(n) = R̂x(n)−Rc(n). (19)
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In the case of a quasiperiodic signal, the covariance matrix can be modeled
as Rv(n) = Z(ω0)PZH(ω0) [157], where P is the covariance matrix of the
amplitudes, defined as P = E{aaH} = 1

4 diag([A2
1 A2

1 . . . A2
L A2

L]) [21] and
Z is a matrix of Fourier vectors which contains the different L harmonic
frequencies. As voiced speech may not be perfectly periodic across a fixed
length segment, a similar recursive smoothing to (17) can be applied to
this short-term based estimate to take the non-stationarity character of
speech into account. In paper E, we used the difference between R̂s(n) and
Rv(n) to estimate the covariance matrix of the stochastic speech parts (i.e.,
unvoiced speech).

3 Processing based on signal parameters and
noise PSD estimates

Given the observed signal statistics, the noise statistics (PSD or covariance
matrix), and the parameters of the speech signal, it is possible to either
apply speech enhancement, apply a pre-whitening scheme or decompose the
speech into its voiced and unvoiced components. Each type of processing is
described separately.

3.1 Speech Enhancement
From the estimated noise PSD or noise covariance matrix, the noisy signal
can be pre-processed for some useful purpose. The most typical way of
pre-processing the signal has been to apply speech enhancement. From the
noisy observation in (7), the objective of speech enhancement is to recover
the desired signal s(n), trying to attenuate the noise component c(n) as
much as possible while having the less possible amount of distortion in the
desired component [16]. The enhancement can be done in the time [16]
or in the frequency domain [75]. The initial efforts were based on simple
spectral subtraction of the noise spectrum from the noisy spectrum [13], but
shortcomings such as musical noise were observed. Additionally, a loss of
intelligibility is observed since unvoiced parts of speech and high frequency
formants are de-emphasized [59].

Rather than using heuristic principles, s(n) can be estimated in an
optimal way where a linear filter which minimizes the mean squared error
(MSE) between the desired and estimated signal is applied. This is the
classical Wiener filter hW [16], and applying it to a vector observation in (8)
will lead to the estimate ŝ = hT

W x. The estimation error is e = hT
Wx− s, so

the seeked MSE to be minimized is E[
(
hT

Wx− s
)2
]. Although the solution of

this problem is optimal in the MSE sense, it may introduce considerable
levels of distortion in the desired signal. This can be overcome by using
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3. Processing based on signal parameters and noise PSD estimates

filters which can trade off between signal distortion and noise reduction
by introducing an additional tuning parameter [8]. The Wiener filter can
also be formulated in the frequency domain, and in that case it is expressed
as [102]

H(ωk) =
Φss(ωk)

Φss(ωk) + Φcc(ωk)
, (20)

so that the speech spectrum can be estimated as Ŝ(ωk) = H(ωk)X(ωk),
yielding a linear relationship between the observed data and the estimates.

As opposed to the Wiener filter, nonlinear estimators [104] have been
derived by modeling the probability density function (pdf) of the speech
DFT coefficients, being possible Gaussian [25, 39] and supergaussian [107]
distributions. Instead of estimating the complex spectrum, the magnitudes
of the DFT coefficients have been estimated based on ML [109], MMSE [39]
and log-MMSE [38] criteria, which differ in the optimization criteria they
rely on, and on how they handle the parameters of interest. For example,
the MMSE estimator [39] assumed that the magnitudes of interest were
random variables, as opposed to the ML [109], which assumed that they
were deterministic. Compared to the ML and the typical MMSE estimator,
and motivated by the human perception, an MMSE criteria of the log-
magnitude spectra (log-MMSE) [38] allowed for more noise attenuation
without distorting speech too much. The previous nonlinear estimators do
not take into account the fact that speech can have several pauses, even
if there is speech activity (e.g., stop closures before the stop consonants
bursts), and this caused the appearance of estimators which instead of
a hard decision gain, used a soft one which rely on the correlation of
the probability of speech presence between segments [27]. A well-known
approach in this sense is the optimally modified log-spectral amplitude
estimator (OMLSA) [25], whose gain function at a bin k and segment l is
specified by G(k, l) = {GLSA(k, l)}p(k,l) · G1−p(k,l)

min , where GLSA is the same
gain of the log-MMSE estimator, but this time is powered to the SPP
p(k, l) ∈ [0, 1]. An additional parameter with small value Gmin defined by
subjective criteria is used to take into account the possibility of speech
absence. Compared to the previous nonlinear estimators, OMLSA yielded
a higher segmental SNR improvement [27], therefore distorting less the
signal (without attenuating weak speech components) and achieving more
noise reduction, particularly at low SNR levels [25, 104]. In paper B, we
combine a pre-whitening step with OMLSA-based speech enhancement
based on the WGN assumption, to show an application of the presented pre-
whitener. In paper D, we also estimate the f0 after applying a pre-processing
step based on OMLSA-based speech enhancement to the noisy observation,
to determine if for the f0 estimation purpose this kind of pre-processing
could be more convenient than pre-whitening. In paper F, we applied
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OMLSA-based enhancement as a pre-processor for speech decomposition
methods [37, 175] which ignore the presence of additive noise.

Recently, speech enhancement based on linear filtering was combined
with principles of subspace-based methods which make use of the eigenvec-
tors of the joint diagonalization of the noise and speech signal covariance
matrices [9]. In that case, by choosing a different number of eigenvectors,
it is possible to better trade off between the speech signal distortion and
the noise reduction under a more general framework than simply using a
sub-optimal Wiener filter [8, 16]. Such framework is known as the variable
span linear filtering framework. In paper F, we used all the eigenvectors
and eigenvalues from the joint diagonalization of the voiced part covariance
matrix and the stochastic part (superposition of unvoiced and noise compo-
nents) covariance matrix represented by AR parameters, in order to derive
a Wiener filter for extracting the voiced speech part. This is, however, more
relevant for the speech decomposition problem, which will be described in
subsection 3.3.

Other enhancement approaches [79, 128], formulated as linear filtering
problems, are based on models of the signal of interest, as e.g., the harmonic
model which describes voiced speech. Optimal filters reminiscent of the
Capon beamformer and the linearly constrained minimum variance (LCMV)
filter [45] used in multi-channel setups, can be used for that purpose, how-
ever as they rely on f0 and the number of harmonics L, they would require
accurate estimates of these parameters. The filter for obtaining a single
sample of voiced speech is obtained from the solution of an optimization
problem and results in the solution:

hLCMV = R−1
w Z(ω0)(Z(ω0)

HR−1
w Z(ω0))

−11, (21)

where 1 is a vector of ones, and Rw is the covariance matrix of the stochas-
tic parts of noisy speech. In paper C, we noted that using an harmonic
decomposition LCMV filter [79] could also be required for re-estimating
iteratively the f0 and obtaining similar estimates to the approximate ML
method. This implies that before trying to extract a desired periodic sig-
nal, these filters could be instead firstly used to allow for a more robust
f0 estimation in colored noise scenarios. Another set of speech enhance-
ment methods are those which consider a combined deterministic-stochastic
speech model [63, 94, 110, 151].

3.2 Pre-whitening
In many cases, it is desired to uncorrelate the samples of a desired or un-
desired signal prior to another processing step. Therefore, another way of
pre-processing the signal known as pre-whitening can be applied, and it also
demands a knowledge of the noise statistics. The problem of pre-whitening

24



3. Processing based on signal parameters and noise PSD estimates

arises in direction of arrival (DoA) methods [44], multiuser communica-
tions [35], sonar [90], biomedical engineering [11] and speech enhancement
using subspace methods [58, 76]. A linear whitening transformation W
can be applied to a vector c ∈ RN so that b = Wc has a covariance matrix
Rb = σ2IN . Different W are possible, for example, based on the eigenvectors
problem or on the Cholesky decomposition of Rc [36]. For example, some
subspace speech enhancement methods which require that the noise is
WGN, can apply the Cholesky factorization Rc = QT

c Qc under the case of
more general noise conditions [58, 76], where Qc is a full rank upper trian-
gular matrix. After transforming the noisy signal as Q−T

c x and applying
enhancement methods based on singular value decompositions (SVD), it is
necessary to undo the pre-whitening effect (i.e., de-whitening) by applying
the pre-whitening inverse matrix QT

c . In the generalized eigenvalue decom-
position (EVD), an integrated pre-whitening step is applied when the noise
and speech covariance matrices are jointly diagonalized [76].

Although being effective in whitening the noise component, applying
general linear whitening transformations can have an important effect on
the desired speech signal [76, 129]. This may not be convenient if one desires
to use model-based estimators derived under a WGN condition, since they
may contain nonlinear parameters of interest (e.g., f0 or the time of arrival)
which may be modified by, e.g., the Cholesky factorization. In such cases,
pre-whitening based on linear filtering (e.g., autoregressive pre-whitening)
can be more suitable, since applying this pre-processing will not distort the
frequency components of the desired signal [129]. In fact, as we outlined in
the f0 estimation problem, an iterative joint estimator of f0 and the noise
AR parameters will likely result in the ML solution if first the noise AR
parameters are estimated and then the estimated parameters are used as
the coefficients of a pre-whitening filter. The notion of a linear filtering
approach for pre-whitening the signal, comes from the fact that if a sequence
c(n) with PSD Φcc(ω) is passed through a stable filter hW(n) (or HW(ω) as
the frequency response), then the output becomes e(n) = c(n) ∗ hW(n) with
its corresponding PSD Φee(ω) = Φcc(n) |HW(ω)|2 [165]. Here ∗ denotes
the convolution operator. If c(n) is a correlated sequence (i.e., spectrally
colored) and it is desired to whiten it at the output, i.e., Φee(ω) = σ2

(i.e., spectrally flat), the filter HW(ω) will be a whitening filter only if
|HW(ω)|2 = 1

Φcc(ω)
[99], so that the frequency response satisfies

|HW(ω)| = 1√
Φcc(ω)

. (22)

This can hold for any phase [99], but if it is desired to minimize the MSE
between the input c(n) and the output e(n), the whitening filter needs to
be the zero-phase filter [36]. A problem with the FIR pre-whitening filter
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of (22) occurs when there are small or inaccurate values of Φcc(ω), and
it may be instead desirable to use a smoother spectrum. This is possible
when the colored noise c(n) is modeled as an AR process, i.e., it has a PSD
of the form 1

|Ac(ω)|2
, where Ac(ω) = 1 + ∑P

i=1 ac(i)e−jωi. Substituting this

parametrized PSD into (22), will reveal that the pre-whitening filter in this
case corresponds to the so-called autoregressive pre-whitening filter Ac(ω),
sometimes also called the pre-whitener based on linear prediction or LPC
pre-whitener.

It might be convenient to measure the amount of stochasticity in a signal
after it was pre-whitened, i.e., how much will the resulting signal resemble
white noise. In this sense, a measure known as the spectral flatness mea-
sure (SFM) [167] can be used to determine how uncorrelated will become
the samples of the signal after such pre-processing. In an information
theory context, in [34] it was shown that for the case of Gaussian signals,
this measure corresponds to the multi-information growth rate of every
new observed signal sample over the time. The SFM will tend to zero if a
salient peak is shown along the spectral distribution, while it will be nearly
one if the spectral distribution across the frequency bands is flat [130].

To apply either pre-whitening based on general transformations or based
on a linear pre-filter, the noise statistics described in subsections 2.1 and
2.2 are needed. The pre-whitener which is obtained directly from the noise
signal is referred to as the oracle pre-whitener, and it serves as a benchmark
to bound the best possible performance of a pre-whitener. In paper A, we
investigated the performance of general FIR and AR (a.k.a. LPC) pre-
whiteners based on different unsupervised noise PSD estimates (e.g., MS,
IMCRA and MMSE) in terms of the SFM and on how they can help in
reducing the number of gross errors of the NLS f0 estimator which was
formulated under a WGN condition. In papers B and D, we investigated
if pre-whitening based on supervised noise statistics, particularly based
on parametric NMF, allowed to achieve a higher noise SFM and a better
accuracy of the NLS f0 estimator, when compared to the use of a pre-
whitener based on unsupervised noise PSD estimates. Additionally in
paper D, pre-whitening based on pre-trained spectral shapes was applied
in a context of time-of-arrival (TOA) estimation [40, 81], making promising
the benefits of considering prior spectral information in several applications.
For more details of these contributions, we refer to Section 4.

3.3 Speech Decomposition
In some applications, instead of estimating the speech signal of interest, it
could be desirable to extract separately the voiced and unvoiced components
which constitute this speech signal. This decomposition has appeared to be
of particular relevance in diagnosing voice pathologies [2, 116, 137], speech
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synthesis [4, 33, 159], speech coding [53, 93], modification [100, 113] and
speech enhancement [59, 83, 176].

In the classical speech production model, either a quasiperiodic train
of glottal pulses (for voiced speech) or white Gaussian noise (for unvoiced
speech) is used as a modelled source of excitation of a filter which models the
vocal tract [104]. However, in real speech, a single mode of excitation does
not describe accurately the generation of some sounds [4, 111]. In general,
the voiced speech segments can be obtained from a mixed quasiperiodic
excitation combined with a random noise component in the excitation
[4, 174]. This is evident for the case of voiced fricatives (e.g., /z/ and /v/) [174]
and voiced plosives (e.g., /b/) [140], which have energy in both high and low-
frequency regions of the spectrum [31]. In voiced fricatives, although there
is vibration of the vocal cords, the air flow is turbulent in the neighborhood
of the vocal tract constriction [140] and this reveals that their spectrum
display both a very low frequency formant [31] and considerable energy in
the high spectrum. The coexistence of voiced and unvoiced speech also holds
for some vowel sounds, in the case when there is some broadband noise
aspiration component resulting from an incomplete glottal closure [29],
and also for the cases of breathy voice [113], hoarse [118] and whisphered
speech [77], and other forms of vocal dysphonia [113].

We remark that several speech analysis techniques sometimes refer to
the unvoiced speech component as the noise speech part [37, 132], but we
here use the term unvoiced speech, since one of our contributions deals
with the problem of extracting the voiced and unvoiced parts of speech in
the presence of additive noise. This additive noise is very often ignored
in the speech analysis literature [37, 77, 174], or assumed to be insignifi-
cant, as it is assumed that clean signals are always available. Both voiced
and unvoiced speech are associated to the deterministic and stochastic
components of speech [110, 158, 174]. This is in accordance to the Wold de-
composition theorem [136, 165], which states that a signal can be separated
in something that can be fully predicted and something that cannot. The
harmonic model fulfills the representation of voiced speech as the speech
deterministic component since it has unknown but deterministic parame-
ters, which if known, permit to completely predict the signal without any
modelling errors. On the other hand, the stochastic parts of speech cannot
be completely predicted but it is possible to model them based on their
general characteristics. The relative level of the power of the deterministic
to the stochastic component of speech is known as the harmonic-to-noise
ratio (HNR) [96], and this characteristic has been used as an important in-
dicator for speech pathologies [7, 117]. Other studies have used the voicing
quotient (VQ) [37], which quantifies the proportion of energy in the voiced
part. An accurate extraction of both components seems to be important
for an accurate diagnose of illnesses [114], and for being able to synthesize

27



speech with a more natural sounding [67, 159].
There have been some efforts to extract the voiced and unvoiced speech

parts (sometimes also referred as periodic and aperiodic parts of speech
as they do not distinguish between unvoiced speech and additive noise).
Some of the methods [53, 100], such as the multiband excitation (MBE)
vocoder, made for each speech segment a binary frequency decision in which
the frequency bins correspond to either voiced speech or unvoiced speech,
but not shared simultaneously. Below a maximum voicing frequency (e.g.
3 or 4 kHz), only voiced speech could be present, while everything that
remains above that frequency corresponds only to the stochastic parts.
This simplification is inconsistent with the mechanism of producing speech,
since the roughness characteristic is mainly present in the low-frequency
region [96, 174]. The spectrum was also separated by a maximum voiced
frequency in the harmonic plus noise model of [158, 159], which required
a large numbers of parameters to be estimated since it assumes that the
harmonic amplitudes are increasing along the segment. The method for
estimating such parameters was robust in white Gaussian noise conditions.

On the other hand, there are methods which perform the decomposition,
given the fact that each frequency bin has a contribution from both stochas-
tic and deterministic speech components [77, 174]. The method of [29, 174]
operates directly on the residual signal, directly obtained from linear pre-
diction techniques (i.e., an all-zero whitening filter). The argument to do
this is that as both signal components are generated at the source level, the
decomposition should be done directly into it instead of the speech signal.
Next, the residual is converted to the cepstral domain and the periodic
energy is liftered out in the quefrency domain [96]. This gives initial esti-
mates of the aperiodic and periodic components of the excitation source, in
which the aperiodic part initially contains gaps at the harmonic frequencies.
Therefore, the estimate of the unvoiced (i.e., aperiodic) excitation across
the full spectrum (including the harmonic regions) is further refined by
using an iterative algorithm, and after convergence, the periodic excitation
is obtained by subtracting this estimate from the initial residual signal. To
obtain each individual speech component, these excitation source estimates
are passed through an all-pole filter whose coefficients come from the first
linear prediction analysis step. This method did not assess the quality of
the recovered signals, as it only evaluated the relative level between them,
i.e., the harmonics-to-noise ratio (HNR).

Three years later in [77], it was suggested a spectral technique which
estimates the voiced part by placing a comb filter directly on the speech
signal. Based on the property that the harmonics of f0 fall at certain
frequency bins, an analysis window of a length which consists of an integer
number of f0 periods is used, so this requires that f0 is estimated at each
time before the comb filtering is applied. The method is known as the pitch-
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scaled harmonic filter (PSHF), as the comb filter will only pass harmonic
frequencies of f0. In a similar way to [174], to reconstruct the unvoiced
part spectrum in the harmonic bins, a spectral interpolation is applied
prior to extracting the signal in the time domain by assuming that the
unvoiced spectral envelope is smooth. A final spectral subtraction is applied
to obtain the spectrum of the unvoiced part. It was also shown in [77] that
the iterative periodic-aperiodic decomposition algorithm of [174] converged
to the original mixed excitation signal, and that using the residual signal
did not improve the decomposition robustness. The PSHF method is able to
preserve the stochastic part modulation characteristics, and it had desirable
properties in terms of the segmental SNR, but still presented problems
with shimmer, jitter and transients.

Recently, [37] introduced a method that estimates f0 by taking into
account the colored nature of the unvoiced speech component. The f0
is estimated from a pre-whitened cumulative periodogram, which was
obtained from an estimate of the noise PSD, which was the output of a
median filter [139] applied to the noisy periodogram. The candidate f0
values were post-processed to reduce the number of sub-harmonic errors.
That method is able to have a good separation of the speech parts for
voiced fricatives, in cases where the level of the stochastic component
is comparable or even higher than the deterministic one. The authors,
however, hypothesize that a better performance can be achieved by taking
into account the estimation of the number of harmonics and by including
adaptive windows to consider an enough number of periods, specially for
the case of low f0.

The described methods are not optimal in the sense that they rely on
various heuristics. For example, they apply an interpolation to reconstruct
the unknown spectra in some of the frequency bins, or they do not address
the problem of estimation of the number of harmonics of the voiced speech
component. They also ignore the possible presence of additive noise, which
should be considered e.g., in telemedicine applications [116]. In paper E, we
propose a decomposition method based on optimal filtering which extracts
separately the voiced and unvoiced speech parts by using two different
Wiener filters. As opposed to the state-of-the-art methods, the proposed
one takes into account the presence of additive noise in the mathematical
model. This method was motivated by the fact that linear filtering has
been widely used for speech enhancement, and in a similar way, we applied
optimal filtering based on estimated statistics to the speech decomposition
problem. In paper F, we used supervised statistics for both the unvoiced and
noise components, and we propose to do the extraction based on adaptive
segments which depend on the signal characteristics, and which represent a
better fit of the mathematical model within that particular optimal segment
length.
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Performance measures for speech decomposition

When evaluating how accurate is a particular method in extracting the
speech components, it is convenient to have some measures to assess the
performance. The following are objective measures which quantify how
closer is an estimated signal to the ground truth component.

To compare how close is an estimated signal ŝ(n) to the original one s(n)
in a MSE sense, the segmental SNR is computed in the following way if the
processed and clean signals are alligned in time [104]:

segSNR =
10
M

M−1

∑
m=0

log10
∑Nm+N−1

n=Nm s2(n)

∑Nm+N−1
n=Nm (s(n)− ŝ(n))2

, (23)

where M denotes the number of segments and N is the segment length.
This measure is not very perceptually relevant, and therefore frequency
domain measures may be preferred. The log-Spectrum distortion can be
used to compare the spectrum of the original and estimated signal, and is
defined as [112]

LSD =
1
π

∫ π

0
(log10(S(ω))− log10(Ŝ(ω)))2dω. (24)

Another frequency domain measure, which is more correlated to the human
perception than the LSD is the Itakura-Saito distortion (ISD) [31, 71],
expressed as

ISD =
1

2π

∫ π

−π

[
S(ω)

Ŝ(ω)
− ln

S(ω)

Ŝ(ω)
− 1
]

dω. (25)

Both frequency measures are computed in individual overlapped segments.
These measures were computed in papers E and F, when evaluating the
different speech decomposition methods, where s(n) represents either voiced
or unvoiced speech.

4 Contributions
This section gives an overview of the papers A through F which form the
main body of this thesis. We have focused on how the colored noise needs
to be addressed in order to have a robust estimation of the speech signals
parameters. The focus of papers A-D was on showing how the performance
of methods that were derived under a WGN condition can be considerably
improved by using an autoregressive pre-whitening filter. The applications
of interest were for f0 estimation and time of arrival estimation. Papers E
and F dealt with the problem of estimating individual parts of speech (i.e.,
voiced and unvoiced) in common background scenarios.
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4. Contributions

Paper A The first paper in this thesis evaluates the estimation accuracy
of the NLS f0 estimator (i.e., the ML estimator in WGN condition) when its
input signal is the pre-whitened signal, obtained from a general FIR or an
AR pre-whitening filter based on well-known noise PSD trackers (e.g., MS,
IMCRA and MMSE based on SPP). Different noise types at different SNRs
were considered. The results were also evaluated separately for female and
male speech. The closest performance to the AR oracle pre-whitener was
achieved from AR pre-whitening reliant on MMSE based on SPP. In that
case, a lower number of gross f0 errors is observed and a higher SFM is
achieved, i.e., the noise gets whiter compared to pre-whitening based on
other noise trackers (IMCRA and MS). Despite this, using a higher AR order
P to fit the estimated noise PSD to an AR spectrum, did not necessarily
increase the performance of the NLS f0 estimator, and a gap to the oracle
performance was observed for non-stationary noise types such as babble
noise. Additionally, we observed that a general FIR pre-whitening filter did
not improve the performance as much as an AR pre-whitening filter did.

Paper B As seen in paper A, it might be possible to achieve a perfor-
mance closer to the AR oracle pre-whitener. Therefore, in this paper we
investigated if pre-whitening based on supervised noise statistics, which
requires the training of some data, was able to increase the noise flatness
and improve the estimation accuracy of the NLS f0 estimator. The noise
PSD was obtained from an AR mixture modeling of the speech and noise
components of the noisy observation. Maximising the likelihood of the data
will result in a supervised NMF of the noisy periodogram into a spectral
basis matrix and an activation coefficient matrix where the optimization
criteria is the IS divergence, when it is required obtain the activation coef-
ficients of pre-trained spectral shapes. The spectral shapes are described
by AR parameters, and the activation coefficients are obtained using a MU
rule. Additionally, pre-whitening was combined with OMLSA-based speech
enhancement to show an application of the proposed scheme.

Paper C From paper A, it could be wrongly concluded that in some cases
(e.g., male speech excerpts) at higher SNRs, it was better to assume that
the noise is WGN, instead of pre-processing the signal with a pre-whitening
filter. Motivated by this, in this paper we re-estimated iteratively the f0
and the noise AR parameters. The motivation also came from the fact
that in the case of independent sinusoids, a single cascade estimation of
sinusoidal and noise AR parameters is enough to have the ML solution,
even if the frequencies are estimated before the noise AR parameters. We
here investigated if for the harmonically related sinusoids (i.e., harmonic
model), the reiteration between estimation of AR parameters and harmonic
components, was needed to achieve a similar solution to the ML one. Two
iterative schemes were proposed: an approximate ML solution and one
based on the LCMV filter to extract a periodic signal, and both had similar

31



performance. In the iterative process, an updated pre-whitening filter, based
on the estimated residual, is applied. Through extensive evaluations, it was
seen that the NLS f0 estimator derived on the simple WGN assumption is
still useful in colored noise situations, as long as the reiterations are applied.
These reiterations were needed to outperform classical f0 estimators, such
as YIN, RAPT and a cepstrum-based, and the reiterations showed more
improvement at non-negative SNRs. The performance metrics also included
the voicing detection errors and the full frame errors.

Paper D Here we extended the work based on the previous papers.
We also addressed the common question of why the signals should be pre-
whitened, instead of enhanced, when it is desired to have a more accurate
f0 estimation. Particularly, the comparison was done to an OMLSA-based
speech enhancement pre-processor. The conditions for a higher noise SFM,
a better capture of the noise spectral envelope, and therefore a better f0
estimation accuracy were also evaluated. It was found that using few speech
spectral shapes and a a considerable number of noise spectral shapes in
the dictionaries, lead to a higher SFM of the pre-whitened noise and a a
more accurate capturing of the noise spectral envelope, particularly at non-
stationary noise environments, as babble noise and restaurant noise. Such
conditions allowed for an improved f0 estimation accuracy, and a further
improvement was obtained from a reiterative estimation between f0 and the
AR parameters. When the input signal of non-parametric f0 estimators (e.g.,
SWIPE and RAPT) was pre-processed, an improvement was also observed.
However, specially in non-stationary noise conditions and at low SNR levels,
the best f0 estimation accuracy was obtained from our proposed framework,
and only when the pre-whitener based on a parametric NMF method is
initially used as a pre-processor. Therefore, we verified that using a pre-
whitener based on supervised noise statistics, provides more robustness
when estimating f0. The proposed pre-whitener based on parametric NMF
also improved the accuracy of a ML TOA estimator in a colored noise
scenario.

Paper E This paper tackles the problem of decomposing a noisy speech
signal into its voiced and unvoiced components, using a method based on the
estimation of the statistics of the different components (voiced, unvoiced and
noise) and on optimal linear filtering based on a Wiener filter formulation.
The noise statistics were estimated using the minimum statistics noise PSD
tracker. The performance of the proposed method was compared to that
of state-of-the-art speech decomposition methods which do not distinguish
between unvoiced speech and additive noise. Better performance than the
iterative periodic-aperiodic decomposition algorithm was observed, and
similar one to the PSHF method in terms of segSNR and LSD for voiced
speech, but the proposed had lower ISD between the true and the estimated
voiced part at low SNRs. Informal listening tests also reveal that the
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5. Conclusion and Future Research Directions

proposed method allowed to clearly perceive the different unvoiced stop
sounds.

Paper F This paper also addresses the problem of decomposing a noisy
speech signal, but it uses supervised statistics estimates of the noise and
unvoiced speech component. Parameter estimates of the hybrid speech
model are obtained for different possible candidate segment lengths, in
order to find the markers of the optimal segmentation of the signal. After
the markers are found, linear filtering based on the estimated statistics
of individual components is applied to extract the voiced and unvoiced
parts. The segmentation is obtained from a maximum a posteriori (MAP)
criterion for voiced speech and a log-likelihood criterion for unvoiced speech.
A Wiener filter which relies on prior spectral information about unvoiced
speech and noise AR parameters is used to obtain the unvoiced speech
component given the modelled stochastic sequence. The periodic or de-
terministic speech parts are better modelled from the use of an optimal
segmentation in comparison to a fixed segmentation. In noisy conditions, a
higher segSNR and a lower distortion is possible from considering optimal
segments instead of fixed ones. Better performance in segSNR for both
components and LSD for the voiced part is also seen when compared to
state-of-the-art methods when their input signal was an enhanced signal.

5 Conclusion and Future Research Directions
The main focus of this thesis has been on how the colored noise can be
handled in order that more accurate estimates of the speech signal pa-
rameters (e.g., the fundamental frequency) are obtained. Very often, it is
believed that trying to reduce the noise levels as much as possible (i.e.,
applying speech enhancement) is the kind of pre-processing which needs
to be applied to combat the undesirable noise presence, but the papers
show that a pre-processing scheme which renders the colored noise closer
to white should be instead considered to obtain better parameter estimates.
In other words, this can be interpreted as saying that the noise still needs
to be present, but in such a way that the model assumptions regarding a
particular estimation method (in this case, the methods assuming that the
noise is WGN) are better fulfilled.

Different issues have been investigated, regarding how applying a pre-
whitening filter based on an AR spectral envelope fitted to either the most
cited noise PSD tracking algorithms (e.g., MS, MMSE based on SPP) or on
pre-trained spectral information (e.g., supervised NMF approach) allows
for a better improvement of WGN-based methods under different noise
conditions (e.g., stationary or non-stationary). Clearly, taking into account
prior spectral information offers a more robust performance to methods
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based on a simple WGN assumption, specially in non-stationary situations.
Additionally, even if the accuracy from a single cascaded estimation (of noise
AR parameters and f0 estimates) can be significantly improved compared
to that of a wrong WGN assumption, a reiteration between the noise AR
parameters and the estimated f0 may be necessary in order to approach
the ML solution and obtain better f0 estimates. In fact, starting from
the second iteration of the iterative procedure, the estimated AR noise
parameters would also include the contribution of the stochastic parts of
speech, as in high SNRs the additive noise level does not dominate too
much, and therefore, the estimated AR parameters of the stochastic speech
parts are those which contribute more in obtaining refined f0 estimates.
Although not reported in the results, this was experimentally verified for
the case when no additive noise was imposed on the clean signals of the
Keele database [134]. Very low value of gross error rates and voicing
detection errors were observed. Also, a good pitch estimation accuracy
in clean speech was also observed in the whole speech material of other
speech databases [5, 133], which have an annotated ground truth of the
pitch. In those databases, a similar performance to methods as SWIPE
and SHRP was seen in the clean speech case. The benefit of iteratively
(jointly) estimating the f0 and AR parameters is that it allows to extract
the inherent parts of the speech signal (i.e., voiced and unvoiced), and have
a parametric representation of them.

It is important to mention that in the additive noise case, the noise AR
parameters could also be correlated across different segments. In a similar
way to a recently introduced Bayesian pitch tracker [144], it would be useful
to integrate the evolution of the AR model of the noise along with that of
the f0, the number of harmonics L and the voicing state, as an alternative
to the cascading of a general purpose pre-whitener to the tracking method
which assumes whiteness on the noise. It could also be interesting to
evaluate how the proposed framework of f0 estimation works for the case of
voiced fricatives, since the typical spectral envelopes of pre-trained noise
codebooks have most of their power in low frequency parts of the spectrum.
A possibility for more robustness might be to include codebook entries which
represent the stochastic parts of such voiced fricatives.

In the problem of decomposing noisy speech into stochastic and deter-
ministic parts, we have seen that the f0 should be estimated along with
the AR parameters describing the aperiodic or stochastic parts of speech.
By doing that, it is seen that a better f0 estimation accuracy is possible at
low SNR conditions. For future work, it is also desirable to further improve
the extraction of unvoiced speech. It is then necessary to investigate if
by using other filters in the variable span filtering framework (for trading
off the distortion and residual noise), or choosing a different number of
eigenvectors, could lead in reducing the distortion of this component. It
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might also be convenient to include perceptual criteria in the filter designs,
as we believe that the unvoiced component may be masked by the noise
part at very low SNRs, but this deserves further investigation. Once a
better estimate of the unvoiced component can be obtained, it could be
interesting to assess how the introduced decomposition methods are use-
ful in applications such as remote diagnosis of illnesses (e.g., Parkinson’s
disease) which is typically assessed using sustained vowel phonations. As
mentioned before, important features for detecting speech pathologies (e.g.,
HNR) obtained from an accurate decomposition in severe noise conditions,
might be relevant in the remote diagnosis. Some types of unvoiced sounds
may be better described with ARMA models, and other future direction
could also be to investigate how the methods based on codebooks should be
modified in order to integrate the information on them.

Although the additive noise is one of the most common types of degra-
dations which affects the speech signals, other types such as clipping and
reverberation may be present. It would be, therefore, interesting to investi-
gate on how the pre-whitening methods need to be modified in order to take
into account the reverberation phenomenon, as in this case the harmonic
components might be completely blurred in some cases.
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1. Introduction

Abstract
This paper deals with the influence of pre-whitening for the task of funda-
mental frequency estimation in noisy conditions. Parametric fundamental
frequency estimators commonly assume that the noise is white and Gaussian
and, therefore, they are only statistically efficient under those conditions.
The noise is coloured in many practical applications and this will often
result in problems of misidentifying an integer divisor or multiple of the
true fundamental frequency (i.e., octave errors). The purpose of this paper
is to see if pre-whitening can reduce this problem, based on noise statistics
obtained from existing noise PSD estimation algorithms. For this purpose,
different noise types and prediction orders of LPC pre-whitening are con-
sidered. The results show that pre-whitening improves significantly the
estimation accuracy of an NLS pitch estimator when the noise is fairly
stationary. For nonstationary noise, the improvements are modest at best,
but we hypothesize that this is due to the noise PSD estimation performance
rather than the LPC pre-whitening principle.

1 Introduction
The lowest rate at which a periodic signal repeats itself is known as the
fundamental frequency. Fundamental frequency estimation is of particular
interest in speech applications such as speech enhancement [1], diagnosing
illnesses [2], speech decomposition [3, 4] and automatic speech recogni-
tion [5]. For example, the speech recordings obtained for the purpose of
pathological voice analysis may be corrupted by background noise, and
this could affect a proper diagnosis [6]. Fundamental frequency estimators
can be grouped as non-parametric and parametric. The non-parametric
estimators (e.g. YIN [7]), although fast and conceptually simple, have
poor time-frequency resolution and poor noise robustness [8]. A signal
model which takes into account the noise presence can be used to derive
a parametric estimator [9], based on statistical assumptions. Recently, a
fast algorithm which considerably reduces the computational complexity
of a nonlinear least squares (NLS) estimator has been proposed [8, 10].
This NLS fundamental frequency estimator is only statistically efficient
under a white Gaussian noise (WGN) condition. However, in most real
acoustic scenarios the noise is coloured such as car noise and street noise.
Estimating the fundamental frequency with a WGN assumption sometimes
results in misidentifying a multiple or divisor of the true value (i.e., octave
errors). Therefore, a pre-whitening scheme should be applied to the noisy
signals, which renders the coloured noise closer to WGN.

The pre-whitening of noisy speech can be done either via the Cholesky

53



Paper A.

factorization [9] or with a FIR filter, for example one based on linear pre-
diction [11]. By applying the Cholesky factor, the signal model needs to be
modified as in [12]. Therefore, since the structure of the problem is altered,
the fast NLS method cannot be directly applied. A pre-whitening FIR
filter which changes the coloured noise into white noise, can preserve the
model as only the amplitudes and phases are altered [13]. We focus on this
principle in this paper. Therefore, information on the noise spectrum, i.e.,
noise statistics, is needed. For example, in [11, 14, 15], the noise statistics
and the AR parameters of the coloured noise are only estimated during
speech-absence periods, assuming that the noise is stationary. Those can be
obtained from a voice activity detector (VAD). However, some noise types
such as babble and restaurant noise may be non-stationary, so their noise
characteristics are time-varying. This issue has been addressed in some
noise power spectral density (PSD) estimation algorithms, such as mini-
mum statistics (MS) [16], improved minima controlled recursive averaging
(IMCRA) [17], and minimum mean squared error (MMSE) based estima-
tion [18]. This paper intends to extend the work in [13] on pre-whitening.
In order to study the effectiveness of these noise PSD estimation algorithms
when applying pre-whitening for the purpose of fundamental frequency
estimation, the evaluation will be done for both male and female speech, as
well as considering different types of real-life noise.

The rest of the paper is structured as follows. Section 2 details the signal
model, the fundamental frequency estimator that assumes WGN and details
on the pre-whitening schemes. Section 3 explains the experimental setup
and the results in terms of spectrograms, gross error rates and spectral
flatness measure. Finally, section 4 concludes the work.

2 Signal model and pre-whitening
We present the signal model, the fundamental frequency estimator, and
the pre-whitening schemes in this section. For voiced speech segments, the
signal s(n) is modelled by L harmonic components whose frequencies are an
integer multiple of the fundamental frequency ω0, having real amplitude
Al > 0 and phase ψl ∈ [0, 2π). The signal is buried in additive (white
or coloured) Gaussian noise e(n), which is uncorrelated with s(n). For
n = 0, 1, ..., N − 1 (where the clean signal is considered being stationary),
the signal model is given as

x(n) = s(n) + e(n) =
L

∑
l=1

Al cos(nω0l + ψl) + e(n). (A.1)

By using the Euler’s identity, the model can be expressed as
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x(n) =
L

∑
l=1

(
alzl(n) + a∗l z−l(n)

)
+ e(n), (A.2)

where al =
Al
2 ejψl , z(n) = ejω0n, and * denotes complex conjugation. For a

frame of length N, (A.2) can be written in vector form as

x = Za + e, (A.3)

where x = [x(n) x(n + 1) ... x(n + N − 1)]T and e is defined in the same

form, Z = [z(1) z(−1) ... z(L) z(−L)] with z(l) =
[
(z(1))l ... (z(N))l

]T
, a =[

a1 a∗1 ... aL a∗L
]

and (·)T denotes transpose. With the WGN assumption,
e ∼ N (0, σ2IN), σ2 being the noise variance and IN the N × N identity
matrix, the maximum likelihood estimator of ω0 is found by first replacing
the amplitudes in (A.3) by their least-squares estimates, â = (ZHZ)−1ZHx,
and then by minimizing the residual power ‖x− Zâ‖2

2, i.e.,

ω̂0 = arg min
ω0

‖x− Zâ‖2
2 = arg min

ω0

‖x− Z(ZHZ)−1ZHx‖2
2. (A.4)

Here (·)H denotes hermitian-transposition. This nonlinear least squares
(NLS) minimization problem can be solved in a fast way by exploiting
the matrix structure (for further details, see [8]). However, this is only
statistically efficient with the WGN assumption. In real scenarios, the noise
is usually coloured, i.e., e ∼ N (0, Qe), where Qe is the noise covariance
matrix. A matrix L can be used to transform the observed signal as LHx =
LHZa + LHe such that v = LHe now is distributed as v ∼ N (0, IN), i.e.,
the noise is now WGN. The required matrix L must be the Cholesky factor
of Q−1

e , i.e., LLH = Q−1
e . However, the harmonic part is also affected and

therefore, the structure of the matrices involved in the fast computation of
the cost function of (D.33). Another approach to pre-whiten the noisy signal
(i.e., that renders coloured noise white) is by applying a filter.

To apply a filter that pre-whitens the noisy signal, the coloured noise
can be seen as the output of a filter H(ω) excited with WGN. When the
coloured noise is the output of an all-pole (IIR) filter H(ω) = 1

B(ω)
, where

B(ω) = 1 + ∑P
p=1 bpe−jωp, the process is said to be autoregressive (AR).

Here, P denotes the prediction order and b1, ..., bP are the linear prediction
coefficients (LPC). In this sense, the inverse FIR filter B(ω), can be used to
recover the white Gaussian samples given the samples of the AR process
and the LPC AR coefficients. Applying this filter (bn in the time domain) to
the noisy signal preserves the signal model for the harmonic model part in
(A.2), since

bn ∗ s(n) = bn ∗
L

∑
l=−L,l 6=0

alejnω0l =
L

∑
l=−L,l 6=0

ãlejnω0l , (A.5)
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where ãl = al ∑P
p=0 bpe−jω0 p, b0 = 1, so only the complex amplitudes are

affected and the fundamental frequency remains unchanged. An estimate of
bp, p = 1, ...P can be obtained from the Levinson-Durbin recursion of order
P [19] after the noise statistics are estimated. Given x, some noise tracking
algorithms such as MS, IMCRA, and MMSE can be used to estimate the
noise PSD, defined as [20]

φe(ω) = lim
N→∞

1
N

E
[
|E(ω)|2 |x

]
(A.6)

where E(ω) = fH(ω)e is the DFT of the noise with f(ω) =
{

ejnω
}N−1

n=0 , and
E denotes the statistical expectation operator. The inverse DTFT of the
noise PSD allows us to recover the noise covariance sequence via [20]

re(n) =
∫ π

−π
φe(ω)ejnω dω

2π
. (A.7)

From this estimated covariance, the LPC parameters can be found from the
Levinson-Durbin recursion, which form the bn pre-whitening FIR filter of
order P. We refer to this as the LPC pre-whitener.

Another possibility [13] is to derive a FIR filter directly from the N
frequency coefficients of the noise PSD φe(ω). Since φe(ω) = σ2 |H(ω)|2 =

σ2

|B(ω)|2
, and assuming a white Gaussian unit variance σ2 = 1, the frequency

response of the pre-whitening filter is obtained as B(ω) = 1√
φe(ω)

, for N

frequency points. An FIR filter of order N is found via the inverse DTFT,
i.e. bn =

∫ π
−π B(ω)ejnω dω

2π , n = 0, 1, ...N − 1. We refer to this as the FIR
pre-whitener.

3 Experimental evaluations
In this section, we evaluate the influence of the LPC and FIR pre-whitening
filters on the fundamental frequency estimation performance, and how well
they render the coloured noise closer to white.

We start by demonstrating how pre-whitening can lead to better fun-
damental frequency estimates. For this, we consider the voiced female
speech sentence "Why were you away a year, Roy?", sampled at 8 kHz,
with added babble noise from the AURORA database [21] at an SNR of
3 dB. The fundamental frequency is estimated using the NLS estimator
every 25 ms from the interval [55 Hz, 370 Hz]: first from WGN assumption
and then, after applying an LPC-prewhitener where the LPC coefficients
are directly obtained from the noise signal using P = 7. The results are
depicted in Fig. A.1. As observed, the fundamental frequency estimates

56



3. Experimental evaluations

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

time(seconds)

0

500

1000

1500

2000

2500

3000

3500

4000

F
re

qu
en

cy
 (

H
z)

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

time(seconds)

0

50

100

150

200

250

300

350

400

F
re

qu
en

cy
 (

H
z)

WGN assumption

LPC pre-whitening

Fig. A.1: Spectrogram of a female speech signal contaminated by babble noise at SNR = 3dB
(top), and estimated fundamental frequency estimates imposed on the clean signal spectrogram
(bottom).

obtained after pre-whitening result in fewer errors compared to the case
with no pre-whitening (WGN assumption).

We now consider the speech signals from the Keele reference database
[22], which consists of five male and five female speech recordings, where
the fundamental frequency is annotated from laryngograph measurements
at a frame rate of 10 ms. The signals are resampled from 20 kHz to 8 kHz.
The evaluation was done on the first 80,000 samples (10 s) of each speech
file. It is important to notice that the annotated fundamental frequencies
do not necessarily correspond to the ground truth, but they also correspond
to an estimate which was obtained using an autocorrelation method [23].

For evaluating the fundamental frequency estimation accuracy, only the
voiced speech frames with periodicity in both the laryngograph signal and
on the speech data were considered (refer to [22] for further description).
The assessment was done in terms of the gross error rate (GER), which is
defined as the percent of voiced frames whose estimated fundamental fre-
quency deviates more than a certain percentage from the ground truth [24].
We here use 10%. The segment length was set to be N = 240 (corresponding
to 30 ms), and the fundamental frequency was searched using the NLS esti-
mator in an interval [55 Hz, 370 Hz]1, with a maximum possible of L = 15

1The lowest fundamental frequency in an evaluated segment of the Keele database is 57
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Fig. A.2: Gross error rate (GER) as a function of the iSNR for male, female and general speech
on different types of real noise.

harmonics. In order to have the same frame rate as the ground truth, the
shift between frames was set to N = 80 (i.e., 10 ms). The evaluation was
done with four noise types: street, babble, exhibition and restaurant, which
are obtained from the AURORA database [21]. The iSNR is varied from
-5 to 15 dB. Three different LPC pre-whiteners were used, according to
three noise PSD estimates: MMSE [18], MS [16], and IMCRA [17], so the
comparison will allow us to determine which one of them helps better for
the task of fundamental frequency estimation. For the FIR pre-whitener,
only the MMSE noise PSD estimate is presented, since similar results were
observed with respect to the other noise PSD estimators. In order to get an
insight in to what is the best performance that can be achieved, the results
also include the case where an LPC oracle pre-whitener is used, i.e., where
the LPC parameters were computed directly from the noise signal. The
order of the LPC pre-whiteners was set to P = 7, as this seemed to work
well (see also the explanation for the next experiment). The results are

Hz.
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Fig. A.3: Gross error rate (GER) as a function of the prediction order P at iSNR = 0 dB, for
general speech.

displayed in Fig. A.2, the results are shown separately for male and female
speech, and also for general speech. In general, the GER from the LPC
oracle pre-whitener is lower for female than for male speech, since most of
the power of the coloured noise is in the lower frequencies which coincide
with the range of fundamental frequencies of male speech.

The performance from the LPC pre-whitener based on MMSE noise PSD
estimation is mostly the closest to the LPC oracle pre-whitener, followed
by the one based on MS. For the case of male speech above an iSNR of 10
dB, it seems that it is better to assume WGN or to do FIR pre-whitening to
estimate the fundamental frequency (except in the exhibition noise case).
Otherwise, in most cases, the benefit of LPC pre-whitening is clear, as
the GER resulting from WGN assumption and from FIR pre-whitening is
higher. The performance of LPC pre-whitening from noise PSD MMSE
estimates is very close to the oracle for the street noise case, while for the
other noise types (babble, exhibition and restaurant) there is still room for
improvement for attaining lower GERs (closer to the oracle performance).

In the next experiment, we investigate the influence of the prediction
order P for LPC pre-whitening. We used the same setup from previous
experiment. Since from it, lower GERs were seen from the MMSE noise
PSD estimate, and due to the lack of space, we only show the curves
corresponding to the pre-whitener from the MMSE noise PSD tracker and
compare them to those obtained from LPC oracle pre-whitening. The results
are shown in Fig. A.3. for an iSNR = 0 dB for the general speech case. The
GERs corresponding to the WGN assumption and the FIR pre-whitening
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can be seen for comparison purposes from Fig. F.2 at 0 dB. From the
oracle pre-whitening curves, the best possible performance was obtained
for the exhibition noise, followed by restaurant and with street and babble
noise having the highest GER depending on which P is used. However, by
increasing P the GER slightly reduced or kept nearly constant. By applying
LPC pre-whitening based on the MMSE noise PSD estimate, the GER also
slightly decreased or remained nearly constant as P increased. The lowest
GER is also seen for the exhibition noise, but the next lower GER is for
street and not for restaurant noise, as opposed to the oracle pre-whitener
case. The differences between the GER from oracle and estimated LPC
pre-whitener are larger for restaurant (between 8.5 and 16 %, increasing
with P) and babble noise (between 6.5 and 17 %, increasing with P) than for
street (between 1 and 4.5 %) and exhibition (between 3.5 and 5.5 %) noise
types. We speculate that this is due to that street and exhibition are more
stationary than restaurant and babble noise types, whose statistics may be
more difficult to estimate. Larger differences occuring when P is high, for
the babble and restaurant noise types, implies that even if a better noise
PSD spectrum could be captured (since a lower GER could be achieved), the
conventional noise PSD estimators do not react quickly to nonstationary
noise conditions and, therefore, the estimated noise PSD spectrum does
not correctly fit the true one. This suggests a future improvement of pre-
whitening, for example based on codebook based approach [25, 26], which
can better encompass the noise characteristics. Based on this, we did not
select a very high value of P for the previous experiment.

A measure of the correlation structure of the noise, and therefore its
color degree, is given by the spectral flatness measure (SFM). Therefore,
the pre-whitening schemes can be compared in terms of this SFM, which is
defined as

SFM =
exp

(
1

2π

∫ π
−π ln φ(ω)dω

)
1

2π

∫ π
−π φ(ω)dω

(A.8)

which is interpreted as the ratio between the geometric mean and the
arithmetic mean of the power spectrum φ(ω) [19]. The larger this value,
the flatter the noise becomes. This quantity is bounded between 0 and
1, where SFM → 0 means that the noise is more coloured and SFM → 1
implies white noise.

The mean SFM was calculated at an iSNR = 0 dB for the different noise
types, for two prediction orders P = 7 and P = 14. The SFM values after
pre-whitening are similar to other iSNRs, as was also evaluated in [13],
so only the results at 0 dB are shown in Table A.1. The SFM for each
noise type before pre-whitening is shown in brackets. The table reports the
SFM of the noise after pre-whitening the noisy signal with the FIR method
using MMSE noise PSD estimate, and also with the LPC pre-whitening
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Table A.1: Comparison of SFM at iSNR = 0 dB for general speech.

SFM (Spectral Flatness Measure)
FIR LPC1 LPC2 LPC3 LPCO

Street
(0.04)

P = 7 0.13 0.45 0.44 0.34 0.50
P = 14 0.13 0.46 0.45 0.35 0.53

Babble
(0.07)

P = 7 0.17 0.40 0.39 0.37 0.47
P = 14 0.17 0.41 0.39 0.36 0.51

Exhib.
(0.29)

P = 7 0.43 0.45 0.45 0.43 0.48
P = 14 0.43 0.48 0.47 0.43 0.53

Rest.
(0.08)

P = 7 0.20 0.42 0.40 0.38 0.49
P = 14 0.20 0.43 0.40 0.35 0.52

with the noise trackers MMSE, MS and IMCRA (LPC1, LPC2 and LPC3,
respectively). The last column, LPCO, corresponds to the SFM obtained
by using the LPC oracle pre-whitener, i.e., the highest possible SFM with
a specific P. For MMSE and MS LPC pre-whiteners, the SFM increases
as P increases, something that not always happens by using IMCRA. The
closest SFM to the oracle SFM can be obtained from the LPC MMSE pre-
whitener. The difference between them is larger for P = 14 than for P = 7.
The SFM obtained from FIR pre-whitening is much lower compared to
LPC pre-whitening in most cases, except for exhibition noise, in which the
value is very near to the one attained from the LPC pre-whitening. Larger
differences between the SFM from oracle and noise trackers are seen for
more nonstationary noise types, i.e., restaurant and babble.

4 Conclusions
In this paper, we evaluated the influence of pre-whitening filters based on
noise PSD estimation methods for fundamental frequency estimation. We
also evaluated how well the LPC and FIR pre-whiteners can distribute
the noise power across the entire frequency range in terms of the SFM
measure. The LPC pre-whitening based on MMSE results in lower GER
of the fundamental frequency estimates and highest SFM compared to the
LPC pre-whitening based on the other noise PSD estimates. Moreover, a
better improvement is still possible to be achieved, specially in the case of
nonstationary noise types.
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1. Introduction

Abstract
Several speech processing methods assume that a clean signal is observed in
white Gaussian noise (WGN). An argument against those methods is that
the WGN assumption is not valid in many real acoustic scenarios. To take
into account the coloured nature of the noise, a pre-whitening filter which
renders the background noise closer to white can be applied. This paper
introduces an adaptive pre-whitener based on a supervised non-negative
matrix factorization (NMF), in which a pre-trained dictionary includes
parametrized spectral information about the noise and speech sources in the
form of autoregressive (AR) coefficients. Results show that the noise can get
closer to white, in comparison to pre-whiteners based on conventional noise
power spectral density (PSD) estimates such as minimum statistics and
MMSE. A better pitch estimation accuracy can be achieved as well. Speech
enhancement based on the WGN assumption shows a similar performance
to the conventional enhancement which makes use of the background noise
PSD estimate, which reveals that the proposed pre-whitener can preserve the
signal of interest.

1 Introduction
The presence of additive noise is inevitable in many acoustic scenarios.
Although the noise characteristics can be explicitly taken into account for
estimating the parameters of a signal of interest (as in [1, 2]), many methods
rely on a white Gaussian noise (WGN) condition (see, e.g. [3–5]), since this
is convenient from a mathematical point of view. This WGN assumption
can be quite unrealistic, as real noise types are typically coloured. Applying
methods based on the WGN assumption in real noise scenarios can degrade
their performance. One example is when sub-harmonic errors appear
when estimating the fundamental frequency (a.k.a. pitch) of voiced speech
segments [6, 7] from estimators which assume WGN. A pre-processor which
renders the coloured noise closer to white, namely a pre-whitener, can
alleviate this problem. Applying pre-whitening using a linear filter is
advantageous compared to a general linear transformation with, e.g., the
Cholesky factor [4], since the effect of linear filtering can be modeled by
only changing the sinusoidal amplitudes and phases [6, 7]. Unlike general
linear transformations, linear filtering thus enables us to use many existing
model-based estimators based on a WGN assumption. A linear FIR filter
with response

A(ω) = 1 +
P

∑
i=1

az(i)e−jωi (B.1)
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can be used to whiten the noise if the coloured noise is modeled as an au-
toregressive process AR(P) resultant by passing white Gaussian excitation
noise with variance σ2

e through an IIR filter with response H(ω) = 1/A(ω).
Here, P denotes the linear prediction order, and {az(i)}P

i=1 are known
as the prediction coefficients. The filter in (E.1) is referred as the LPC
pre-whitening filter, and it corresponds to a FIR filter with coefficients
{1, az(1), ..., az(P)}, which in practice are found from the estimated second-
order noise statistics, namely the noise PSD (power spectral density). The
influence of filtering-based pre-whitening schemes based on well-known
noise PSD estimates, such as minimum statistics (MS) [8], improved min-
ima controlled recursive average (IMCRA) [9], and minimum mean squared
error (MMSE) [10]), on the pitch estimation performance, was studied
in [6]. Although these schemes will help, for example, in reducing the sub-
harmonic errors of the pitch estimates, it was found that the performance
is far from that of the oracle pre-whitener. Consequently, we believe that
performance improvements are possible if a more accurate noise PSD is
estimated.

Including prior spectral information about typical speech and noise
spectral shapes has been shown to be beneficial for the noise PSD estima-
tion accuracy [11], specially under non-stationary noise conditions. In a
similar way, we here investigate if an adaptive pre-whitener (i.e., an FIR
filter whose parameters change every time frame) based on offline trained
speech and noise spectral envelopes can render the noise closer to white,
and thereby improve the estimation accuracy of a maximum likelihood (ML)
pitch estimator [12, 13]. Specifically, a sum of AR processes model [14]
is considered, which was motivated by the source/filter speech produc-
tion model. In this model, the likelihood maximization corresponds to a
parametric non-negative matrix factorization (NMF) [15] of the observed pe-
riodogram matrix into a dictionary matrix of pre-trained spectral envelopes,
parametrized by AR coefficients, and a matrix of activation coefficients,
with the Itakura-Saito (IS) divergence as the optimization criterion.

The rest of the paper is organized as follows. In Section II, the problem
is formulated. In Section III, we detail how to estimate the noise PSD using
a parametric NMF approach, and we give a summary of the pre-whitening
process. Next, in section IV, we compare the noise flatness from the new
pre-whitener to others based on conventional noise PSD estimators, and we
also evaluate its influence on pitch estimation and on speech enhancement.
Finally, section V concludes the presented work.
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2 Problem formulation
In this work, we assume that coloured noise z(n) is added to a clean speech
signal of interest s(n), i.e.,

x(n) = s(n) + z(n), (B.2)

where x(n) is the observed noisy signal. For the purpose of pre-whitening
z(n) with an LPC pre-whitener, i.e., rendering coloured noise white, the
prediction coefficients {az(i)}P

i=1 in (E.1) have to be estimated. Given the
noise PSD φz(k), k = 1, ..., K, the noise autocovariance sequence is obtained
from the Wiener-Khintchine theorem as [13]

rz(n) =
1
K

K−1

∑
k=0

φz(k) exp
(

j
2π

K
nk
)

, 0 ≤ n ≤ P, (B.3)

where k denotes the frequency bin and K is the number of frequency bins.
Then, the Levinson-Durbin recursion [16] is used to compute the WGN
excitation variance σ2

e and the P noise prediction coefficients {az(i)}P
i=1,

which forms the LPC pre-whitening filter in (E.1).
In practice, the noise PSD φz(k) is estimated for every frame from the

noisy signal periodogram φ(k). This can be done for example, with one of
the well-known noise tracking methods, such as MS [8] or MMSE based
on speech presence probabilities [10]. However, as was seen in [6], LPC
pre-whitening performance based on these noise PSD estimates is still far
from the oracle one in, e.g., non-stationary noise. An MMSE-based noise
PSD estimate can be obtained as [10]

φz(k) =
(

1
1 + ξ(k)

)
φ(k) +

(
ξ(k)

1 + ξ(k)

)
λ2

z(k), (B.4)

where ξ(k) = λ2
S(k)/λ2

Z(k) is known as the a priori SNR, with λ2
S(k) and

λ2
Z(k) being the PSDs of s(n) and z(n) respectively, at frequency bin k. For

the proposed pre-whitener, we still use (B.4). However, we obtain an esti-
mate of ξ(k) from a parametric NMF derived from the sum of AR processes
model introduced in [14], and explained in the next section. Because of
the Kolmogorov-Szego theorem [16], even if the sum of two or more AR
processes is not theoretically AR, in order to apply an LPC pre-whitener,
an AR approximation of the PSD is possible if a large prediction order P is
used. 1

1The value of P will be limited by the available data [16] (usually P < K/3), where a low P
could result on a very smooth spectrum, while a P too large could result on spurious peaks.
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3 Noise PSD estimate based on Parametric
NMF

In [14], the sum of AR processes model was introduced in an NMF context.
There, a noisy signal frame x = [x(0), ..., x(K− 1)]T is represented as a sum
of U = Us + Uz AR processes tu, i.e.,

x =
U

∑
u=1

tu =
Us

∑
u=1

tu +
U

∑
u=Us+1

tu, (B.5)

where Us is the number of AR processes corresponding to the speech signal,
Uz is the number of AR noise processes, (·)T denotes transpose, and K is the
segment length in samples, corresponding also to the number of frequency
bins. Each one of these AR processes is expressed as a multivariate Gaus-
sian tu ∼ N (0, σ2

uQu). Here, Qu is the gain normalized covariance matrix,
which can asymptotically be approximated as Qu = K−1FDuFH [17], where
F = {exp(j2πnk/K)} , n, k = 0, 1, ..., K− 1 and

Du =
(

ΛH
u Λu

)−1
, Λu = diag

(
FH
[
aT

u 0
]T
)

, (B.6)

where au is the AR coefficients vector of the uth spectral basis. The different
pre-trained basis, i.e., spectral envelopes, are contained in a dictionary
matrix D ∈ RK×U

≥0 . In order to maximize the likelihood as a function of
U excitation variances and U AR spectral envelopes, the U × 1 vector of
activation coefficients σ =

[
σ2

1 ... σ2
U
]T is estimated online as

σ̂ = arg max
σ≥0

p(x|σ, D) = arg max
σ≥0

N
(

0,
U

∑
u=1

σ2
uQu

)
. (B.7)

This vector corresponds to the excitation variances of each one of the trained
a priori AR processes. The log-likelihood can be computed and simplified as
(see [14] for further details)

ln p(x|σ, D) = −K
2

ln 2π − 1
2

K−1

∑
k=0

(
φ(k)

∑U
u=1 φ̂u(k)

+ ln
U

∑
u=1

φ̂u(k)

)
(B.8)

.The summation over U spectral basis in (B.8) is the parametrized represen-
tation of the PSD per frequency bin k, and is expressed as ∑U

u=1 φ̂u(k) = dT
k σ,

where dk = [d1(k) ... dU(k)]
T is the kth row of D. Therefore, the likelihood

maximization is equivalent to the minimization of the IS divergence be-
tween the observed periodogram φ = [φ(1) ... φ(K)]T and the parametrized
PSD Dσ where D = [d1 ... dK]

T, under the constraint φ(k) > 0 ∀k, i.e.,

σ̂ = arg min
σ≥0

dIS (φ|Dσ) . (B.9)
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Each one of this set of activation coefficients can be iteratively estimated by
means of a multiplicative update (MU) rule

σ̂ ← σ̂ �
{

DT (Dσ̂)[−2] � φ
}
�
{

DT (Dσ̂)[−1]
}

, (B.10)

where � and � are element-wise product and division, respectively. The
exponentiation is also an element-wise operation.

The observed periodogram matrix Φ ∈ RK×R
≥0 can be expressed as

Φ ≈ DΣ, where R is the number of frames and Σ ∈ RU×R
≥0 is the acti-

vation matrix which contains in each one of its columns the activation
coefficients for a single frame. Therefore, this corresponds to a super-
vised NMF where D contains the gain-normalized (i.e., unitary variance)
parametrized AR spectral envelopes [13] in each one of its columns as

d̃u =
[
d̃u(0) ... d̃u(k) ... d̃u(K− 1)

]T
, where each frequency-bin element is

given by

d̃u(k) =
1∣∣∣1 + ∑P′

i=1 au(i) exp
(
− 2π jik

K

)∣∣∣2 , (B.11)

where {au(i)}P′
i=1 are the P′ AR coefficients of the uth spectral basis. The

first Us columns of D correspond to AR speech spectral envelopes and the
last Uz ones to AR noise spectral envelopes, i.e., D = [Ds Dz].

Finally, after estimating Σ, in order to estimate the noise PSD φz(k) as
in (B.4), estimates λ̂S and λ̂Z can be obtained as λ̂2

S(k) = [DsΣs](k+1),i and
λ̂2

Z(k) = [DzΣz](k+1),i, where Σs corresponds to the first Us rows of Σ and Σz

to the last Uz ones. Then, an estimate ξ̂(k) = λ̂2
S(k)/λ̂2

Z(k) is found.
For a more robust adaptive pre-whitener, which takes into account noise

types or samples which may not be well represented in the pre-trained
spectral basis, we also append as a last column in D a spectral envelope
corresponding to the MMSE noise PSD based pre-whitener {ammse(i)}P′

i=1
[10]

d̃mmse(k) =
1∣∣∣1 + ∑P

i=1 ammse(i) exp
(
− 2π jik

K

)∣∣∣2 . (B.12)

A summary of the pre-whitening process is given in Table I.

4 Experimental evaluation
In this section, we quantify how well the described pre-whitener works
in terms of the spectral flatness measure (SFM), how it improves pitch
estimation performance and how well it works for speech enhancement.
For these purposes, a general speech codebook was trained from approxi-
mately 54 minutes of sentences from 4 different speakers of the CMU Arctic
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Table B.1: Summary of the proposed pre-whitening scheme.

1. Train speech and noise codebooks on LSF coefficients, convert them to
{au(i)}P′

i=1 coefficients and build D = [DS DZ] whose columns are given by
(D.13).

2. For every frame, estimate φ(k) = |X(k)|2 /N, k = 1, ..., K.

3. Add spectral envelope from MMSE PSD estimator to D.

(a) Estimate the MMSE noise PSD estimate from [10].

(b) Estimate rmmse(n) from (B.3)

(c) Estimate {ammse(i)}P′
i=1 from Levinson-Durbin recursion and form spec-

tral envelope as (B.12), for each frame.

4. Find σ̂est per frame, and therefore Σ.

(a) Initialize σ̂est with random positive numbers.

(b) Compute σ̂est with the MU rule in (D.22) for 40 iterations.

5. Compute λ̂2
S(k) = [DsΣs](k+1),i, λ̂2

Z(k) = [DzΣz](k+1),i.

6. Compute ξ̂(k) = λ̂2
S(k)/λ̂2

Z(k).

7. Compute pre-whitening filter based on estimated noise PSD.

(a) Estimate noise PSD φz(k) per frame as in (B.4).

(b) Estimate noise covariance from (B.3).

(c) Estimate noise prediction coefficients from Levinson Durbin recursion
which form filter in (E.1).

database [18], resampled from 16 to 8 kHz. The offline training of the
codebooks was done using a standard vector quantization technique from
speech coding [19] on the line spectral frequency (LSF) coefficients. The pa-
rameters for both the training and for the NMF based pre-whitening (LPC
Par-NMF) are summarized in Table II. The noise codebook was trained on
noise samples from the Aurora database [20] of restaurant, street, car and
airport noise types. Excerpts from the Keele database [21], resampled to 8
kHz, with added babble or exhibition noise from the Aurora database, were
used for the evaluation. It is important to note that these noise types were
not included in the training stage, and also that the testing speech involves
other speakers (i.e., of another database) different from those of the training
stage. LPC pre-whiteners based on other noise PSD estimates (e.g., MS,
MMSE, IMCRA), as well as the oracle (AR parameters directly computed
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from the noise signal), with the same frame duration and overlap as in
Table II, were also applied to compare their performance to our proposed
pre-whitener.

Table B.2: NMF Pre-whitener parameters

Parameters Value
sampling frequency(Hz) 8000

frame duration 32 ms
frame overlap 50%

speech order P′ 14

Parameters Value
noise order P′ 14

Us 32
Uz 14

MU iterations 40

4.1 Spectral flatness measure (SFM)
To demonstrate how well the described pre-whitener renders noise closer
to white, the whiteness of the noise is quantified in terms of the SFM,
defined as [13, 16] the ratio of the geometric mean to the arithmetic mean

of the pre-whitened noise PSD φzw, i.e., SFM =

(
K
√

∏K−1
k=0 φzw(k)

)
( 1

K ∑K−1
k=0 φzw(k))

. The SFM is

bounded between 0 (more coloured noise) and 1 (perfect white noise). Babble
and exhibition noise types were added at SNRs from -10 to 10 dB. Before
pre-whitening, the mean SFM of babble noise was 0.07 and for exhibition
noise it was 0.30 at all SNRs. Results of the pre-whitened noise SFM are
shown in Fig. F.1 for two LPC pre-whitening orders (P = 20 and P = 30). It
is observed that the highest SFM (closest to the oracle pre-whitener) can
be achieved with the NMF based pre-whitening scheme for babble noise
at all SNRs, while for exhibition this happens for SNRs below 5dB, since
at greater SNRs a similar SFM to pre-whiteners based on MS and MMSE
is observed. It is also noted that using a higher LPC pre-whitening order
implies a higher SFM, i.e., the noise gets closer to white.

4.2 Pitch estimation
We now consider the task of estimating the pitch ω0 of a periodic signal
buried in additive coloured noise. Voiced speech segments can be modeled
as a periodic signal s(n) consisting of L harmonics whose frequencies are
an integer multiple of ω0, having a real amplitude Cl and phase ψl ∈
[0, 2π). When such signal segments are contaminated by uncorrelated
additive coloured gaussian noise z(n), the signal model becomes x(n) =

∑L
l=1 Cl cos(nω0l + ψl) + z(n). In particular for speech, this model is valid

for short time segments (∼20-30 ms) where the speech is considered as
stationary.
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Fig. B.1: mean and 95% confidence interval of the SFM as a function of SNR.

When K noisy samples are stacked in a vector as x = [x(0) ... x(K− 1)]T,
the signal model becomes x = s+ z = Bc+ z, where c = 1

2 [C1ejψ1 C1e−jψ1 ... CLejψL CLe−jψL ],
B = [b(ω0) b∗(ω0) ... b(ω0L) b∗(ω0L)] and b(ω0l) = [1 e−jω0l ... e−jω0l(K−1)]T.
If z = [z(0) z(1) ... z(K− 1)]T is WGN, the ML pitch estimate ω̂0 is [4, 13]

ω̂0 = arg max
ω0

xTΠBx, (B.13)

where ΠB = B(BHB)−1BH with (·)H denoting the hermitian transpose. As
we are here concerned with pitch estimation in coloured noise, an LPC
pre-whitener can be applied to the noisy vector x since asymptotically this
only modifies the complex amplitude vector c [6] and not ω0. Solving (F.9)
in a fast way is described in [12].

In the tested Keele database excerpts, the pitches which were manually
annotated are considered here as the ground truth [21]. In order to match
the available ground truth, segments of duration 30 ms and an overlap of
20 ms between them were used for the pitch estimation setup. Babble and
exhibition noise were added to the testing sentences at SNRs from -4 to
10 dB. After pre-whitening the noisy signals, the pitch was estimated in
an interval [60, 380] Hz, with a maximum possible of 15 harmonics. The
evaluation was done in terms of gross error rates (GER), which is the
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proportion of frames where both the ground truth and the pitch estimator
result in the presence of a pitch (i.e., L̂ > 0), where the relative error of
the estimated pitch is larger than a certain percentage [22]. Here we use
10%. An LPC pre-whitening order P = 30 is used for both scenarios, since
from the SFM experiment we saw that with a higher P the noise can get
closer to white. As a reference, the pitch was also estimated without any
pre-whitening (WGN assumption). The results are depicted in the first row
of Fig. F.2.

We also conducted an experiment with a specific speaker of the CMU
Arctic database, for which a codebook was trained on 24 minutes of speech
material (with the same parameters as the general speech codebook), and
then we evaluated the pitch estimates on 40 sentences from the same
speaker, not included in the training. The evaluation was also done with
30 ms segments, with an overlap of 20 ms between them. For this case,
the ground truth was obtained by estimating pitches from the clean speech
segments using (F.9). We also evaluated the pitch estimation performance
on 40 sentences from same speakers of the general speech codebook, which
were not used for the training. Results for the specific speaker are depicted
in the second row of Fig. F.2, and for general speakers in the last row of Fig.
F.2.

It is seen that the suggested pre-whitener helps better in reducing
the GER of the pitch estimates, in comparison to others based on well-
known noise PSD estimates (MS and MMSE), since for both noise types,
the parametric NMF pre-whitener performance is the closest to the oracle
one. In fact, for exhibition noise type the performance gets very similar to
the oracle pre-whitening, implying that a more accurate noise PSD could
be captured. We speculate that this is due to that the exhibition noise is
more stationary.

4.3 Speech enhancement

Table B.3: Results of segSNR improvement in babble noise

Enhanc. method segSNR improvement (in dB)
w/ OM-LSA -2dB 1dB 4dB 7dB
MS pre-wh 2.74±0.20 2.61±0.20 2.43±0.23 2.17±0.28

MMSE pre-wh 3.15±0.22 2.94±0.24 2.63±0.30 2.30±0.40
ParNMF pre-wh 3.75±0.29 3.28±0.25 2.71±0.33 2.07±0.51
Conv.(no pre-wh) 3.41±0.25 3.06±0.26 2.63±0.36 2.19±0.52

Finally, we verify that using the proposed pre-whitener as a pre-processor
will not ruin the signal. The approach is to do speech enhancement on the

75



Paper B.

0 5 10

20

40

60

80

babble noise (gen-speaker other DB)

0 5 10

20

40

60

80

exhibition noise (gen-speaker other DB)

0 5 10

20

40

60

80

babble noise (spec-speaker)

0 5 10

20

40

60

80

exhibition noise (spec-speaker)

0 5 10

20

40

60

80

babble noise (gen-speaker same DB)

0 5 10

20

40

60

80

exhibition noise (gen-speaker same DB)

Fig. B.2: Gross error rate (GER) as a function of SNR.

pre-whitened noisy signal from a WGN assumption (i.e., with the WGN vari-
ance as the single noise parameter), and then undoing the pre-whitening
by applying the inverse of the pre-whitening filter. It is important to note
that we do not encourage to pre-whiten a noisy signal before enhancing it
in a real setup, it only serves as a mean of verification of the presented pre-
whitener. We use the optimally modified log-spectral amplitude estimator
(OM-LSA) [23] algorithm for this enhancement task. The WGN variance is
also calculated when one computes the noise prediction coefficients from the
Levinson-Durbin recursion, as explained in Sec. II. In order that this WGN
variance does not change abruptly, a recursive smoothing with a smoothing
factor of 0.88 is used after computing the noise PSD from (B.4).

The evaluation is done under babble noise conditions, and again a pre-
whitening order P = 30 is used, including also pre-whitening based on MS
and MMSE. Noisy speech is also enhanced without applying a pre-whitener,
i.e., by using a conventional noise PSD estimate [10] directly with OM-LSA.
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Table B.4: Results of PESQ in babble noise

Enhanc. method PESQ
w/ OM-LSA -2dB 1dB 4dB 7dB
Noisy Speech 1.63±0.15 1.77±0.12 1.96±0.11 2.16±0.10
MS pre-wh 1.71±0.08 1.93±0.08 2.16±0.07 2.39±0.07

MMSE pre-wh 1.72±0.08 1.94±0.07 2.17±0.06 2.40±0.05
ParNMF pre-wh 1.74±0.10 1.97±0.07 2.21±0.05 2.41±0.04
Conv.(no pre-wh) 1.73±0.09 1.95±0.08 2.18±0.06 2.41±0.05

Segmental SNR improvement and PESQ are reported in Tables III and
IV, where 95% confidence intervals are seen for each value. In general,
the performance from the proposed pre-whitener is better in comparison
to the other pre-whiteners since it results in a higher average segSNR
improvement (below 7dB) and higher average PESQ. Similar results to
the conventional enhancement method are seen by using the presented
pre-whitener, which indicates that a signal can be recovered even if it was
pre-whitened for another purpose.

5 Conclusions
In this work, we proposed a new adaptive NMF based pre-whitener with
pre-trained spectral envelopes parametrized with AR coefficients. The
proposed pre-whitener achieves a higher spectral flatness in comparison
to pre-whiteners based on classical noise PSD estimators, and therefore
reduces considerably the pitch errors. Speech enhancement results based
on the WGN assumption show that the pre-whitener can preserve the signal
of interest. A fundamental question is why one would pre-whiten the signal
instead of just enhancing it, so further research in answering this question
should be conducted.
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1. Introduction

Abstract
Most parametric fundamental frequency estimators make the implicit as-
sumption that any corrupting noise is additive, white Gaussian. Under this
assumption, the maximum likelihood (ML) and the least squares estimators
are the same, and statistically efficient. However, in the coloured noise case,
the estimators differ, and the spectral shape of the corrupting noise should be
taken into account. To allow for this, we here propose two schemes that refine
the noise statistics and parameter estimates in an iterative manner, one
of them based on an approximate ML solution and the other one based on
removing the periodic signal obtained from a linearly constrained minimum
variance (LCMV) filter. Evaluations on real speech data indicate that the
iteration steps improve the estimation accuracy, therefore offering improve-
ment over traditional non-parametric fundamental frequency methods in
most of the evaluated scenarios.

1 Introduction
The problem of estimating the fundamental frequency (a.k.a. pitch) of a pe-
riodic signal has received considerable attention during recent decades, and
is of particular importance in many forms of audio and speech processing,
such as speaker identification [1], audio coding [2], music transcription [3],
and speech decomposition [4]. As opposed to correlation-based methods (e.g.
YIN [5], RAPT [6]), parametric estimators [7] exploit a parametric model
of the signal structure, which, if correct, allows for estimators that are
more robust and that offer better resolution [8]. Many forms of parametric
estimators, e.g., those based on subspace orthogonality [9], assume that the
additive noise is white and Gaussian distributed (WGN), something that is
rare in practice. A common consequence of this is that the found estimate
is a rational number of the actual fundamental frequency when they are
applied in practical noise scenarios, causing so-called octave errors. This
effect may be alleviated by taking the spectral shape of the additive noise
into account, which can, for example, be done by modelling the noise as an
autoregressive (AR) process. Formulated mathematically, the problem may
thus be expressed as follows: A set of harmonically related sinusoids, with
frequencies {ωl}, are assumed to be observed corrupted by an additive AR
noise, e(n), for n = 0, ..., N − 1, such that

x(n) = s(n) + e(n) =
L

∑
l=−L,l 6=0

αlejωl n + e(n), (C.1)

where L is the number of harmonics and αl = α∗−l denotes the complex
amplitude of the lth harmonic. For voiced speech segments, it is often
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assumed that the harmonics are exact integer multiples of the fundamental
ω0, i.e., ωl = ω0l, leading to the so-called harmonic model. Under the
assumption that the additive noise may be well modelled as an AR process,
it further holds that

e(n) = −
P

∑
i=1

aie(n− i) + w(n), (C.2)

where {ai}P
i=1 are the noise AR parameters and w(n) is a driving zero-mean

WGN process with variance σ2
w.

Regrettably, jointly estimating the parameters detailing both the speech
({ωl} , {αl} , L) and the noise

(
{ai} , σ2

w
)

is computationally prohibitive, be-
ing a multimodal and multidimensional optimization problem [10], al-
though, reminiscent of the mixed-spectrum estimation problem presented
in [11], the problem described herein may be solved in a cascaded approach,
where the sinusoidal parameters and the AR noise parameters are esti-
mated separately. However, the problems differ in two significant ways.
Firstly, in [11], the signal is assumed to consist of independent sinusoids
(i.e., not harmonically related) in AR noise, whereas we strive to exploit the
harmonic structure of the sinusoids to allow for improved estimates [12].
Secondly, in [11], a single iteration of the procedure was sufficient for
convergence, since estimating independent sinusoids under the WGN as-
sumption is asymptotically efficient, even for coloured noise [13] but not for
fundamental frequency estimation.

In the problem considered herein, estimating ω0 without taking the AR
structure into account will increase the risk of selecting an erroneous peak
as the estimate, causing the noted octave error [14], and from the above
discussion it is suggested that the estimates of the noise and signal param-
eters should rather be done in an iterative manner. This may be done by
first estimating the sinusoidal frequencies without exploiting the harmonic
structure, which could then be incorporated using a weighting reminiscent
of the extended invariance principle (EXIP) [15]. An alternative, which is
examined here, is to first form an estimate of the noise shape, and then use
this in a pre-whitening step prior to estimating ω0 (such a filtering step will
not change the frequency content of the signal, merely the corresponding
amplitudes [14]). However, in order to allow for reliable estimates, accu-
rate noise AR parameters are required. For this purpose, accurate noise
statistics are needed and this topic has attracted significant interest, for
instance in classical algorithms such as minimum statistics (MS) [16] and
minimum MSE based on speech presence probabilities (MMSE-SPP) [17],
both which perform well when the noise is fairly stationary. However, for
non-stationary noise types, such as babble noise, the noise parameters
accuracy and the pre-whitening performance can be improved by taking
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into account prior spectral information on the AR-parameters of speech and
noise sources [18, 19]. In this paper, extending upon the work in [11, 14, 19],
we investigate two schemes for reducing the likelihood of octave errors
using an iteratively refined pre-whitening filter. Both proposed methods are
based on estimating the error sequence, from which a new pre-whitening
filter may then be directly obtained.

2 Model, problem and proposed method
To introduce notation and properly formulate the problem, we proceed to
introduce the fundamental frequency estimator along with useful matrix
and vector definitions, and discuss how the noisy signal can be pre-whitened.
Consider a signal segment of N samples,

x =
[
x(0) x(1) · · · x(N − 1)

]T , (C.3)

with (·)T denoting the transpose. Then, (C.1) may be written as

x = s + e = ZL(ω0)α + e, (C.4)

with e defined similar to x, and

ZL(ω0) =
[
z(ω0) z∗(ω0) · · · z(ω0L) z∗(ω0L)

]
, (C.5)

z(ω) =
[
1 e−jω · · · e−jω(N−1)

]T
, (C.6)

α =
1
2
[
A1ejψ1 · · · ALejψL ALe−jψL

]T , (C.7)

where Al > 0 denotes the (real-valued) amplitude and ψl ∈ [0, 2π) the
initial phase. For a not-voiced speech segment (including unvoiced speech
and pauses), the observed signal model thus reduces to x = e. Both models
may be expressed jointly as x = uZL(ω0)α + e, where u = 1 for a voiced
segment, and 0 otherwise. For white Gaussian noise, the ML estimate of ω̂0
is

ω̂0 = arg max
ω0

xTΠZL(ω0)x, (C.8)

where ΠZL(ω0) = ZL(ω0)
[
ZH

L (ω0)ZL(ω0)
]−1 ZH

L (ω0), which depends on the
(unknown) candidate model order, L. This is the estimator that we will here
refer to as the NLS (nonlinear least-squares) estimator. Fortunately, (F.9)
may be solved efficiently in an order-recursive manner [8], after which a
suitable order may be selected using a model selection criteria such as the
Bayesian Information Criteria (BIC) [20, 21]. The resulting estimate would
only be statistically efficient if e was white. As we are here concerned with
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coloured noise, the AR noise parameters need to be first estimated and used
to pre-whiten the signal using the filter

A(ω) = 1 +
P

∑
i=1

aie−jωi. (C.9)

In order to estimate the noise parameters, the noise spectral density (PSD)
φe(k), k = 0, 1, ..., N − 1, can be estimated using algorithms such as MS,
MMSE-SPP, the parametric NMF (Par-NMF) [19], or the model-based
method introduced in [18]. Using the estimated noise PSD, the noise autoco-
variance sequence is then estimated as re(n) = 1

N ∑N−1
k=0 φe(k) exp

(
j 2π

N nk
)

, 0 ≤
n ≤ P. Finally, a Levinson-Durbin recursion of order P is applied on re(n)
to determine the {ai}P

i=1 filter coefficients. Then, this pre-whitening filter is
applied to x, and the initial ω̂0 is obtained from (8).

What has been described up to now, does not involve a reestimation step,
and we now proceed to detail on how the parameters are reestimated. In
a first approach, using the harmonic structure, for a given ω̂0, the least
squares (LS) estimate of the amplitudes may be formed as [9]

α̂ = [ZH
L (ω̂0)ZL(ω̂0)]

−1ZH
L (ω̂0)x. (C.10)

Using the resulting estimate, the additive noise may be estimated by re-
moving the harmonic model contribution from the observed signal, such
that ê = x− ZL(ω̂0)α̂. From this estimate, the AR noise parameters ˆ{ai}

P
i=1

may be reestimated using the autocorrelation method (see, e.g., [22]) of AR
modeling, which may then be used to form a new pre-whitened signal vector,
from which a new estimate ˆ̂ω0 can be obtained. This process can then be
repeated until convergence, which is here defined as when the cost function
(F.9) between two consecutive iterations is below a given threshold value.
We refer to this method as the approximate ML approach.

The second possibility is to apply an optimal filter, capable of extracting
a desired periodic signal, which satisfies the harmonic model. For this
purpose, we make use of the noise covariance matrix, defined as Re =
E
[
eeT], where E [·] is the mathematical expectation operator. The applied

filter will be driven by the estimated fundamental frequency ω̂0 and by the
estimated model order L̂. A linear filter is applied to x in order to extract
an arbitrary signal sample s(n−m), i.e.,

ŝ(n−m) = hTx = hTZL(ω̂0)α + hTe, (C.11)

where h = [h0 h1 . . . hN−1]
T. It is seen that the filter affects both the speech

and noise components. In order to obtain a distortionless estimate of the
voiced speech sample, the constraint hTZL(ω̂0) = bT

mZL(ω̂0) is imposed,
which implies that the harmonics of the desired signal will not be distorted.
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Here, bT
m corresponds to the mth column of the N × N identity matrix. The

problem for extracting a sample of the desired periodic signal is to minimize
the residual noise variance (i.e., E

[
(hTe)2]) with the above constraint, i.e.,

min
h

hTReh s.t. hTZL(ω̂0) = bT
mZL(ω̂0). (C.12)

The filter resulting from this optimization problem is the linearly con-
strained minimum variance (LCMV) filter [23] and is given by

hLCMV = R−1
e ZL(ω̂0)

(
ZH

L (ω̂0)R−1
e ZL(ω̂0)

)−1
bT

m. (C.13)

The constraints of the problem can also be modified to estimate the entire
speech vector as

ŝ = HTx = HTZL(ω̂0)α + HTe, (C.14)

which for being distortionless must satisfy HTZL(ω̂0) = ZL(ω̂0). This leads
to the optimization problem

min
H

Tr
{

HTReH
}

s.t. HTZL(ω̂0) = ZL(ω̂0). (C.15)

The solution of this problem is given by

HLCMV = R−1
e ZL(ω̂0)

(
ZH

L (ω̂0)R−1
e ZL(ω̂0)

)−1
ZH

L (ω̂0) (C.16)

It is worth noting that one may here directly use the Gohberg-Semencul
(GS) formula (see, e.g., [24]) to form the matrix inverses in closed form using
the already estimated noise AR parameters:

R̂−1
e =

1
σ2

w




1 0

a1
. . .

...
. . . . . .

aP . . . a1 1




1 a1 . . . aP
. . . . . .

...
. . . a1

0 1



−


0 0

aP
. . .

...
. . . . . .

a1 . . . aP 0




0 aP . . . a1
. . . . . .

...
. . . a0

0 0


 (C.17)

The harmonic signal is then estimated as ŝ = HT
LCMVx, yielding the noise es-

timate ê = x− ŝ, from which noise AR parameters can then be reestimated.
A new pre-whitening filter is applied and a new estimate ˆ̂ω0 is reestimated.
As in the ML approach, a similar reiteration between estimating the noise
AR parameters and estimating the fundamental frequency to drive the
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LCMV filtering is possible, being repeated until convergence of the cost
function (F.9). We refer to this as the LCMV filtering approach.

In both approaches, when the not-voiced model is favored (i.e., L̂ = 0),
the estimated noise vector is ê = x, and if in the next iteration the segment
is still detected as not-voiced, the process is stopped for that segment.

3 Experimental setup
We now proceed to experimentally evaluate the performance of the intro-
duced method as compared to some well-known non-parametric methods,
namely YIN, RAPT, and the Cepstrum-based method introduced in [25],
here denoted Cepstrum. The speech material used for evaluation is the ten
sentences in the Keele database [26], resampled to 8 kHz. This database
has an annotated ground truth, which corresponds to an estimate obtained
using RAPT. In the evaluation, we discard labeled segments with a negative
value, i.e., we only considered voiced and not-voiced segments which have
certainty of the annotated values (see [26] for further details). The ground
truth values were obtained for segment lengths of 26.5 ms, with a shift of
10 ms between them. The same segment length and rate are used for all
the methods. The signals are corrupted by additive babble, factory, and
F-16 noise types from the NOISEX-92 database [27], at iSNRs of -5, 5, and
15 dB. The iSNR indicates the level of the clean speech signal relative to
the noise component in the noisy signal, i.e. iSNR = σ2

s
σ2

e
, where σ2

s is the

variance of the speech signal, and σ2
e is the variance of the noise signal.

To assess the performance, both the fundamental frequency estimation
accuracy and the voicing detection are of interest. Firstly, we use gross
error rate (GER) to compute the proportion of segments where both the
reference and the estimated values result in a voiced segment, and differ
in more than 20%. The percentage of voiced/not-voiced detection errors
is known as the voicing decision error (VDE). It is desirable to have low
values of both the GER and the VDE, however some estimators may have a
high VDE even if they presented a low GER as many not-voiced segments
could be wrongly classified as voiced, and vice-versa. Therefore, in [28], a
performance measure known as the full frame error (FFE) was proposed,
which considers all kinds of possible errors: GERs, not-voiced segments
wrongly classified as voiced, and voiced segments misclassified as not-
voiced.

The ω0 estimation is done on the interval [60,400] Hz for all methods.
For the NLS estimator, a maximum model order of L = 27 is used, and the
not-voiced case, i.e., L = 0 is considered as well. To allow that the fast NLS
estimator yields accurate estimates, the signal is first pre-whitened. The
AR pre-whitening order in (C.9) is set to P = 25. The applied pre-whitener is
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the one based on the parametric-NMF noise PSD estimate described in [19],
for which a dictionary that contains typical speech and noise spectral en-
velopes is required. To build the dictionary, speech and noise codebooks
were trained offline using a standard vector quantization technique (i.e., the
Lloyd algorithm) [29]. The training is done on LSF coefficients on segments
of 26.5 ms duration, with a time shift between segments of 10 ms. The
quantized LSF coefficients are converted back to linear prediction coeffi-
cients of order 12. Once the speech and noise codebooks are obtained, the
spectral envelopes corresponding to each codebook entry can be arranged as
columns of the dictionary matrix (as described in [19]). In our case, a speech
codebook of 32 entries was trained on 54 minutes of several sentences from
the CMU Arctic database [30], from 4 different speakers (2 female and 2
male), resampled from 16 to 8 kHz. A noise codebook of 16 entries was
trained on samples from the NOISEX-92 database of babble, F-16, factory,
and street noise, resampled at 8 kHz. It is important to note that the noise
samples used for the training are not the same ones used for the evaluation,
and also that the speech codebook involves different speakers from the
evaluation.

4 Experimental Results
We first demonstrate that the proposed reiteration scheme is able to correct
wrong initial estimates. Figure F.1 illustrates the ground truth and the
estimated fundamental frequencies of 650 overlapping segments (approx
6.5 s) of a female speech signal excerpt of the Keele database. The clean
signal is added factory noise at an iSNR of 15 dB. The ground truth is
plotted in black circles, where a value of 0 corresponds to a not-voiced
segment. In the top figure, the estimates which were obtained from the
NLS estimator (after applying the pre-whitening), without the reiteration
steps, are displayed. It may be seen that many segments which are not-
voiced are wrongly estimated as voiced. Applying reestimation using the
LCMV filtering technique (bottom figure), one may note that many of those
segments are now correctly detected as not-voiced.

Next, the performance as a function of the iSNR is investigated, com-
puted using 6 Monte-Carlo simulations, for each noise type, at each iSNR
and for each one of the Keele files. The results for the three noise types in
terms of GER, VDE, and FFE are shown in Figure F.2, including with the
corresponding 95% confidence interval. As YIN does not perform voicing
detection, it is here coupled with the voicing decisions of the summation
of residuals harmonics (SRH), as was also done in [31]. The NLS-NMF
notation implies no re-estimation, where ω0 is estimated only one time
from (8), after the pre-whitening filter from (9) is applied. The NLS-NMF
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Fig. C.1: Fundamental frequency ground truth and estimates without (top) and with (bottom)
the proposed LCMV filtering iteration scheme.

Iter1 and Iter2 notation correspond to the iterative scheme based on the
approximate ML approach and the LCMV filtering approach, respectively.
We have found that convergence in both approaches typically requires 4
to 5 iterations for a voiced segment and 2 to 3 for a not-voiced one. It is
important to point out that these approaches result in independent ω0 esti-
mates between all segments, as opposed to the other methods which include
a final step of refinement, using, for instance, dynamic programming or a
best local estimate selection.

First, it is noted that both presented iterative schemes result in similar
performance. Furthermore, the improvements from applying the reiteration
step are more evident at higher SNRs (i.e., 5 and 15 dB), as the confidence
intervals are not overlapping such as in the -5 dB case. Next, it is observed
that the Cepstrum method presents the lowest GER, although it results
in higher voicing detection errors than the NLS estimator, even if the
reiteration is not applied. Both the YIN and RAPT results are worse in
terms of GER than the NLS estimator, even without the reiteration, at
-5 and 5 dB. RAPT seems to better in terms of GER at 15 dB compared
to NLS if the reiteration is not applied, however the performance from
the approximate ML and the LCMV filtering reestimation is improved.
Lower voicing detection errors are seen from the proposed methods under
babble noise conditions, even without the reestimation, as compared to the
three non-parametric estimators. The NLS method, even without the re-
estimation, also has lower VDE as compared to YIN, in the F16 and factory
noise scenarios. Comparing to RAPT, the proposed methods (with and
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Fig. C.2: The GER, voicing detection errors and total frame error of the estimated fundamental
frequency, for different SNRs, for the Keele database with different noise types.

without the re-estimation) have lower VDE at -5 dB, for both F16 and factory
noise. However, at 5 and 15 dB, similar voicing detection errors are observed
when using the re-estimation schemes. It is important to remember that
RAPT makes use of a final dynamic programming stage, which also takes
the neighbor values into account, which is not the case for the NLS estimator.
In terms of full frame errors, in babble noise conditions, the proposed
methods, even if there was no reiteration, have better performance than
RAPT and YIN. Similar performance to the Cepstrum method is seen at -5
dB, while at 5 dB and 15 dB, the performance of NLS with reestimation is
better. For factory and F16 noise scenarios, the proposed reiteration scheme
yields lower FFE as compared to Cepstrum and YIN, at all SNRs, and also
compared to RAPT at -5 and 5 dB. It may be noted that RAPT seems to
be slightly better at 15 dB, although it should be recalled that the ground
truth estimates were obtained with that method.

5 Discussion
This paper considered the topic of fundamental frequency estimation in
coloured noise scenarios. Most estimators make an implicit assumption that
the corrupting noise is an additive, white Gaussian process, for which case
the least squares estimate is statistically efficient. In practice, the additive
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noise shape should be taken into account in order to avoid octave errors,
which may be done using a pre-whitening scheme using the estimated
noise parameters. In this work, we do so by forming an AR model for the
noise corrupting the speech segments, allowing us to form the required
pre-whitening filter. By then estimating the harmonic components, the
estimate of the additive noise may be improved, allowing for an improved
pre-whitening filter, which in turn allows for an improved pitch estimate. By
iteratively refining the estimates in this manner, one may reduce the risk of
octave errors noticeably. Evaluated on measured speech data, we conclude
that the NLS estimator reduces the number of full frame errors in most
of the scenarios and therefore can offer better performance than the state-
of-the-art non-parametric estimators, although only when the reiteration
scheme is applied. Even without taking the correlation of consecutive
estimates into account (i.e., tracking capabilities), the proposed method is
more robust to the noise.
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1. Introduction

Abstract
A common assumption in many speech and acoustic processing methods
is that the noise is white and Gaussian (WGN). Although making this
assumption results in simple and computationally attractive methods, the
assumption is often too simple and crude in many applications. In this
paper, we introduce a general purpose and online pre-whitener which can
be used as a pre-processor with methods based on the WGN assumption,
improving their reliability and performance in applications with colored
noise. The pre-whitener is a time-varying FIR filter whose coefficients are
found using a parametric non-negative matrix factorization (NMF), based
on autoregressive (AR) mixture modeling of both the noise component and
the signal component constituting the noisy signal. Compared to other
types of pre-whiteners, we show that the proposed pre-whitener has the best
performance, especially in applications with non-stationary noise. We also
perform a large number of experiments to quantify the benefits of using a
pre-whitener as a pre-processor for methods based on the WGN-assumption.
The experiments focus on pitch estimation, where the WGN assumption is
very popular, but examples with speech enhancement and time-of-arrival
estimation are also included.

1 Introduction
In many speech and acoustic applications, the signal of interest is contam-
inated with noise. To cope with this, methods or estimators designed to
extract the signal (or a quantity) of interest must be robust to the noise
whose level and spectral shape are often unknown a priori. Like the signal
of interest, a noise model can also be elicited from which a robust, joint
estimator of the signal and noise model parameters can be derived (see
examples in, e.g., [1–5]). A Gaussian noise model is popular, but estimating
its covariance sequence or its parametrization jointly with the signal model
parameters often leads to intractable estimators. Moreover, this approach
is not very flexible since a new estimator has to be re-derived when the
noise model changes. As an alternative to the joint approach, it is possible
to keep using methods which were derived based on the much simpler WGN
assumption, provided that a pre-whitener is used as a pre-processor so that
the noise color of the pre-whitened signal is approximately white. Vari-
ous acoustic and speech processing methods [6–13] have assumed that the
noise is WGN to retain the mathematical simplicity of the problem and to
achieve a fast implementation. However, if those WGN-based methods are
applied without any form of pre-processing, certain problems may appear.
An example of this can be found in pitch estimation where a pronounced
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noise peak at low frequencies causes the pitch estimator to produce a pitch
estimate which is an integer fraction of the true pitch [14]; an estimation
error which is often referred to as the subharmonic error. To combat this,
applying a pre-whitener as a pre-processor is desirable since the noise will
be whitened, thereby better fulfilling the model assumptions made in the
WGN-based method. As we show later, however, accurate information on
the noise spectrum (or, equivalently, statistics) is needed to perform this
pre-processing.

The task of applying a pre-whitening scheme has been important in
several areas, such as wireless communications [15], remote sensing [16],
sonar [17], biomedical engineering [18], speech [19–22] and acoustic array
processing [23]. Pre-whitening of the noise component can be performed
by, e.g., applying a general linear transformation. This can be a matrix
such as the Cholesky factor of the inverse noise covariance matrix [14, 24]
that will decorrelate the noise samples, but at the same time will modify
the signal of interest, including the frequency content [20]. This was seen
in [25], where the Cholesky factor was applied in the context of subspace-
based speech enhancement. Also, in [14, 20] it was shown how applying
the Cholesky factor as a whitening transformation to noisy signals will
modify the harmonic model structure, often used in pitch estimation, of
the desired voiced speech parts. An alternative way to pre-whiten the
background noise is to apply a linear filter whose amplitude response is the
inverse of the spectral shape of the noise. An example is the (autoregressive)
AR pre-whitener [26] which is an FIR filter whose coefficients are the AR
parameters [27] describing the noise spectral shape. This filter corresponds
to the classical prediction error filter [28], and its application only modifies
the sinusoidal amplitudes and phases of the desired signal and not its
frequency content (asymptotically) [14]. Therefore, model-based estimators
assuming WGN such as the (nonlinear least squares) NLS pitch estimator
[6, 7, 29] can be reliably used after the signal has been pre-processed with
that pre-whitening filter. It should be noted that fitting the noise (power
spectral density) PSD with a smoothed spectrum, as the AR spectrum is, is
preferable to directly using the estimated noise PSD coefficients to generate
the FIR filter that counteracts the noise spectral shape, since this option
could possibly lead to inaccurate estimates [14].

In this paper, we address the problem of how an AR pre-whitener should
be computed so that statistical-based estimators assuming WGN [6, 7]
achieve the best performance when cascaded with it. We do not only show
that using a pre-whitener as a pre-processor improves the accuracy of such
estimators, but also that using a pre-whitener, which relies on a priori
spectral information, leads to a better performance than simply using a pre-
whitener based on a noise PSD tracker, often used in speech enhancement
applications [30, 31]. We also show that in some scenarios, non-parametric
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pitch estimators [32, 33] can also benefit from a pre-whitener. To estimate
the needed noise statistics, from which the pre-whitenining filter coeffi-
cients are derived, we use the recently introduced model in [34] where
both the signal and noise are represented as a sum of time-varying AR
processes. The estimation of the parameters of this model was performed
using parametric NMF in [34] which is a generalisation of traditional NMF
of superimposed Gaussian sources [35]. In the proposed pre-whitener, the
noise statistics were obtained from the parametric NMF method and the
AR dictionaries were pre-trained offline on typical envelopes of speech
and noise sources represented by AR parameters. Given the pre-trained
AR-dictionaries, the parametric NMF method continuously re-computes
the activation coefficients which are the excitation noise variances of the
pre-trained AR-spectra. The solution of the cascade of the AR pre-whitener
with the NLS pitch estimator can be further improved by post-processing
the initial estimates through iterative refinement, leading to an improved
accuracy [36]. Some of the presented ideas have been outlined in [36, 37],
on the basis of the parametric NMF formulation in [34], but we here inves-
tigated the conditions that lead for a higher noise whiteness and improved
spectral estimation accuracy, which at the same time lead to an improved
accuracy of pitch estimators as compared to the ones reported at [36, 37].
Moreover, we consider a source localization application, namely time of
arrival (TOA) estimation [9].

The remainder of this paper is organized as follows. Section 2 introduces
the related work. We describe how to obtain the AR pre-whitening filter
on a segment-by-segment basis in Section 3. In Section 4, we describe
how the pre-whitening filter coefficients can be obtained from a noise PSD
estimate which relies on a parametric NMF that makes use of prior spectral
information stored in AR dictionaries. The experimental setting, details for
training the dictionaries, the performance measures and the discussion of
the observed results are presented in Section 5. Finally, Section 6 concludes
the presented work.

2 Related work
To cope with the non-stationary nature of both the signal of interest and
the noise, a pre-whitener should update its parameters, e.g., on a segment-
by-segment basis [24]. Unfortunately, the noise statistics needed in the
pre-whitener are not known and estimating them from the noisy mixture is
difficult. In the literature, the parameters of the pre-whitener are usually
determined only from segments in which the desired signal is absent, i.e.,
where only the noise is present. For example, in a sonar application to detect
a low-Doppler target [26], an AR pre-whitener obtained its parameters only
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when the reverberation was assumed to be present, thus ignoring a more
realistic scenario in which both the reverberation and the signal of interest
coexist. Similarly, in [25], the noise statistics were only computed during
speech silent periods obtained from a voice activity detector (VAD) [38].
Other works, such as [39], have assumed that the noise AR parameters
describing the noise spectral shape are known beforehand, but this is
unrealistic specially in non-stationary noise situations where the noise
spectral shape changes quickly between segments.

For non-stationary noise, the noise statistics may change significantly
during speech presence, and this will not be tracked when a VAD is used,
potentially leading to a poor performance of the pre-whitener as well as
the estimator assuming WGN. During speech presence, information about
the noise spectrum can be tracked across time using various well-known
state-of-the art methods (e.g., minimum statistics (MS) [30] and MMSE
based on speech presence probabilities (SPP) [31]). Pre-whitening reliant on
these approaches results in a good performance when the noise is stationary
or slowly time-varying, but not when the noise is highly non-stationary. For
pitch estimation, this was demonstrated in [14].

To cope with noise statistics estimation in nonstationary noise, a model-
based estimator [40] using a priori spectral information about typical speech
and noise AR parameters stored in pre-trained codebooks has been found to
improve the noise PSD estimation accuracy compared to traditional noise
tracking methods. As opposed to traditional codebook-based approaches
which use a log-spectral distortion approximation and make use of noise
classification [41, 42], multiplicative-update (MU) based approaches [43]
have been shown to result in more accurate excitation variance estimates,
i.e., they capture better the noise spectral envelope. For the introduced
pre-whitener based on parametric NMF, the minimization of the spectral
distance between the periodogram and the modelled PSD leads to an MU
rule of the activation coefficients. It should be noted that the parametric
NMF method differs from unsupervised approaches such as [35, 44] by
parametrising the dictionary with normalised AR-envelopes.

3 AR pre-whitener
This section describes the basic principle of how an AR pre-whitening filter
can be applied when the noise statistics are available. The details on how
such noise statistics can be estimated are discussed in the next section. An
observed signal x(n) is assumed to be formed by the mixture of a clean
signal of interest (e.g., speech) s(n) and a colored noise signal c(n), i.e.,

x(n) = s(n) + c(n) . (D.1)
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Furthermore, we assume that c(n) is well modeled as an AR process, i.e.,

c(n) = −
P

∑
i=1

wc(i)c(n− i) + e(n) . (D.2)

This means that c(n) is modelled to be generated by passing white Gaus-
sian excitation noise e(n) with variance σ2

e through an all-pole filter with
response

H(ω) =
1

W(ω)
=

1
1 + ∑P

i=1 wc(i)e−jωi
, (D.3)

where {wc(i)}P
i=1 denote the AR parameters which describe the spectral

shape of the colored noise, and P is the AR order. This generative noise
model is illustrated in the left part of Fig.(F.1)). For a stable AR process,
the original white Gaussian excitation noise can be retrieved using the
FIR filter W(ω) in the right part of Fig.(F.1)). Thus, the filter W(ω) is
a whitening filter, and the prefix "pre" denotes that it is applied before
some other method. The noise AR parameters {wc(i)}P

i=1 and the excitation

H(ω) = 1
W(ω)

WGN
e(n)

AR
c(n)

W(ω) = 1
H(ω)

AR
c(n)

WGN
e(n)

Fig. D.1: Generative noise model (left) and whitening FIR filter (right)

variance σ2
e are seldom known and must, therefore, be computed from the

noise statistics. If the noise covariance sequence {rc(i)}P
i=0 is available, the

AR parameters can be computed by solving the Yule-Walker equations [27]
rc(0) rc(1) . . . rc(P)

rc(−1) rc(0) . . . rc(P− 1)
...

...
...

...
rc(−P) rc(−P + 1) . . . rc(0)


︸ ︷︷ ︸

RP+1


1

wc(1)
...

wc(P)


︸ ︷︷ ︸

wP

=


σ2

e
0
...
0

 (D.4)

which can be implemented efficiently using the Levinson-Durbin algorithm
[27, 28]. If instead N uniform samples from the noise PSD {Φc(k)}N−1

k=0 is
available, the noise covariance sequence can be computed as [27]

rc(n) =
1
N

N−1

∑
k=0

Φc(k) exp
(

j
2π

N
nk
)

, 0 ≤ n ≤ P . (D.5)

Due to the time-varying noise statistics, the AR parameters will be
time-varying. In practice, we implement this by dividing the data into
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overlapping segments, each of length N. Given such N data samples

x(l) =
[
x(0, l) x(1, l) · · · x(N − 1, l)

]T (D.6)

and time-varying AR parameters wP(l) in segment l, the pre-whitener
is implemented in the frequency domain. That is, the discrete Fourier
transform (DFT) of the pre-whitened signal is computed as

X̂W(k, l) = W(k, l)X(k, l) (D.7)

where W(k, l) and X(k, l) are the kth bin of the N-length DFT of time-varying
AR parameters wP(l) and the data segment x(n + lM)v(n), respectively,
where M denotes the hop size in samples between segments and v(n) is
the analysis window. The whitened signal in the time domain xW(n, l)
is then obtained by computing an inverse DFT of {X̂W(k, l)}N−1

k=0 . As the
processing is done on overlapping segments, a synthesis window v(n) is
applied to update the full pre-whitened signal as xW(n + lM) = xW(n +
lM) + v(n)xW(n, l).

4 Noise PSD estimation based on parametric
NMF

As mentioned above, segment-wise estimates of the noise PSD Φc(k) are
required to compute the AR-coefficients used in the pre-whitening filter. In
this section, we describe how the noise PSD is estimated in the proposed
pre-whitener from a segment of data. Note that we omit the segment
index l in this section to simplify the notation. To get good performance
in even non-stationary noise conditions, we here propose that the noise
PSD estimate is obtained by taking typical spectral shapes of speech and
noise into account. For this purpose, we model the data vector in (D.6) as
a summation of U AR processes {tu}U

u=1 where each AR-process describe a
typical spectral shape. Specifically, the data vector is modelled as

x =
U

∑
u=1

tu =
Us

∑
u=1

tu +
U

∑
u=Us+1

tu, (D.8)

where the first Us AR processes model clean signals (e.g., speech), and
the last Uc AR processes model noise signals. A stationary and stable AR
process can be described as a realisation from a multivariate Gaussian
probability density function (pdf) [42], i.e., tu ∼ N (0, σ2

uRu(au)), where σ2
u

is the excitation variance, Ru(au) is its gain normalized covariance matrix,
and

au =
[
1 au(1) · · · au(P′)

]T (D.9)
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is the vector containing the AR parameters of the uth spectral basis. Here
P′ is the AR order.

The likelihood of the observation x as a function of U excitation variances
and U spectral shapes is given by

p(x|σ, D) ∼ N
(

0,
U

∑
u=1

σ2
uRu(au)

)
(D.10)

where
σ =

[
σ2

1 · · · σ2
U
]T (D.11)

is a U × 1 vector containing the U excitation variances and is referred to
as the vector of activation coefficients. The matrix D of dimension N ×U
is referred as either the spectral basis matrix or the AR dictionary, and its
column vectors are the U gain normalized PSDs parametrised by the AR
parameters, i.e.,

D =



d1(0) · · · du(0) · · · dU(0)
...

...
...

d1(k) · · · du(k) · · · dU(k)
...

...
...

d1(N − 1) · · · du(N − 1) · · · dU(N − 1)


=



d̃0
...

d̃k
...

d̃N−1


(D.12)

=
[
d1 · · · du · · · dU

]
. (D.13)

where d̃k and du the kth row vector and uth column vector of D, respectively.
As shown in the Appendix, the (k, u)th element of D is given by

du(k) =
1∣∣∣1 + ∑P′

i=1 au(i) exp(− 2π jik
N )

∣∣∣2 (D.14)

which is the kth bin of the uth gain normalized PSD. The U different sets of
AR parameters {au(i)}P′

i=1 are obtained from a training stage which is de-
tailed in the next section. The matrix D can be partitioned as D =

[
Ds Dc

]
,

where Ds of size N ×Us contains only the Us signal spectral envelopes, and
Dc of size N ×Uc contains only the Uc noise spectral envelopes. The kth row
of D can be partitioned similarly, and we write this as d̃k =

[
d̃s,k d̃c,k

]
.

The AR parameters describing the spectral shapes contained in D are
obtained offline. Thus, only the activation coefficients in σ have to be
estimated online which we do by maximizing the likelihood in (D.10) w.r.t.
σ, i.e.,

σ̂ = arg max
σ≥0

p(x|σ, D) = arg max
σ≥0

N
(

0,
U

∑
u=1

σ2
uRu(au)

)
. (D.15)
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As shown in the Appendix, the log-likelihood function can be expanded as

ln p(x|σ, D) = −N
2

ln 2π − N
2

DIS (Φ|Dσ)− 1
2

N−1

∑
k=0

ln Φ(k) +
N
2

(D.16)

where we have defined

Φ(k) =
1
N
|X(k)|2 =

1
N

∣∣∣∣∣N−1

∑
n=0

x(n) exp
(
−j2π

nk
N

)∣∣∣∣∣
2

(D.17)

Φ =
[
Φ(0) · · · Φ(N − 1)

]T (D.18)

DIS(ψ1|ψ2) =
1
N

N−1

∑
k=0

(
ψ1(k)
ψ2(k)

− ln
ψ1(k)
ψ2(k)

− 1
)

. (D.19)

The function DIS(ψ1|ψ2) is the Itakura-Saito (IS) distortion measure be-
tween two discrete spectra ψ1 and ψ2 [45]. As ∑N−1

k=0 ln Φ(k) does not depend
on σ, maximising the likelihood with respect to σ simply corresponds to
minimizing the IS distance between the periodogram Φ and the modelled
PSD Dσ, under the constraint that Φ(k) ≥ 0 ∀k. That is, the ML estimate
of σ is obtained by solving the supervised non-negative matrix factorisation
(NMF) problem

σ̂ =
[
σ̂s

T σ̂c
T]T

= arg min
σ≥0

DIS (Φ|Dσ) . (D.20)

We remark here that unlike in [46], the matrix D is parametrised by pre-
trained AR-envelopes for which reason the problem here is referred to as
parametric NMF [34]. We also remark that the optimization problem can
easily be extended to the case where V > 1 segments are available which is
the case in, e.g., offline processing. The modelled PSD can be written as the
matrix product DΣ where Σ of dimension U ×V is the activation matrix
containing the activation coefficients of a segment as a column vector, i.e.,
Σ =

[
σ(1) · · · σ(V)

]
.

Focusing on estimating σ for a single segment from (D.20), it is well-
known in the NMF-literature that (D.20) cannot be solved analytically.
Instead, the multiplicative gradient descent (MU) [47, 48] is typically used
to iteratively approach the solution. Specifically, the value of the variable
of interest at the (i + 1)th iteration is updated by multiplying its value at
the previous ith iteration by the ratio of the negative part to the positive
part of the gradient of the criterion with respect to this variable, namely
θ(i+1) ← θ(i)

[∇ f (θ)]−
[∇ f (θ)]+

, where θ is the variable of interest and the gradient
is decomposed as ∇ f (θ) = [∇ f (θ)]+ − [∇ f (θ)]−. Taking the derivative of
DIS (Φ|Dσ) with respect to œ leads to

∂DIS (Φ|Dσ)

∂σ
= DT

[
(Dσ)[−2] � (Dσ −Φ)

]
= DT(Dσ)[−1] −DT(Dσ)[−2] �Φ

(D.21)
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which leads to that œ is computed iteratively from

σ̂(i+1) ← σ̂(i) �
DT
(

Dσ̂(i)
)[−2]

�Φ

DT
(
Dσ̂(i)

)[−1]
, (D.22)

where � denotes element-wise multiplication. The division and exponen-
tiation are also element-wise, and the number of iterations is denoted as
I.

Having computed σ̂ =
[
σ̂s

T σ̂c
T]T, we can compute an SNR estimate

as

ξ(k) =
λ2

s (k)
λ2

c (k)
(D.23)

where

λ2
s (k) = d̃s,kσ̂s (D.24)

λ2
c (k) = d̃c,kσ̂c . (D.25)

In the noise PSD estimation literature, these quantities are often referred
to as the a priori SNR, the prior speech PSD, and the prior noise PSD,
respectively. Given values for these quantities, it can be shown that the
MMSE estimator of the noise PSD is [31]

Φc(k) =
(

1
1 + ξ(k)

)
Φ(k) +

(
ξ(k)

1 + ξ(k)

)
λ2

c (k), (D.26)

for k = 0, ..., N − 1. The differences between the estimate in (D.26) and
the MMSE-based estimate in [31] are how the a priori SNR and the prior
noise PSD are computed. While we here obtain values for these via the
parametric NMF method, the approach in [31] relies on speech presence
probabilities (SPPs).

To add robustness to cases where the observed noise samples are not
well-represented by the pre-trained spectral envelopes in D, it can be aug-
mented with a single time-varying entry corresponding to the normalized
AR spectral envelope that is fitted to the MMSE-SPP [31] noise PSD based
pre-whitener {wMMSE-SPP(i)}P′

i=1, in which each frequency-bin entry is given
by

dMMSE-SPP(k) =
1∣∣∣1 + ∑P′

i=1 wMMSE-SPP(i) exp
(
− 2π jik

N

)∣∣∣2 . (D.27)

A summary on how the pre-whitening filter is updated for a single segment
is outlined in Alg. 1. Note that the computational complexity of each
step is given using big O notation. A block diagram of the pre-whitening
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Algorithm 1 Proposed Pre-whitening for a single segment, based on para-
metric NMF noise PSD estimate, assuming Us signal and Uc noise spectral
envelopes whose columns given by (D.14) are contained on D.

1: Obtain Φ(k), k = 0, ..., N − 1 from (D.17) .O(N log N)
2: Estimate MMSE-SPP noise PSD [31] and fit it to an AR spectrum using

(D.5) and (D.4). Augment D with envelope whose elements are given by
(D.27) .O[(N + P) log N] +O(P2)

3: Initialize σ̂(i) with random positive numbers .O(1)
4: for i=1:I do .O(UNI)
5: Compute σ̂(i) using (D.22)
6: end for
7: Compute λ2

s (k) and λ2
c (k), for k = 0, ..., N − 1, from (D.24) and (D.25)

.O(UN)
8: Obtain ξ(k) from (D.23), for k = 0, ..., N − 1 .O(N)
9: Estimate Φc(k), k = 0, ..., N − 1 from (D.26) .O(N)

10: Fit noise PSD to AR spectrum of order P via (D.5) and (D.4). The pre-
whitening filter is W(ω) = 1 + ∑P

i=1 wc(i)e−jωi .O(P log N) +O(P2)

method based on parametric NMF is shown in Fig. (D.2). The proposed
pre-whitening method has a time complexity of O[(N + P) log N] + O(P2) +
O(NUI), while pre-whitening based on MMSE-SPP and MS has simply an
order of O[(N + P) log N] +O(P2).

Pre-trained (offline)

 Obtain MMSE-SPP
AR spectrum

Dc Ds

Compute  (MU rule)

 

Obtain AR Pre-whitener

Compute noise PSD

Compute
Periodogram 

Pre-whitened signal

Compute noisy spectrum

Fig. D.2: The block diagram of a parametric NMF-based AR pre-whitener.
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5 Experimental setup and results
In this section, we present an extensive performance evaluation of the pro-
posed pre-whitener on real signals under different colored noise scenarios.
Except for the last experiment, which is concerned with time-of-arrival
(TOA) estimation, we focus on speech processing problems. Specifically, the
results of the following experiments are presented.

1. We seek to answer if whitening the noise using a pre-whitener is
preferable to removing the noise using a speech enhancement (or noise
reduction) algorithm [49]. Specifically, we evaluated the accuracy of
the nonlinear least squares (NLS) pitch estimator [6, 7], which is
optimal under a WGN assumption, when its input speech signal has
either been pre-whitened or enhanced. The comparison also included
the baseline approach where no pre-processing is performed.

2. We demonstrate that the proposed pre-whitener outperforms other
pre-whiteners in terms of whiteness and spectral distance to an oracle
pre-whitener. The oracle pre-whitener is the pre-whitener obtained
from the AR parameters computed directly from the noise signal.

3. We investigate how the pre-whitening performance depends on the
AR-order and the number of spectral shapes of the pre-trained dictio-
naries.

4. We aimed to verify that a better estimation accuracy of the NLS
pitch estimator could be obtained when the signal was pre-processed
with the proposed pre-whitener, especially in non-stationary noise
conditions. The comparison also included the case in which a fixed
(i.e., non-adaptive) pre-whitener is applied. Moreover, for a fairer
comparison to typical non-parametric pitch estimators (e.g., RAPT),
we then conducted an experiment in which we applied either speech
enhancement or pre-whitening before the pitch was estimated with
those classical approaches, thus allowing us to determine whether
there is a greater benefit with certain types of pre-processing. The
computational complexity of the different pre-processing approaches
was also evaluated.

5. We applied a last stage of post-processing in order to contrast the
performance to individual pitch estimators.

6. Finally, the last experiment dealt with TOA estimation, and it was as-
sessed how much the proposed pre-whitener improved the estimation
accuracy.
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5.1 Codebook training
As we have alluded to earlier, the matrix D in (D.12), containing spectral
envelopes of typical speech and noise segments, must first be obtained via a
training step. The spectral envelopes are determined from autoregressive
parameters which were obtained by using a standard vector quantization
technique of speech coding. Specifically, the generalized Lloyd algorithm
[50] was used to obtain cluster centers of line spectral frequency (LSF)
coefficients of order P′ = 12 computed from a large number of windowed
data segments. The LSF parametrization was used in the clustering to
ensure that the cluster centers corresponded to stable AR-processes. The
obtained cluster centers were converted into AR parameters of order P′ = 12.
The collection of cluster centers converted into AR-parameters are often
referred to as a codebook [41, 42]. A speech codebook of Us entries was
obtained from training on 54 minutes of sentences uttered by four speakers
(two male and two female) from the CMU Arctic database [51], which were
re-sampled from 16 to 8 kHz. We note that another database was used
in the evaluation. Similarly, a noise codebook of Uc entries was obtained
from training samples from the NOISEX-92 database [52], and we used
the noise types babble, factory, F-16 and street, all resampled to 8 kHz.
The duration of segments for the training was 32 ms, with an overlap of
50 %. The codebook sizes Us and Uc are intentionally kept as variables as
we evaluate the pre-whitening performance for different codebook sizes.

5.2 Performance measures
To compare the different pre-whiteners, both the spectral flatness measure
(SFM) and the IS distortion are used. The SFM is defined as the ratio
between the geometric mean and the arithmetic mean of a PSD [53], i.e., as

SFM =

N
√

∏N−1
k=0 Φc,w(k)

1
N ∑N−1

k=0 Φc,w(k)
. (D.28)

where Φc,w is the noise PSD of the pre-whitened noise. The SFM indicates
how correlated the noise samples are and, therefore, the degree of coloring.
A value of 0 means that the noise is very correlated (colored), whereas an
SFM of 1 means that the noise is perfectly white (the samples are perfectly
uncorrelated). Therefore, an important goal of a pre-whitener is to increase
the SFM, and we can also use the SFM to quantify the performance of a
pre-whitener. Another approach to quantifying pre-whitening performance
is to measure a spectral distance between a pre-whitener and the oracle pre-
whitener. We here measure this spectral distance using the IS distortion
defined in (D.19). Note that both the SFM and IS distortion are computed
on a segment-by-segment basis and averaged over the test set.
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While the SFM and IS distortion can be used to evaluate a pre-whitener
directly, we can also evaluate it indirectly by measuring the performance
improvement of the estimator cascaded with a pre-whitener. For pitch
estimation, typical performance measures are [54]:

• Gross Error Rate (GER): GER is defined as

GER =
Ng

NVV
× 100 % (D.29)

where NVV is the number of voiced segments and Ng is the number
of voiced segments in which the magnitude of the relative difference
between the estimate and the ground truth is greater than a threshold.
Here, we used a relative threshold of 20 %. Note that only segments
which a correctly classified as being voiced are included in the GER.

• Voicing Detection Error (VDE): VDE is defined as

VDE =
NVU + NUV

N
× 100 % (D.30)

where NVU, NUV , and N are the number of segments misclassified as
voiced, the number of segments misclassified as not-voiced (i.e., as
unvoiced or pauses), and the total number of segments, respectively.

• Full Frame Error (FFE) [54]: FFE is defined as

FFE =
NVU + NUV + Ng

N
× 100 % (D.31)

where the different quantities are the same as in the GER and VDE.
Note that FFE is a composite metric which is simply the sum of the
VDE and the FFE when all segments are voiced and correctly classfied
as being voiced (i.e., when N = NVV).

5.3 Experimental results with the Keele speech database
The set of experiments in this subsection was conducted on the Keele
database [55], which consists of speech recordings of around 40 seconds
from five male and five female speakers. The signals were resampled
from 20 kHz to 8 kHz. Pitch estimates1 extracted from laryngograph
measurements segmented into 26.5 ms frames with 16.5 ms overlap are
available in the database, and we treat these as being the ground truth
estimates. We used the same segment length and overlap for the pitch
estimators. Note that we in the evaluation have ignored segments for which

1The pitch estimates were computed using the RAPT [32] pitch estimation method and
manually checked afterwards.
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the ground truth estimate has been labelled unreliable. These segments
represents only approximately 3 % of the total number of segments.

Different noise types such as babble, factory, F-16 and street noise from
the NOISEX-92 database [52] were added at different values of iSNR. The
iSNR indicates the power level of the clean speech signal relative to the
noise power component, i.e.,

iSNR =
σ2

s
σ2

c
, (D.32)

where σ2
s is the variance of the speech signal, and σ2

c is the noise signal
variance. The samples used for the testing were different from those used
in the training of the noise codebooks. In addition, samples of restaurant
noise from the Aurora database [56], already sampled at 8 kHz, were used
in the evaluation to assess the robustness against new encountered noise
types.

Comparison to no pre-processing and to speech enhancement

First, the accuracy of a WGN-based method, namely the nonlinear least
squares (NLS) pitch ω0 estimator [6, 7], was assessed for the cases where
the input signal to the estimator is either pre-whitened, enhanced using
a speech enhancement method (an approach suggested in [49]), or unpro-
cessed. Fig. (D.3) illustrates the case where a pre-whitener is used as a
pre-processor. Note that a final post-processing step can be used to refine
the initially obtained parameter estimates. Such post-processing step is
ignored in all the subsections, except the last one, as we want first to verify
that a pre-whitener applied as a pre-processor will result in a better accu-
racy of the pitch estimator. The NLS estimator of ω0 [6, 29] corresponds to

Pre-whitener
x(n)

WGN-based estimator Post-processing Estimate
(e.g., ω̂0)

Fig. D.3: Structure diagram for obtaining estimates on colored noise scenarios based on a
WGN method.

the ML estimator under the WGN assumption and is given by

ω̂0 = arg max
ω0

xTZL(ω0)
[
ZH

L (ω0)ZL(ω0)
]−1

ZH
L (ω0)x, (D.33)

where ZL(ω0) = [z(ω0) z∗(ω0) ... z∗(ω0L)] is a Fourier matrix constructed
from 2L complex exponential vectors z(ω0l) = [1 ejω0l ... ejω0l(N−1)]T. Here,
x is the vector used in the estimation, either the vector of noisy speech (i.e.,
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discarding the pre-processing block), or enhanced speech or pre-whitened
speech. An important feature of this problem is that it jointly estimates
ω0 and the number of real sinusoids L. The frequency of each sinusoid
is an integer multiple of the fundamental ω0, in contrast to the case of
independent sinusoids, which are not harmonically related [1]. To obtain
L, some Bayesian model comparison methods (e.g., based on maximum a
posteriori) [57] can be used to find the most likely model order, after esti-
mates of ω0 have been obtained for all candidate model orders. The model
comparison is the key in reducing the sub-harmonic error problems, such as
doublings or halvings. Such model comparison also includes the case L = 0,
i.e., it is possible to do voicing detection. In all the experiments related to
pitch estimation, the pitch range was [60,400] Hz, and a maximum model
order of L = 30 harmonics is set for the model comparison.

To ensure that the differences in noise PSD estimates do not influence
the result, both the applied AR pre-whitener and the speech enhancement
method were based on the introduced parametric NMF (Par-NMF) noise
PSD estimate. In the first experiment, Us = 32 and Uc = 16 pre-trained
spectral shapes were used, whereas we assessed the performance as a
function of the number of entries in the second experiment. The pre-
whitening order was set to P = 30, and the pre-whitening filter coefficients
were updated on segments of length 32 ms, with a time shift of 16 ms
between them. In the MU rule, I = 40 iterations were used. The pre-
processing based on speech enhancement was performed with the optimally
modified LSA (OM-LSA) speech estimator [58]. The iSNR was varied
from -5 to 10 dB, and three Monte-Carlo simulations (MCS) were run for
each noise type at each iSNR for each file from the Keele database. The
performance measures in (D.29)-(D.31) were computed and are depicted in
Fig. F.2 with 95 % confidence intervals. The average number of pitch errors
was very high when x is the unprocessed input signal, even in high SNR
conditions. When x is produced by the speech enhancement method, the
pitch estimation accuracy improved considerably in most cases compared
to when the input signal was unprocessed. When x is the pre-whitened
input signal, this gives the overall best performance, as noted from the
non-overlapping confidence intervals between speech enhancement and
pre-whitening. This is more evident at lower iSNRs, but still a considerable
gap is seen at high SNRs, specially for non-stationary noise types, such as
babble and restaurant noise.

Comparison of AR pre-whiteners

We investigated the pre-whitening performance of AR pre-whiteners based
on three noise PSD estimates: MS [30], MMSE-SPP [31], and the proposed
Par-NMF based approach. Since the codebooks were trained on segments
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Fig. D.4: The gross pitch errors, voicing detection errors and full frame errors of the estimated
pitch computed by the NLS pitch estimator, for different iSNRs, with different colored noise
types, after assuming that the noise is WGN, applying speech enhancement, or applying
pre-whitening.

of 32 ms, overlapped by 50 %, the same segment length and overlapping
percentage were used in the different pre-whiteners. The SFM of the
pre-whitened noise in (D.28) and the IS distortion between the frequency
responses of the oracle and the estimated pre-whiteners were evaluated.

First, we studied the performance as a function of the AR-order P. The
iSNR used in this setup was 0 dB. The SFM results include four curves,
as the performance from applying the oracle pre-whitener is also included
while the IS distortion plots only involve three curves, as comparing the
response of the oracle pre-whitener to itself leads to an ISD of 0. Us = 32
and Uc = 16 pre-trained spectral shapes were used. Before pre-whitening,
the average SFM values at all the iSNRs were: babble noise (0.065), factory
noise (0.045), restaurant noise (0.129), and F-16 noise (0.115). The results
are depicted in Fig. F.3. For the proposed Par-NMF pased pre-whitener, the
SFM increased as a function of P, but at the same time, the ISD between
the oracle and the estimated pre-whitener increased. Thus, even if the
noise gets closer to being white by increasing P, the spectral response of the
pre-whitener becomes more different from the oracle pre-whitener response,
given that fitting the estimated noise PSD to an AR spectrum of a higher
order P is more prone to overfitting. With a lower P, the noise PSD can
be more easily fitted to a much smoother spectral shape, which may lack
some detail. The performance of pre-whitening based on MMSE [31] is
better than the one based on MS [30]. The SFM from Par-NMF based pre-
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Fig. D.5: The IS distortion between the oracle and estimated pre-whiteners and the spectral
flatness measure of the pre-whitened noise as a function of the AR pre-whitening order, at
iSNR = 0 dB, under different colored noise scenarios. A lower IS distortion is preferred, and a
higher SFM is desirable. Results are reported in 95% confidence intervals.

whitening was always higher than that based on MS and MMSE for both
babble and F-16 noise. An important observation is that increasing P did
not appear to significantly improve the noise whiteness by pre-whitening
based on MS or MMSE. For factory noise, the Par-NMF pre-whitener can
achieve better performance when P is not too low. For the restaurant noise
scenario, with a P > 30, the Par-NMF based pre-whitener had lower ISD
than the MMSE based pre-whitener. To balance the noise whiteness and the
accuracy of the pre-whitener response, we found using a value of P in the
interval [30,40] to be convenient. We used P = 36 in the next experiments.

Next, we evaluated how the performance of the Par-NMF pre-whitener
depends on how many speech and noise entries are used in D. The perfor-
mance was evaluated for different combinations of noise and speech AR
dictionaries sizes where the speech AR dictionary Ds could have 2bs spectral
shapes for bs ∈ {5, 6, 7, 8} and the noise AR dictionary Dc could have 2bc

spectral shapes forbc ∈ {3, 4, 5, 6, 7, 8, 10}. Again, the iSNR was fixed at 0 dB.
The results are displayed in Fig. D.6. Using 32 speech spectral envelopes
gives the best results, and increasing Us degrades the performance due to
overfitting, as it was also seen in [59] in a speech enhancement framework.
Using Us = 32 with Uc ≥ 128 spectral shapes lead to the best performance

115



Paper D.

3 4 5 6 7 8 9 10

0.35

0.4

0.45

0.5

0.55

3 4 5 6 7 8 9 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

3 4 5 6 7 8 9 10

0.35

0.4

0.45

0.5

0.55

3 4 5 6 7 8 9 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

3 4 5 6 7 8 9 10

0.35

0.4

0.45

0.5

0.55

3 4 5 6 7 8 9 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

3 4 5 6 7 8 9 10

0.35

0.4

0.45

0.5

0.55

3 4 5 6 7 8 9 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Fig. D.6: The spectral flatness measure of the pre-whitened noise and the IS distortion
between the oracle and estimated Par-NMF based pre-whitener as a function of bc, for different
number 2bs speech spectral envelopes, at iSNR = 0 dB, under different colored noise scenarios.
A lower IS distortion is preferred, and a higher SFM is desirable.

for both babble and restaurant noise, although increasing from 256 to
1024 noise spectral envelopes, did not decrease the ISD significantly, as
the confidence intervals overlapped. Using Uc = 16 entries seemed to be
enough for factory and F-16 noise types, although using a higher number
of entries did not degrade the performance too much. We therefore used
both combinations Us = 32, Uc = 16 and Us = 32, Uc = 256 in the next
experiments.

We then conducted an evaluation of the pre-whitening performance as a
function of the iSNR, and the results are depicted in Fig. D.7. For babble
noise, Par-NMF based pre-whitening had the best performance, regardless
how many Uc entries were used, although with Uc = 16, a considerable
lower ISD was observed at higher iSNRs. However, Uc = 256 allowed for
a slightly better SFM. For restaurant noise, a similar SFM was achieved
for Par-NMF based pre-whitening using Uc = 16 entries and MMSE pre-
whitening, with a slightly lower ISD for the Par-NMF. For this noise type,
not included in the training step, Uc = 256 entries lead to a much better
performance. For factory and F-16 noise, using a lower number of Uc entries
is more convenient. In these cases, the benefit of Par-NMF pre-whitening
(with Uc = 16) was seen at lower iSNRs, because at higher ones, the ISD
from MMSE or MS based pre-whitening became lower, although the noise
whiteness from the three approaches were similar. Again, in most cases, MS
based pre-whitening was outperformed by either MMSE-SPP or Par-NMF
based pre-whitening.
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Fig. D.7: The IS distortion between the oracle and estimated pre-whiteners, and the spectral
flatness measure of the pre-whitened noise as a function of the iSNR, for an AR pre-whitening
order P=36. A lower IS distortion is preferred, and a higher SFM is desirable.

Evaluation of pitch estimation accuracy with pre-whitening

In the next experiment, we compared four different pre-whiteners by evalu-
ating the performance improvement of the NLS pitch estimator when its
input signal is the pre-whitened signal. The four pre-whiteners are based on
noise PSD estimates obtained by MS, MMSE, the proposed Par-NMF (with
both Uc = 16 and Uc = 256 entries), and a fixed noise PSD computed from
the long-term averaged spectrum of the samples of the noise of interest used
in the codebooks training. That is, a fixed pre-whitening filter is applied to
verify that an adaptive pre-whitener based on the local characteristics of
speech and noise signals should be preferred as a pre-processor. Only in the
restaurant noise case, which was not included in the training, the samples
used for the testing were used to determine the long-term average spectrum.
The post-processing block in Fig. D.3 is still not used. Babble, factory, street,
and restaurant noise were added at different iSNRs from -5 to 10 dB, and
three MCS were run for each file at each iSNR. The performance measures
in (D.29)-(D.31) were computed after estimating the pitch. The results are
depicted in Fig. D.8 with 95 % confidence intervals. Clearly, using a fixed
pre-whitener resulted in poorer pitch estimates and voicing detections than
using the time-varying pre-whiteners. For babble and restaurant noise, the
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best accuracy of the NLS pitch estimator was achieved when the cascading
was done with the Par-NMF based pre-whitener, because the confidence
intervals of the FFE were clearly separated from those of MMSE-SPP or
MS based pre-whitening. When using Uc = 256 entries, a slightly better
performance is seen than when using Uc = 16 entries. For street noise,
using Uc = 256 entries has a positive effect in reducing the GER, although
it will not benefit the VDE. In terms of FFE, for factory and street noise,
which are more stationary noise types, the accuracy after pre-whitening
based on the three approaches is very similar, thus indicating that the pro-
posed Par-NMF based pre-whitener is of greater benefit in non-stationary
noise scenarios.

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

30

40

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

30

40

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

30

40

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

40

60

-5dB 0dB 5dB 10dB

20

30

40

-5dB 0dB 5dB 10dB

20

40

60

Fig. D.8: Estimation accuracy of the NLS pitch estimator under different noise conditions,
after application of AR pre-whitening based on different noise PSD estimates, and also after
applying a fixed pre-whitening filter.

We then investigated if various non-parametric pitch estimators, which
are not derived under a WGN assumption, improved their accuracy by
using either the proposed pre-whitener or an enhancement system as a
pre-processor. Particularly, the Cepstrum-based method [60], RAPT [32],
SHRP [61], and SWIPE’ [33], all of them with a final smoothing step, were
used in the evaluation. To determine which is the best pre-processing
method on average, we present the averaged performance from those
four estimators in three different ways: in its naïve (out-of-the-box) form
(i.e., without a pre-processor), and when either an OMLSA based enhance-
ment system or the proposed Par-NMF pre-whitener were used as a pre-
processor. The performance of the recently introduced robust Bayesian
pitch tracker [62], also derived under a WGN assumption, was also evalu-
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ated. This method models the dynamic evolution of the pitch, the number
of harmonics, and the voicing state by using first-order Markov processes.
The already introduced NLS pitch estimates were again included, but a Ney
smoothing step between consecutive independent-segment values [63] was
applied, to be fairer in the comparison, as all the other methods had track-
ing or refinement capabilities. The NLS and the Bayesian pitch tracker
estimates were evaluated only when the Par-NMF pre-whitener was used
as a pre-processor, as we verified in subsection 5.3 that the performance
of the NLS estimator, has a better improvement from pre-whitening. An
example of the estimates produced by the Bayesian pitch tracker for a
female speaker in babble noise at an iSNR of 3 dB is shown in Fig. D.9.
The pitch was estimated after either OMLSA-based enhancement or the
Par-NMF based pre-whitening were used as pre-processors. Clearly, the
resulting estimates after enhancement showed a large number of not-voiced
(e.g., silent) segments wrongly detected as voiced, and also a high number
of octave errors. When pre-whitening is instead applied, the pitch contour
is better captured as less octave errors and less voicing detection errors are
obtained.

The overall performance is assessed by adding either babble or factory
noise at iSNRs from -5 to 11 dB. Three MCS were run for each file from the
Keele database at each iSNR. The results are depicted in Fig. D.10. The best
performance was achieved by cascading the pre-whitener with the Bayesian
pitch tracker, although in some cases under factory noise conditions, the
confidence intervals overlapped with the NLS pitch estimates. The per-
formance in the babble noise case was worse than the factory noise case,
which is expected due to the fact that babble noise is a random mixture of
human speech signals, making more challenging the pitch estimation task.
On average, under babble noise conditions, the GER from non-parametric
estimators was improved by pre-processing via pre-whitening, and in the
factory noise, also from pre-whitening based on Nc = 16 spectral shapes,
for iSNRs below 7 dB. In contrast, the VDE was improved by applying
enhancement below 7 dB for babble noise, and in the factory noise case,
at iSNRs below 11 dB. The FFE slightly decreased when pre-whitening
based on Uc = 16 entries was used, but only at iSNRs lower than 3 dB in
babble noise. In the factory noise case, the full frame errors were reduced by
applying enhancement at iSNRs below 7 dB. However, although the perfor-
mance of non-parametric pitch methods was improved by either enhancing
or pre-whitening, the best performance was achieved from pre-whitening
followed by the Bayesian pitch tracking. Pre-whitening combined with NLS
pitch estimation followed by nonlinear smoothing also resulted in less full
frame errors than non-parametric pitch estimators (even if they obtained a
benefit from a pre-processing step) for babble noise at iSNRs below 7 dB.
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Fig. D.9: Pitch estimates from the Bayesian tracker for a female excerpt in 3 dB babble noise
after either enhancement (top) or pre-whitening (bottom) is applied as pre-processor. Note that
only the spectrograms of the clean signal are shown to facilitate an easier visual evaluation of
the produced pitch estimates.
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Fig. D.10: Estimation accuracy of parametric pitch estimators (NLS and Bayesian) after
pre-whitening, and averaged performance of four non-parametric pitch estimators (Cepstrum,
SWIPE, SHRP and RAPT) in their naïve states, and when either speech enhancement or
pre-whitening was previously applied, under different noise conditions.

OMLSA MS MMSE Par-NMF (Uc = 16) Par-NMF (Uc = 256)
5.274 1.057 0.981 6.820 10.272

Table D.1: Computation time in [s] for different pre-processing schemes

Evaluation of computational complexity of pre-processors

We also evaluated the computation time of the various pre-processors, in-
cluding OMLSA-based enhancement based on the parametric NMF noise
PSD estimate. The testing was done with one excerpt of the Keele database
with a duration of 40.3 seconds. The total time for each type of pre-
processing (enhancement and pre-whitening based on different noise PSD
estimates) is reported in Table D.1. The other approaches, specially the
pre-whiteners based on MS or MMSE, are computationally faster than
the pre-whitener based on parametric NMF. However, as seen from previ-
ous experiments, such an increase in computation time for the proposed
pre-processing scheme resulted in an improvement in the accuracy of the
WGN-based estimators, specially under non-stationary noise.
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Evaluation of pitch estimation accuracy including post-processing

In the last evaluation of pitch estimation, we included the last post-processing
block of Fig. D.3. As previously shown experimentally, using the Par-NMF
pre-whitener as a pre-processor leads to the largest improvement of the
accuracy of the NLS pitch estimator. However, there might still be some
segments in which the solution produces estimates resulting in either a
gross error or a voicing detection error. To further reduce these errors,
post-processing of the initial pitch estimates is performed by iterating the
following two steps [36]:

1. The harmonic amplitudes for a given estimated ω̂0 and order L̂ are α̂ =[
ZH

L̂
(ω̂0)ZL̂(ω̂0)

]−1
ZH

L̂
(ω̂0)x [6], so the residual representing what is

not captured by the harmonic model, including the stochastic parts
of the speech, is ĉ = x− ZH

L̂
(ω̂0)α̂. Thus, the AR parameters for an

updated pre-whitener can be directly re-estimated from this residual
using the autocorrelation method [27].

2. The re-estimated AR parameters of the residual are directly used as
the coefficients of a new pre-whitening filter, which is applied to the
noisy signal. From the new pre-whitened signal, the pitch ω0 and L
are again estimated with the NLS estimator (D.33).

In this iterative process, the new pre-whitener is no longer computed us-
ing the parametric NMF based noise PSD estimator, as it is now instead
computed from the residual. As seen below, however, the key to achieve the
final best pitch estimation accuracy is having applied a better pre-whitener
as a pre-processor.

The full setup in Fig. D.3 was evaluated, and although this involves an
even higher computational complexity than the one reported in Sec. 5.3, it
also leads to an improved pitch estimation accuracy. Both pre-whiteners
based on MMSE-SPP and on the proposed Par-NMF were applied as a pre-
processor. For the Par-NMF one, Us = 32 and either Uc = 16 or Uc = 256
spectral shapes were considered, for factory and babble, respectively. For
the iterative estimation, the iteration was performed a maximum of 10
times. Moreover, if a frame was detected as being not-voiced (i.e., L̂ = 0),
the estimation was stopped for that segment. We compared to the per-
formance of individual non-parametric estimators SWIPE’, PEFAC [64],
SHRP, and RAPT which all include a final smoothing step between con-
secutive estimates. Their individual performance was also assessed after
pre-processing the noisy signal, being pre-whitened in the babble noise case,
and enhanced using OMLSA for factory noise, according to the averaged
preferred pre-preprocessing that was noted previously. The FFE for babble
and factory noise are depicted in Fig. D.11. By including the post-processing
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Fig. D.11: Estimation accuracy of NLS pitch estimation by considering both pre-processing
and post-processing, and of non-parametric pitch estimators (PEFAC, SWIPE’, SHRP, and
RAPT) in their naïve states and with pre-processing, under different noise conditions.

step, there was a reduction between 2.2 and 4.5 % compared to the single
cascade of pre-whitening and NLS pitch estimation. The independent con-
secutive pitch estimates were not smoothed in this case, but by doing so we
expect that the performance could be improved.

It is seen that only pre-processing using parametric NMF combined
with the NLS pitch estimates was not enough to have better accuracy
than SWIPE’ in babble noise. However, by post-processing the initially
obtained estimates, a better performance was achieved below 5 dB, and
similar one at 5 and 10 dB. That did not occur if the initial pre-whitener
based on MMSE-SPP was applied, even if the post-processing based on
iterative refinement was later applied. Also, SWIPE’ improved its accuracy
when its input signal was the pre-whitened signal, achieving similar or
better accuracy than the proposed method at SNRs above 0 dB. Similarly, for
factory noise, by applying the post-processing in the proposed method, RAPT
was outperformed for SNRs below 10 dB and SWIPE’ was outperformed at -5
and 0 dB. However, when the estimates are obtained from the pre-processed
(enhanced) signal, RAPT was able to achieve a similar performance to the
proposed method for al the SNRs. Also, when SWIPE’ was applied to the
enhanced signal, it achieved a similar performance at 0 and 5 dB, and a
better one at 10 dB.
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5.4 Experimental results regarding TOA estimation
Finally, we evaluated the accuracy of an estimator of the time-of-arrival
(TOA) of a signal emitted by a source such as a loudspeaker and received
by a receiver such as a microphone. For this application, we use a model in
which the received signal is modeled as

x(n) = gs(n− τ) + c(n) (D.34)

where s(n) is a known signal emitted by the source, g is the attenuation of
the signal, and τ is the time it takes for the signal to propagate from the
source to the receiver (i.e., the TOA). If the noise term c(n) is assumed to
be WGN, the ML estimator of τ and g are the solutions to

{τ̂, ĝ} = min
τ∈T,g>0

‖x(n)− gs(n− τ)‖2
2, (D.35)

over the possible set T of TOAs. If the analysis window is long relative to
the size of s(n), the TOA estimator can be accurately approximated as

τ̂ = arg max
τ∈T

x(n)s(n− τ) (D.36)

which is often referred to as the matched filter [9]. In practical setups,
the noise is likely to be non-white. In such cases, pre-whitening should be
applied as a pre-processor, but we remark that it has to be applied to both
x(n) and s(n) since applying the pre-whitener to only x(n) would introduce
an additional delay, resulting in a biased estimator.

We used the recorded signals from the SMARD database [65] at both
the loudspeaker and the single microphone, both of them separated 3.13 m,
with configuration number 0001. The known source signal was an artificial
white noise synthetic signal, and the size of the burst was 3500 samples
at a sampling frequency of 48 kHz. The rooms where the signals were
recorded had a reverberation time of approximately 0.15 s. The colored
noise was taken from the DREGON database [66]. Specifically, rotor noise
from a drone running at 70 rounds per second was added to the signal
picked up by the single microphone at different signal-to-noise ratios (SNR)
before the TOA was estimated. 200 MCS were run at each SDNR. The rotor
noise was resampled from 44.1 to 48 kHz to match the rate of the source
signal. In the evaluation, we compared the performance of the matched
filter with and without a pre-whitener. To pre-whiten the observation, a
spectral basis matrix of four AR spectra shapes of the rotor noise was built
by training a noise codebook on samples of the rotor noise. The training
samples were different from those for testing. The testing samples were
randomized at each MCS. An additional entry, corresponding to the known
source signal, was also included as the clean signal spectral shape which
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Fig. D.12: Estimation accuracy of single-channel TOA estimation with pre-whitening applied
or not applied, versus the SDNR. Results are reported as 95% confidence intervals.

was simply a flat PSD. The training was performed with an order P′ = 35
on segments with a duration of 20 ms with an overlap of 50 % between
them. This order was chosen according to our observation that the best
oracle performance was obtained with a higher order, as important envelope
components that might be present at medium and high frequencies were
not smoothed out. In the MU rule (D.22), the number of iterations was set
to I = 30. From the estimated TOA, the distance between the loudspeaker
and the microphone was obtained, and we computed the standard deviation
of the measured distance at each SDNR. The results are shown in Fig. D.12.
For SDNRs above -22 dB, pre-whitening resulted in a lower variance of
the estimated distances than when pre-whitening was omitted. Below -22
dB, the confidence intervals from ignoring and performing pre-whitening
overlapped.

6 Conclusion
The accuracy of statistical-based estimators based on the WGN assumption
in real acoustic scenarios can be considerably improved when an AR pre-
whitener is applied as a pre-processor of the noisy observation. In this paper,
we introduced a time-varying pre-whitener which requires the activation
coefficients of pre-trained spectral shapes in the parametric NMF method.
Through numerous simulations, we have shown that using an AR pre-
whitener based on the parametric NMF method results in a higher noise
whiteness and a more similar spectral response to that of the oracle pre-
whitener compared to conventional noise PSD estimators, specially in non-
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stationary noise situations. Although the training stage of the spectral
shapes may initially require additional effort compared to using traditional
noise trackers, it offers a consistent way of including prior information
about speech and noise types, resulting in a better performance of WGN-
based estimators such as the NLS pitch estimator. Although well-known
non-parametric pitch estimators can improve their accuracy from some
pre-processing, the combination of pre-whitening with fast and efficient
statistical-based WGN methods gives the best performance in terms of
pitch errors and voicing detection errors, specially in scenarios of high noise
levels (i.e., low SNRs). An additional improvement can be obtained by
post-processing the resulting NLS pitch estimates, and this will result in a
better overall accuracy than individual non-parametric pitch estimators,
even if they are using a pre-processor, specially under low SNR conditions.
This may require high computation time, but it allows to extract both the
harmonic and autoregressive components of the speech signal, which is
useful, e.g., in the speech decomposition problem [21]. The pre-whitener
was also applied before a time-of-arrival estimation method formulated
under the WGN assumption. In that case, the TOA estimation accuracy is
improved by a pre-whitening step which relies on pre-trained shapes of the
involved source signal and of the real noise in the recording environment,
such as wind noise or drone ego-noise.

7 Appendix

To maximize the data likelihood p(x|σ, D) ∼ N
(

0, ∑U
u=1 σ2

uRu(au)
)

, we use
the well-known fact [67] that Ru(au) can be approximated as circulant and
therefore diagonalized by the Fourier transform if N is much larger than
the AR-order P′. Thus, the approximate diagonalisation of the covariance is

Ru(au) ≈
1
N

FDu(au)FH (D.37)

where F is the DFT matrix whose entries are given by [F]n,l = exp (j2πnl/N) , n, l =
0, 1, ..., N − 1, and

Du(au) =
(

ΛH
u (au)Λu(au)

)−1
, Λu(au) = diag

(
FH
[
aT

u 0T
]T
)

. (D.38)

The diagonal entries of Du(au) represent the eigenvalues of Ru(au), which
correspond to the normalized PSD of the uth AR process.
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Using the above definitions, the log-likelihood can be written as [34]

ln p(x|σ, D) = −N
2

ln 2π − 1
2

ln

∣∣∣∣∣ U

∑
u=1

σ2
uFDu(au)FH

N

∣∣∣∣∣−
1
2

xT

[
U

∑
u=1

σ2
uFDu(au)FH

N

]−1

x, (D.39)

which can be simplified as

ln p(x|σ, D) = − N
2

ln 2π − 1
2

ln
N−1

∏
k=0

U

∑
u=1

σ2
udu(k)

− 1
2N

xTF

[
U

∑
u=1

σ2
uDu(au)

]−1

FHx (D.40)

= − N
2

ln 2π − 1
2

N−1

∑
k=0

ln
U

∑
u=1

Φ̂u(k)−
1
2

N−1

∑
k=0

Φ(k)

∑U
u=1 Φ̂u(k)

(D.41)

where Φ(k) is the kth element of the periodogram of x and Φ̂u(k) = σ2
udu(k).

Each du(k) is the kth diagonal element of Du(au). The summation over U
spectral basis, i.e., ∑U

u=1 Φ̂u(k) = d̃T
k σ is the modeled PSD at frequency bin

k. The expression in (D.41) can now be re-written into (D.16).
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1. Introduction

Abstract
Optimal linear filtering has been used extensively for speech enhancement.
In this paper, we take a first step in trying to apply linear filtering to the
decomposition of a noisy speech signal into its components. The problem of
decomposing speech into its voiced and unvoiced components is considered
as an estimation problem. Assuming a harmonic model for the voiced speech,
we propose a Wiener filtering scheme which estimates both components sep-
arately in the presence of noise. It is shown under which conditions this
optimal filtering formulation outperforms two state-of-the-art speech decom-
position methods, which is also revealed by objective measures, spectrograms
and informal listening tests.

1 Introduction
The decomposition of speech into its major components, i.e., voiced and un-
voiced, is a challenge in many speech processing applications. An accurate
recovery of these components is important in speech coding [1], analysis [2],
synthesis [3], enhancement [4], as well as for diagnosing illnesses [5]. The
presence of noise is inevitable in most acoustic scenarios, so a major chal-
lenging problem is the robust estimation of both components in the presence
of additive noise. This is useful, for example, in remote voice assessment
applications [6], and therefore, for a proper diagnosis of voice pathologies.
Many clinical assesment systems have used sustained vowel phonations
to detect voice pathologies, and recently [7] the need of assessing natural
speech has been considered.

With the classical speech production model, speech is classified as voiced
or unvoiced depending on whether the source is a periodic impulse or a
white noise sequence [8]. However, specially for a good quality of synthetic
speech, it has been shown [9] that a mixed excitation can produce a more
natural sounding speech. This is the case for voiced fricatives (e.g. /z/).
Additionally, for clinical assessment of voice impairment, it is necessary
to take into account the presence of the white noise source (i.e. unvoiced
component) in the vocal apparatus which results in breathy vowels and
other forms of vocal dysphonia [10].

Some efforts to separate the voiced and unvoiced components from a
speech signal have been developed. There are methods which make a binary
voiced/unvoiced decision per frequency bin such as the one based on the
multiband excitation vocoder [1] and the harmonic plus noise (HNS) model
[11], and methods [12, 13] which consider both components can coexist in the
speech frequency bands, which is more accurate from a speech production
perspective [12]. The well-known methods at this respect are an iterative
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method for a periodic and aperiodic excitation decomposition [12] and a
pitch scaled harmonic filtering (PSHF) based method [13]. The iterative
method operates on an assumed mixed excitation to the vocal tract by
reconstructing the unvoiced part excitation in the harmonic regions which
are obtained from the cepstrum. The PSHF method is based on a pitch-
scaled least-squares separation of the speech signal in the frequency domain.
These speech decomposition methods, which decompose speech signals
into stochastic and deterministic components, do not take the presence
of background noise into account in the decomposition, and thus do not
distinguish between and deal with unvoiced speech and noise, which may
be present at the same time.

In the speech enhancement literature, a common approach to estimate
a clean signal corrupted by noise is optimal filtering, such as the classical
Wiener filter [14]. Traditionally, the filter design requires estimates of the
second-order statistics of the noisy signal and the noise. In this paper, we
investigate if the speech decomposition problem can also be tackled via
an optimal filtering way. To use optimal filtering for decomposing speech
into its components, we need estimates of their second-order statistics. To
obtain these, we assume a periodic signal model, namely the harmonic
model, for the voiced component [15, 16]. By assuming stationarity in a
short time segment, the statistics of the voiced component will depend on
the fundamental frequency, the number of harmonics and the power of the
harmonics. If the noise is stationary, its statistics can be estimated during
periods where no voice activity is detected. Otherwise, they can be obtained
through the principle of minimum tracking [17], for example. Knowing
the statistics of the voiced part, of the noise and those of the observed
signal, the statistics of the unvoiced part can be estimated, and, therefore, a
Wiener filter can be employed to extract separately the voiced and unvoiced
component.

The remainder of the paper is structured as follows. Section II introduces
the signal model, the assumptions and the optimal filtering formulation.
Section III establishes the proposed filtering approach and details the main
parts of the statistics estimation for each of the components. Section IV
gives the performance measures and the experimental results. Finally, the
paper is concluded in section V.

2 Model, problem and proposed method
The speech decomposition problem considered in this paper is to extract
both the zero-mean voiced v(n) and unvoiced u(n) components, from the
noisy observation y(n), i.e,

y(n) = s(n) + z(n) = v(n) + u(n) + z(n), (E.1)
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where n = 0, 1, . . . , N − 1 is the discrete-time index, s(n) = v(n) + u(n) is the
clean speech signal which is buried in a zero-mean additive white or colored
noise z(n). We assume that the voiced and unvoiced parts as well as the
noise are uncorrelated.

When we adopt a linear filtering approach to recovering the desired
speech components, we consider the M recent successive samples. Therefore,
the signal model in (E.1) can be expressed in a vector form as

y(n) = v(n) + u(n) + z(n), (E.2)

where y(n) = [y(n) y(n− 1) . . . y(n−M + 1)]T is a vector of length M, [·]T
denotes the transpose of a vector or matrix, and v(n), u(n) and z(n) are
defined in a similar way to y(n). The objective of speech decomposition is to
estimate one or more samples of v(n) and u(n) from the noisy vector y(n)
by the application of two different optimal filters to the observed signal
vector, i.e.

v̂(n) =
M−1

∑
k=0

hv,ky(n− k)

= hT
v y(n) = hT

v v(n) + hT
v u(n) + hT

v z(n),

(E.3)

û(n) = hT
u y(n) = hT

u u(n) + hT
u v(n) + hT

u z(n) (E.4)

where hv = [hv,0 . . . hv,M−1]
T, hu = [hu,0 . . . hu,M−1]

T, and v̂(n), û(n) are
estimates of v(n) and u(n) respectively.

For speech decomposition, the problem is to find the optimal filters hv
and hu which make the level of the undesired components as small as
possible while passing the desired component with as little distortion as
possible. The undesired components are the sum of the two last right-hand
terms of (E.3) and (E.4). With the assumption that v(n), u(n) and z(n) are
uncorrelated, the M×M covariance matrix of the observed signal can be
expressed as

Ry = E
[
y(n)yT(n)

]
= Rv + Ru + Rz, (E.5)

where E [·] denotes expectation, Rv = E
[
v(n)vT(n)

]
, Ru = E

[
u(n)uT(n)

]
,

Rz = E
[
z(n)zT(n)

]
are the covariance matrices of v(n), u(n), and z(n),

respectively.

3 Optimal Filtering and Statistics Estimation
By considering the error between the true voiced and the estimated voiced
component, i.e., ev(n) = hT

v y(n) − v(n), and the error between the true
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unvoiced and the estimated unvoiced component, i.e. eu(n) = hT
u y(n)− u(n),

the mean-squared-error (MSE) criteria can be defined as

Jv(hv) = E
[
e2

v(n)
]
= σ2

v − 2hT
v Rvi1 + hT

v Ryhv, (E.6)

Ju(hu) = E
[
e2

u(n)
]
= σ2

u − 2hT
u Rui1 + hT

u Ryhu (E.7)

where i1 is the first column of the M×M identity matrix IM, and σ2
v and σ2

u
are the variances of v(n) and u(n), respectively. If we take the gradient of
each MSE with respect to hv and hu, and equate the results to 0, we find the
Wiener filters for estimating the voiced and unvoiced speech components to

hv = R−1
y Rvi1, (E.8)

hu = R−1
y Rui1. (E.9)

To compute these filters, the different statistics in (E.5) are required. In
order to avoid problems over frame transitions of the noisy signal, we adopt
a recursive approach [18], in which a short-term sample estimate and a
moving average is used for computing an estimate at the time frame n as

R̂y(n) = αyR̂y(n− 1) + (1− αy)R̄y(n), (E.10)

where 0 < αy < 1 is a forgetting factor and

R̄y(n) =
1

N −M + 1

N−M

∑
n=0

y(n)yH(n). (E.11)

For the voiced part v(n), we use the harmonic model, i.e.

v(n) =
L

∑
l=1

Al cos(lω0n + φl), (E.12)

where L is the number of harmonics, ω0 is the fundamental frequency, Al
denotes the real amplitude of the lth harmonic with its corresponding phase
φl ∈ [0, 2π). As an extension to the vector model in (2), the voiced signal
vector is expressed as v(n) = Za, with the definitions

a =
1
2
[A1ejφ1 A1e−jφ1 . . . ALejφL ALe−jφL ]T , (E.13)

Z = [z(ω0) z∗(ω0) . . . z(ω0L) z∗(ω0L)], (E.14)

z(ω0l) = [1 ejlω0 . . . ejl(M−1)ω0 ]T . (E.15)
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The voiced part covariance matrix Rv = E{v(n)vH(n)} = E{(Za)(Za)H}
can be expressed as Rv ≈ ZPZH [19], where [·]H denotes complex conjugate
transpose and the amplitude covariance matrix P has the form [19]

P = E{aaH} = 1
4

diag([A2
1 A2

1 . . . A2
L A2

L]). (E.16)

Clearly, Rv depends on ω0, the model order L and the amplitude vector
a, which need to be estimated. The amplitude vector can be estimated
using the principle of least-squares [20] as â = (ZHZ)−1ZHy, and the
fundamental frequency and model order L are estimated by using a fast
nonlinear least squares (NLS) algorithm [21]. However, the NLS method
assumes that the signal is observed in white gaussian noise, which is not
always true in many real acoustic cases. Therefore, after estimating the
noise power spectral density, a linear prediction scheme suggested in [22]
is used to prewhiten the noisy signal. Then, the fundamental frequency
is estimated from the prewhitened signal resulting in better frequency
estimates than without prewhitening, when dealing with speech corrupted
in colored noise.

As voiced speech is non-stationary across a segment of length N, a
similar recursive approach to (E.10) can be used to smooth the voiced frame
covariance matrix

R̂v(n) = αvR̂v(n− 1) + (1− αv)R̄v(n), (E.17)

where R̄v(n) = ZPZH and 0 < αv < 1 is another forgetting factor. A noise
estimator based on optimal smoothing and minimum statistics [17], for
example, can be used to estimate Rz. From (E.5), after the voiced part
and noise covariance matrices are estimated, an estimate of the unvoiced
component covariance matrix at the time frame n can be computed as
R̂u(n) = R̂y(n)− R̂v(n)− R̂z(n). To ensure that this matrix is positive defi-
nite, an eigenvalue decomposition is applied and its negative eigenvalues
are replaced with a very small positive number [23].

4 Experimental results
In this section, the performance of the proposed filtering approach (optimal)
is compared to the iterative periodic-aperiodic decomposition (ITER) [12]
and the pitch scaled harmonic filter (PSHF) [13] based method for noisy
speech signal decomposition. The state-of-the-art methods evaluated their
performance in a quantitative way only for synthetic speech signals, since
the individual speech components are not available separately for real
speech [24]. As it is difficult to evaluate the quality of a given decomposition
in an objective way, we consider an intermediate approach, where we mix
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Fig. E.1: Spectrograms of (a) the true voiced component, (b) the true unvoiced component
(concatenation of sounds in the order /f/, /t/, /s/, /sh/, (c) the clean speech (true voiced plus true
unvoiced), and (d) the noisy speech with iSNR = 4 dB.

fully voiced and fully unvoiced utterances, so that we know the ground
truth components of speech. The mixing of the two signals may not sound
as natural as one would expect for common speech, but it will allow us to
compare the decomposition performance with objective measures.

In the experiments, we consider five fully voiced utterances [25] (4 male
and 1 female) as a ground truth for the voiced component, resampled to
a sampling frequency of 8 kHz. In Fig. E.1(a), the spectrogram of the
fully voiced female utterance "Why were you away a year, Roy?" is shown.
For the unvoiced speech component, we consider the concatenation of five
sounds /sh/, /f/, /s/, /t/, /p/ from the audio recordings of a free ebook about
the full range of sounds used in general British English pronunciation [26],
also resampled to 8 kHz. These sounds are either unvoiced fricatives or
unvoiced stops [8]. As can be seen from Fig. E.1(b), this recording does lack
a harmonic structure and has the appearance of rectangular red patterns
instead of horizontal striations [8], which is representative of unvoiced
speech. The clean speech for the experiment is the sum of the voiced
speech and unvoiced speech, where different combinations of the five voiced
sentences and ten orderings of the unvoiced sounds are considered, and the
results will be averaged across the different realizations. An example of a
clean signal, which contains both voiced and unvoiced parts, is shown in
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Fig. E.2: Spectrograms of (a) the estimated voiced component using the proposed filtering
approach, (b) the estimated unvoiced component using the proposed filtering approach, (c)
the voiced component obtained by ITER algorithm, and (d) the unvoiced component by PSHF
method.
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Fig. E.3: Average measured LogSpectrum distortion (LSD), Itakura-Saito distance (ISD) and
segmental SNR(segSNR) for the proposed approach and state-of-the-art methods in different
iSNRs and noise types. Comparison also includes the case of noisy speech as an estimate.

Fig. E.1(c). Three types of noise are considered: white, street and babble.
The recordings of the street and babble noises are taken from the AURORA
database [27]. In Fig. E.1(d), is shown the noisy speech spectrogram, which
is formed by adding babble noise to the clean speech, the input SNR is 4 dB.

For the comparison, we add different types of noise to the speech signal
at certain iSNR, ranging from -5 dB to 12 dB, two different noisy realizations
at each iSNR are considered for each possible combination of voiced and
unvoiced speech. For the proposed approach, the segment length is set
to N = 200 and the filter length to M = 25, the forgetting factors to
αy = αv = 0.75 in the white noise scenario and αy = αv = 0.96 in the street
and babble noise scenario. The noise statistics are estimated using the
minimum statistics (MS) [17] principle.

The spectrograms of the voiced and unvoiced component obtained by
optimal filtering principle application, for the case of speech in babble noise
(Fig. E.1(d)), are shown in Fig. E.2(a) and (b), the voiced component obtained
by the ITER algorithm in Fig. E.2(c) and the unvoiced component which
results from the PSHF method in Fig. E.2(d). The spectrogram in Fig. E.2(b)
shows that the herein developed approach generates an unvoiced estimated
component which looks more similar to the original unvoiced speech signal
(opposed to that of Fig. E.2(d) in the sense that its spectrogram has similar
red patterns as opposed to the PSHF method, which looks distributed in
other frequency bins. Similar observations can be made with the ITER
method. Even if some frequency bins do not appear in the spectrogram,
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informal listening tests reveal that the unvoiced stops or sounds can be
perceived, so the main features of the unvoiced component are preserved.

The decomposition performance was evaluated quantitatively in terms of
segmental SNR (segSNR), Itakura-Saito distance (ISD), [28] and LogSpec-
trum Distortion (LSD) [29]. Due to space constraint, we here show the
result at each iSNR averaged across the different realizations and across all
the three noise types. The results are plotted in Fig. E.3. The comparison
also includes the case of the noisy speech as an estimate, in order to see
if the methods perform better or worse than the case of no processing of
the noisy speech at all. Next, we describe what can be observed from the
different plots of Fig. E.3.

The presented approach not only outperforms the other two in terms of
segSNR for unvoiced speech, but it also results in a better measure against
the case in which the noisy speech is considered as an estimate. This does
not happen for the other methods, whose performance is below the curves
of noisy speech as an estimate. In fact, as can be seen from Fig. E.2(d),
the other methods show low-frequency content which is not present in the
true unvoiced speech component, and that results in more signal content
than this ground truth. The informal listening of their outputs does not
allow to perceive all the unvoiced sounds, and some remaining of the female
sentence with a high level of distortion can be listened in these unvoiced
estimates. This does not occur by decomposing speech with the optimal
filtering approach, in which the different unvoiced fricative and stop sounds
can be perceived. In the white noise case for the ITER method, all the
phonemes are lost, and for the PSHF method, only one of the phonemes is
preserved, but in a very distorted manner. Much lower values of LogSpec-
trum distortion (LSD) and lower Itakura-Saito (ISD) distance values are
also obtained with the optimal filtering formulation.

In the voiced speech case, the optimal filtering approach results in
higher segSNR than the ITER method, and similar values with respect
to the PSHF method at all iSNRs. It is important to mention that babble
noise is one of the most difficult noise types to remove, since it is highly
nonstationary and contains similar spectral content to speech. In this paper,
we considered the noise statistics estimated with the default settings of the
minimum statistics approach [17], but in a future improvement, the devel-
oped principle herein can be combined with a codebook-based approach [30],
in order to get better estimates of the noise statistics. With respect to the
Itakura-Saito distance (ISD), the ISD of the voiced component obtained by
the optimal filtering formulation is lower than the other methods. This
measure is more perceptually relevant than the segSNR [28]. The spec-
trogram of the voiced component processed by the ITER algorithm reveals
some higher frequency components (>3000Hz), which were not present
in the true voiced speech, and also some harmonics below this frequency
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range, which were not present in the original speech. Informal listening
test reveals that the voiced output of the ITER algorithm sounds more arti-
ficially distorted than the one obtained from the optimal filtering principle.
For the developed approach, although the voiced estimate (Fig. E.2(a)) has
still some noise present, it preserves the original features of the ground
truth and sounds less distorted than the other methods. Finally, with the
optimal filtering decomposition approach, we observe similar LogSpectrum
distortion (LSD) values to the PSHF method for all iSNRs, and the proposed
approach also has lower LSD values than the ITER method. Even if LSD
and segSNR are similar for both approaches (optimal and PSHF), the ISD
of the voiced PSHF estimate is higher for low SNRs.

5 Conclusions
In this paper, we have considered the speech decomposition problem em-
ploying the principle of optimal filtering with the corresponding statistics
estimation for each one of the components of the noisy observation. We
investigated if the presented approach is more robust and convenient for
speech decomposition in noisy conditions. Based on the informal listening
tests, spectrogram analysis and the objective measures, we found that the
optimal filtering approach seems to work well.
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1. Introduction

Abstract
In a hybrid speech model, both voiced and unvoiced components can coexist
in a segment. Often, the voiced speech is regarded as the deterministic
component, and the unvoiced speech and additive noise are the stochastic
components. Typically, the speech signal is considered stationary within
fixed segments of 20-40 ms, but the degree of stationarity varies over time. For
decomposing noisy speech into its voiced and unvoiced components, a fixed
segmentation may be too crude, and we here propose to adapt the segment
length according to the signal local characteristics. The segmentation relies
on parameter estimates of a hybrid speech model and the maximum a poste-
riori (MAP) and log-likelihood criteria as rules for model selection among
the possible segment lengths, for voiced and unvoiced speech, respectively.
Given the optimal segmentation markers and the estimated statistics, both
components are estimated using linear filtering. A codebook-based approach
differentiates between unvoiced speech and noise. A better extraction of the
components is possible by taking into account the adaptive segmentation,
compared to a fixed one. Also, a lower distortion for voiced speech and higher
segSNR for both components is possible, as compared to other decomposition
methods.

1 Introduction
The problem of decomposing speech into its voiced and unvoiced components
is useful in applications such as speech coding, analysis, synthesis, modifica-
tion and diagnosing of illnesses [1–7]. As implied by hybrid speech models
(e.g., harmonic plus noise model) [6, 8], deterministic and stochastic compo-
nents may coexist in a speech segment. The deterministic part corresponds
to voiced speech, which is well represented by a sum of harmonically related
sinusoids [9–12], whose frequencies are an integer multiple of the pitch.
The stochastic parts cover what is not described by the harmonic model,
including for example, glottal turbulences and friction. The traditional
speech decomposition methods [1, 13], however, do not distinguish between
the unvoiced speech and the additive noise, and this distinction may be
relevant, e.g., in remote voice assessment applications [14]. The method
in [1] considers the colored nature of the stochastic parts of speech in order
to estimate the pitch using fixed window lengths. However, the authors
hypothesize that the decomposition performance can be improved by using
adaptive windows instead and by estimating the number of harmonics. The
iterative decomposition method in [13] is based on the cepstrum to obtain
pitch information, which is not very robust under high noise conditions [15].
Moreover, in [5] it was found to converge to the wrong solution. Often, a
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speech signal is assumed to be stationary within segments of a fixed length
which last between 20 and 40 ms [16]. However, due to its non-stationary
nature, the speech signal characteristics might change quickly during short
periods of time [17]. Therefore, the optimal choice should be a time-varying
segment length which better accommodates the local characteristics and
has a better fit to a specified model. For example, if the pitch remains nearly
constant, the segment length should be longer than when it exhibits fast
variations [18].

An effort based on linear filtering to estimate separately the voiced
and unvoiced parts from noisy speech was presented in [3]. In this pa-
per, instead of relying on conventional noise tracking methods (e.g., [19]),
the noise statistics were estimated using approaches which rely on prior
spectral information contained in codebooks [20, 21]. In order to have a
better recovery of the components, it is here proposed to do the extraction
based on optimal segmentation [18, 22], instead of using a fixed one. To
find the best possible segmentation, the parameters of the deterministic
and stochastic parts are iteratively estimated as described in [15] for the
different candidate segments and candidate models. Such approach is more
robust to high noise levels than classical pitch estimators [15]. Estimates of
the unvoiced and noise AR parameters are obtained from a codebook-based
procedure [20] which is able to assign a zero excitation variance in silent
segments for the speech part if necessary. The parameter estimates on the
optimal segments are used to apply linear filtering to yield estimates of the
individual components.

2 Signal model and filtering for speech de-
composition

In this section, we describe how noisy speech can be decomposed into
its components using linear filtering which require the knowledge of the
different statistics. A speech segment of length N is described with a hybrid
speech model. The model assumes that for a clean speech signal

s(n) = v(n) + u(n), (F.1)

where the unvoiced part u(n) is represented as an AR process and the voiced
part v(n) is described by the harmonic model. In speech decomposition,
the goal is to extract both v(n) and u(n) when s(n) is degraded by additive
colored noise c(n), i.e.,

y(n) = v(n) + u(n) + c(n). (F.2)

The additive noise is also modelled as an AR process. The observation y(n)
can also be expressed as y(n) = v(n)+ x(n), where x(n) = u(n)+ c(n) is the
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residual containing the stochastic parts of noisy speech. By considering a
vector of M (< N) samples y = v+u+ c, where v, u and c are assumed to be
uncorrelated, the M×M covariance matrix of the observation is expressed
as the sum of covariance matrices of each component, i.e. Ry = E

[
yyT] =

Rv + Ru + Rc = Rv + Rx. Here, E [·] denotes expectation and (·)T denotes
the transpose.

Initially, we want to extract an estimate of the desired voiced speech
vector v, by applying a linear filtering M×M matrix to y, i.e., v̂ = Hvy =
Hvv + Hvx, where

Hv = [hH
v,1 hH

v,2 . . . hH
v,M]T , (F.3)

hv,m, m = 1, 2, ..., M are complex valued filters of length M and (·)H is the
conjugate transpose. The filtering applied in the time domain is commonly
used when voiced speech parts described by the harmonic model are con-
sidered [23]. Several filter designs are possible from a recently introduced
variable span linear filtering framework (VSLF) [24], by choosing a number
of eigenvectors and eigenvalues of the joint diagonalization of Rv and Rx.
We here use the M eigenvectors bq and eigenvalues λq to form an M×M
Wiener filtering matrix [24]

Hv = Rv

M

∑
q=1

bqbH
q

1 + λq
. (F.4)

In order to consider prior spectral information stored in codebooks for
estimating u(n), we make use of the corresponding representation of Rx
in the frequency domain, i.e., the power spectral density (PSD) Φx(ω) =
Φu(ω) + Φc(ω), where Φu(ω) is the unvoiced component PSD and Φc(ω)
is the noise PSD. Estimates of these PSDs can then be used to apply a
frequency domain Wiener filter Hu(ω) = Φ̂u(ω)

Φ̂u(ω)+Φ̂c(ω)
to yield an estimate of

the unvoiced component U(ω) = Hu(ω)X̂(ω), where X̂(ω) is the spectrum
of the residual which is obtained as described in the next section.

3 Statistics and parameters estimation
We now describe how to estimate the required statistics and parameters in
order to apply previously described linear filtering. The harmonic model
of voiced speech assumes that this component is represented as a set of
sinusoids having frequencies which are an integer multiple of the pitch
f0 [9, 10], i.e.,

v(n) =
L

∑
l=1

[
αlej2π f0ln + α∗l e−j2π f0ln

]
, (F.5)

for a segment of length N. This model, however, will have a more accurate
fit for a particular segment length Nopt, which will be known after an
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optimal segmentation of the signal has been obtained. Here, L is the
unknown number of harmonics, αl =

Al
2 ejψl is the complex amplitude of the

l’th harmonic with Al > 0 the real amplitude, ψl the initial phase and ∗ the
complex conjugate. A voiced vector of M succesive samples can be written
as v = Z( f0)α, where Z is a matrix of Fourier vectors, i.e.,

Z( f0) = [z( f0) z∗( f0) . . . z(L f0) z∗(L f0)], (F.6)

z(l f0) = [1 ejl2π f0 . . . ejl2π f0(M−1)]T , (F.7)

and α = 1
2 [A1ejψ1 A1e−jψ1 . . . ALejψL ALe−jψL ]T is a vector containing the

amplitudes of the harmonics. The unvoiced parts of speech are modelled as
an AR process of order P (often, set to a fixed value [6, 8]), i.e.,

u(n) = −
P

∑
i=1

βui u(n− i) + e(n), (F.8)

where {βui}P
i=1 are the P AR coefficients of the unvoiced speech and e(n) is

the excitation WGN process with variance σ2
e . Similarly, the colored noise

c(n) is modelled as an AR process with the P AR coefficients {γci}P
i=1.

The estimated voiced part covariance matrix Rv = E
[
vvT] can be ex-

pressed as R̂v = Z( f̂0)P̂Z( f̂0)
H [25], where the estimated amplitude co-

variance matrix has the form P̂ = E{α̂α̂H} = 1
4 diag([Â2

1 Â2
1 . . . Â2

L Â2
L]). It

is therefore required to have estimates of the pitch f0 and of the linear
parameters. At a first instance, we would need to have estimates of these
parameters from the optimal segment length Nopt when we do the process-
ing based on the optimal segmentation. However, to estimate Nopt, we
first need to estimate the parameters for all the possible segment lengths.
The optimal segment length maximises the a posteriori probability of the
observed data [18], as described in the next section. First, based on the
estimated noise statistics (e.g., [19, 21]), a pre-processor is applied in order
to pre-whiten the noise component [21], yielding the pre-whitened signal
yW(n). This will allow to have better pitch estimates (i.e., reduce the sub-
harmonic errors) from the nonlinear least-squares (NLS) estimator based
on WGN assumption [11]. The parameters inside each possible candidate
segment length are estimated by an approximate joint estimator of the
voiced speech and the stochastic parts parameters, by iterating between
these two steps: [15]

1. The f0 is obtained from the NLS estimator [11], i.e.,

f̂0 = arg max
f0

yT
W

Z( f0)
[
ZH( f0)Z( f0)

]−1
ZH( f0)yW

(F.9)

for all candidate model orders, including L = 0 as a candidate to do voicing
detection. The final model order L is selected using model selection criteria
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such as Bayesian Information Criteria (BIC) [26]. Here y
W

denotes the
pre-whitened signal vector, where an underlined vector has N (or even Nopt)
samples.

2. The amplitude vector is estimated via least-squares as
α̂ = [ZH( f̂0)Z( f̂0)]

−1Z( f̂0)
Hy [10], after which the AR parameters of the

residual x = y− Z( f̂0)α̂ (and also R̂x) are directly obtained [25]. These are
directly used as the coefficients of a new AR pre-whitening filter, which is
applied to yield y

W
.

The iterations are stopped when the difference of the cost function in (F.9)
between two consecutive iterations is below a threshold value, or a maxi-
mum number of iterations is reached [15]. The estimation of the parameters
for the different segment lengths allows us to obtain the segmentation mark-
ers for voiced speech extraction as described in the next section. Once these
markers have been obtained, the noisy speech is processed to estimate
the parameters inside the segments of length Nopt, from which v can be
extracted using the matrix (F.4).

To obtain an estimate of the unvoiced part, we consider the modelled
stochastic sequence x = y− Z( f̂0)α̂. The processing to estimate u(n) is also
obtained from an adaptive segmentation, but which is different from the one
employed to extract the voiced part, i.e., the model in (F.8) will have a more
accurate fit for an optimal segment length N′opt( 6= Nopt). From pre-trained
spectral shapes with the corresponding excitation variances, the modelled
spectrum of the stochastic part is written as Φ̂x(ω) = σ2

u
|Bu(ω)|2

+ σ2
c

|Γc(ω)|2
,

where σ2
u and σ2

c are the excitation variances of unvoiced speech and noise,
and Bu(ω) = 1 + ∑P

i=1 βui e
−jωi, Γc(ω) = 1 + ∑P

i=1 γci e
−jωi. The parameters

to be estimated are {σ2
u , σ2

c , {βui}P
i=1, {γci}P

i=1}. Denoting βi
u(ω) and γ

j
c(ω)

the spectra of the ith and jth unvoiced speech and noise codebook entries,
the single indices corresponding to the approximate ML estimate of the AR
spectral shapes are obtained as

{i∗, j∗} = arg min
i,j

min
σ2

u ,σ2
c

dIS(Φ̂x,
σ2

u∣∣Bi
u(ω)

∣∣2 +
σ2

c∣∣∣Γj
c(ω)

∣∣∣2 ), (F.10)

where dIS is the Itakura-Saito distance. For all combinations, the excitation
variances are needed and are obtained as described in [20]. Similarly to
the voiced case, in order to estimate N′opt, we first need to estimate the
parameters for all the possible segment lengths. The optimal length will
maximise the log-likelihood function, as described later. Having obtained
the optimal codebook entries and excitation variances on the segment of
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length N′opt, they are used to form a Wiener filter

Hu(ω) =

σ2∗
u

|Bi∗
u (ω)|2

σ2∗
u

|Bi∗
u (ω)|2

+ σ2∗
c∣∣∣Γj∗

c (ω)
∣∣∣2

, (F.11)

which is applied to x (of length N′opt) in order to extract u(n).

4 Criteria for optimal segmentation
Based on the principle of [22], in [18] it was proposed to segment the signal
based on the MAP criterion which assumes a WGN condition. To deal
with colored noise, it is therefore required to pre-whiten y(n) [21]. The
segmentation markers are required before applying the linear filtering to
extract the voiced part. Each way in which the signal can be segmented
(i.e., a segment composed of a number of minimum-length segments) is
considered as a model, among a set of candidate modelsM. Under the MAP
criterion, the model which maximizes the model a posteriori probability
given the observation, will be selected. The criterion [10, 18, 27] consists of
a data log-likelihood term, and a term which penalizes model complexity.
The estimated model order L̂ is a function of N, in which L̂(N) and f̂0(N) are
estimated for each candidate segment with the iterative procedure described
in [15]. For a candidate segment detected as voiced, i.e., L̂(N) 6= 0, and
considering the real signal harmonic model, the MAP cost function is

J1(N) =
N
2

ln
1
N
||y

W
− ZαW||22 +

3
2

ln N + L̂(N) ln N, (F.12)

in which the amplitude vector αW is obtained in this case from the pre-
whitened signal. If a candidate segment is detected as not-voiced, i.e.,
L̂(N) = 0, the MAP cost function involved in the comparison is instead
J(N) = N

2 ln ||y
W
||22. After the extraction of voiced speech, the modelled

residual x(n) is segmented based on the log-likelihood

J2(N) =
N
2

dIS(Φ̂x,
σ2

u∣∣Bi
u(ω)

∣∣2 +
σ2

c∣∣∣Γj
c(ω)

∣∣∣2 ) +
1
2

N

∑
k=1

ln Φ̂x. (F.13)

The model which maximises the log-likelihood given the observed residual
will be selected. The markers are required before applying the filter in
(F.11).

The segmentation requires that the cost is additive and independent
over the segments, which is satisfied for both previous criteria. The optimal
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lengths Nopt and N′opt are found by comparing the cost of all the possibilities
from the set of segment lengths and choosing the one minimizing the cost
over all candidates, i.e., M̂ = arg minM Ji, i ∈ {1, 2}. A minimal segment
length, Nmin, is defined, generating a subsegment of Nmin samples and
dividing the signal into S subsegments. This gives 2S−1 ways of segmenting
the signal into S subsegments, and a maximum number of subsegments
Bmax is set. A dynamic programming algorithm is then used to find the
optimal number of subsegments in a segment, bopt, for all subsegments,
s = 1, ..., S, starting at s = 1 moving continuously to s = S [22]. For every
subsegment, the cost of all new subsegment combinations are reused from
earlier subsegments. When the end of the signal is reached, the optimal
segmentation of the signal is found, starting at the last subsegment and
jumping backwards through the signal until reaching the beginning. This
is done by starting at s = S and setting the number of subsegments in the
last segment to bopt(S). Thereby, the next segment ends at subsegment s =
S− bopt(M) and includes bopt(S− bopt(S)) subsegments. This is continued
until s = 0. The segmentation algorithm is described in [18].

To summarize, the steps to decompose (offline) noisy speech into its
voiced and unvoiced components are:

1. The noisy signal is pre-processed with an adaptive autoregressive pre-
whitener [21], yielding yW(n).

2. Parameter estimates of v(n) and x(n) are jointly obtained [15] for all
candidate segment lengths. Followingly, based on (F.12), the markers of the
optimal segmentation for voiced speech and Nopt are obtained.

3. Parameter estimates of v(n) and x(n) and statistics Rv, Rx are obtained
from the segments of length Nopt. If L̂(Nopt) 6= 0, estimate v using (F.4)
after joint diagonalization of Rv and Rx.

4. Obtain the modelled residual x = y−Z( f̂0)α̂ in all the different obtained
optimal lengths {Nopt}. Once the whole modelled x(n) is obtained, esti-
mate unvoiced speech parameters {σ2

u , {βui}P
i=1} for all candidate segment

lengths.

5. Based on (F.13), obtain the markers of the optimal segmentation for
unvoiced speech and N′opt.

6. The unvoiced speech parameters {σ2
u , {βui}P

i=1} are obtained from the
segments of length N′opt. Extract u using (F.11).

5 Experimental evaluation
We first illustrate the extracted speech components of one of the clean
female excerpts from the Keele database [28], after the voiced speech
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Fig. F.1: From top to bottom: Spectrograms of the observed signal, extracted voiced part, and
extracted unvoiced part.

segmentation markers were obtained. Although subsegments increasing in
steps of 5 ms (i.e., N = 40 at 8 kHz) are considered for v(n), only segments
from 20 to 50 ms (i.e. N = 160 to N = 400 in steps of 40) are possible in the
segmentation. That is, the maximum number of possible subsegments is
Bmax = 10, and the cost for b = 1, b = 2 or b = 3 is set to infinity, as the
pitch estimator does not work well for very short segment lengths and low
pitch f0. For the optimal segments for which L̂(N) 6= 0, the filtering matrix
(F.4) with M = 40 is applied, and the filtering is updated every 20 samples,
i.e., there is a 50 % of overlap. M = 40 was chosen as it is an integer divisor
of all the candidate segment lengths, which facilitates the processing. The
difference from the clean signal and v(n) corresponds to u(n), and this
corresponds to a ground truth for the unvoiced speech component. The
spectrograms of s(n) and its corresponding v(n) and u(n) are displayed on
Fig.1. It is seen that v(n) has an appearance with horizontal striations
and that u(n) is displayed by rectangular patterns over a wide range of
frequencies. Around 2.1 s, the harmonics up to around 3 kHz are obtained in
v(n). An example of how the time series of v(n) and u(n) look like if either
a segment of fixed length is used (here 20 ms), or if the extraction of v(n) is
done using the optimal segmentation, is displayed in Fig. 2. The unvoiced
part obtained from the optimal segmentation used for v(n) exhibits a more
stochastic nature compared to the one obtained from using segments of a
fixed size to extract v(n). The marked region exhibits a periodic nature,
which corresponds to v(n). The optimal segmentation results in a better
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modelling of the periodic parts in the extracted voiced component.
We now proceed to evaluate the decomposition performance in noisy

conditions. Four excerpts of 4 s of the Keele database files were added
babble, factory, street and restaurant noise, at iSNRs of 0, 5 and 10 dB.
The performance per iSNR is presented averaged across all the noise types,
and two runs are done per excerpt and noise type. That is, a total of
32 runs are considered per iSNR. Before applying the segmentation, the
signal was pre-whitened from the setup described in [21], which relies on
a parametric NMF noise PSD estimate. The codebook of AR entries of
unvoiced speech (including also from silent segments) was obtained from
the training on samples which correspond to the difference of clean signals
and the voiced speech extracted from the Wiener filter. And as stated before,
this corresponds to a ground truth of unvoiced speech. The samples used
for training were different than those at evaluation. The training was done
on segments of length N = 160 (i.e., 20 ms) with an overlap of 50 % between
them, with an AR order P = 14. Similarly, the codebook of AR entries
of noise (including babble, F-16, restaurant and factory [29]) was trained.
A total of 64 unvoiced speech and 16 noise entries were obtained from a
standard vector quantization technique [30]. When evaluating (F.10), the
modelled x was fitted to an AR spectrum Φx of order 28 [20]. To extract
u(n), segments from 15 to 40 ms were made possible for the segmentation.
The results are shown in Figure 3, comparing the performance of applying
the optimal segmentation to the extraction based on a traditional fixed
one (20 ms). The decomposition performance is evaluated in terms of
segSNR and Log Spectral distance (LSD) [20]. It is also compared to the
decomposition methods [1, 13] after OMLSA speech enhancement [31] was
applied as a pre-processor. This is done to attenuate the noise which is not
taken into account in them. The comparison also has the case where noisy
speech is obtained as an estimate, in order to see if the methods perform
better than the case of not processing the signal. At an iSNR of 10 dB,
the extraction based on adaptive segments leads to a higher segSNR for
the case of v(n). Also, with respect to the LSD, lower values are obtained
for both the extracted v(n) and u(n) based on adaptive segments. At an
iSNR of 5 dB, although the confidence intervals of segSNR overlap, as seen
from the extreme intervals, there is higher probability that the adaptive
segmentation leads to a better recovery of the components, and also the
LSD values are clearly separated. At 0 dB, both ways of segmenting lead to
similar performance. From using optimal segmentation, it is possible to get
lower LSD for v(n) compared to [1], which based its processing on segments
of fixed size. Although it is possible to achieve higher segSNR with the
proposed, it is seen that the other methods combined with enhancement
achieve lower LSD for u(n), at lower SNRs. However, there is a potential to
trade off distortion and noise reduction by considering other filters in the
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VSLF framework [24].

6 Discussion
The use of an optimal segmentation combined with parameter estimates
of an hybrid speech model allow to have a more accurate recovery of the
voiced and unvoiced speech parts, compared to the use of fixed segments.
Specifically, an adaptive segmentation results in a better modelling of the
periodic parts in the voiced component with a higher probability of improved
segSNR and also of a lower LSD of both extracted voiced and unvoiced parts.
We considered prior spectral information stored in codebooks in order to
differentiate between unvoiced speech and noise. A higher segSNR and
lower LSD for the voiced part is possible when compared to reference
methods, with a potential to reduce the LSD for the extracted unvoiced part.
As future work, we will consider deriving the segmentation based on the
recently introduced joint pitch-AR estimator [12].
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Fig. F.2: Extraction of voiced and unvoiced components from optimal and fixed segmentation
on a clean signal excerpt.
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