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ABSTRACT

The carbon pump of the world’s oceans plays a vital role in the biosphere and cli-
mate of the earth, urging improved understanding of the functions and influences
of the oceans for climate change analyses. State-of-the-art techniques are required
to develop models that can capture the complexity of ocean currents and tempera-
ture flows. We will explore the benefits of using physics informed neural networks
(PINNs) for solving partial differential equations related to ocean modeling; such
as the wave, shallow water, and advection-diffusion equations. PINNs account
for the deviation from physical laws in order to improve learning and generaliza-
tion. However, in this work, we observe worse training and generalization results,
possibly due the amount of data used in training.

1 INTRODUCTION

The oceans play a key role in the biosphere (Sánchez-Pi et al., 2020). They regulate the carbon cycle
by absorbing emitted CO2 through the biological pump and dissipate a large part of the heat that is
retained in the atmosphere by the remaining CO2 and other greenhouse gases. The biological pump
is driven by photosynthetic microalgae, herbivores, and decomposing bacteria. Understanding the
drivers of micro- and macroorganisms in the ocean is of paramount importance to understand the
functioning of ecosystems and the efficiency of the biological pump in sequestering carbon and thus
abating climate change.

Similarly, there is also a clear scientific consensus about the effects of climate change on the oceans.
Changes like the shift in temperatures, an increase of acidification, deoxygenation of water masses,
perturbations in nutrient availability and biomass productivity, to mention a few, have a dramatic
impact on almost all forms of life in the ocean with further consequences on food security, ecosystem
services, and the well-being of coastal communities and humankind in general.

Consequently, we end up with a cyclic dependency: to understand and create policies to mitigate
climate change it is of primordial importance to understand the ocean and to understand the ocean it
is necessary to understand how climate change is impacting it. Therefore, this is not only an urgent
but also a scientifically demanding task that must be addressed with a scientific cohort approach
involving different scientific areas: state-of-the-art artificial intelligence, machine learning, applied
math, modelling, and simulation, and, of course, marine biology and oceanography.

That is why it can be hypothesized that it is necessary to develop new state-of-the-art artificial intelli-
gence, machine learning, and mathematical modelling tools that will enable us to move forward with
the understanding of our oceans and to understand, predict and hopefully mitigate the consequences
of climate change.

Modelling oceanic fluid dynamics is essential but also very expensive in the computational sense.
Mathematical models like the Navier-Stokes equations (Temam, 2001) can express most of the pro-
cesses of interest (see McLean (2012)). However, the high computational cost involved in applying
them with the correct precision level makes their application intractable. Machine learning (ML)
and, in particular, neural networks are a competitive alternative. However, these approaches in gen-
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eral require a large amount of data to serve as examples for the learning process. In ocean research,
obtaining data is challenging and expensive. The approach of hybrid models seems to be a good
alternative to tackle this problem.

Physics informed neural networks (PINNs) as proposed by (Raissi et al., 2019) are a hybrid approach
that takes into account an ML and mechanistic model, which are two different paradigms. We aim
to answer the following question: what is the importance and relevance of the physical component
in PINNs in improving the predictive power of a neural network? We aim to find an efficient config-
uration of parameters with numerical experiments for the prediction of data governed by the wave
equation and the shallow water and advection-diffusion equations.

The hyperbolic nature of the wave equation is a useful start for investigating typical hyperbolic ocean
modelling equations such as the shallow water equations. It is possible to reduce the shallow water
equations to the wave equation under certain suitable conditions, see for example (Stoker, 2011).
Furthermore, coupling the shallow water and advection-diffusion equations could bring a simple toy
model for the temperature in oceans. Hence our objective is to improve our understanding of ocean
behaviour and its temperature flows to better model its interaction with climate change.

This paper deals with the problem of predicting values of physical laws at given points in time.
We choose PINNs to investigate this problem, so that we are going to assess the efficacy of PINNs
applied to simple models related to the ocean. The rest of this paper is organized as follows. In
Section 2 we present a brief rationale about the choice of the PINN technique. In section 3 we
provide the reader with the considered model equations. In Section 3 we provide the values of the
functions involved in partial differential equation (PDE) simulations and the essential aspects of
PINN input generation. In Section 5 we briefly explain the PINN method. Then in Section 6 we
analyse with numerical examples the performance of PINNs for the estimation of the solution and
parameters of the PDEs. Finally, in Section 7 we discuss the results and propose ways to continue
this study.

2 FOUNDATIONS AND CONTEXT

High-dimensional partial differential equations (PDEs) are a common fixture in areas as diverse as
physics, chemistry, engineering, finance, etc. Their enormous success has been hampered by its
limited computational viability. Numerical methods for solving PDEs such as finite difference or
finite element methods become infeasible in higher dimensions due to the explosion in the number
of grid points and the demand for reduced time step sizes.

Addressing PDE scalability by approximating them by neural networks has been considered in var-
ious forms either by creating a training data set by directly sampling from an a priori fixed mesh
or by directly sampling the solution in a random manner (see Sirignano & Spiliopoulos (2018) for
an overview). Consequently, a database of synthetic data coming from the numerical resolution of
PDE-based models is generated on a broad range of scenarios. These data sets are then used to train
and validate deep neural networks as in (Dupont et al., 2019; Chen et al., 2018).

These approaches have the limitation of high computational costs for creating such data sets. To
subvert the high computational costs, PINNs were recently proposed by (Raissi et al., 2019) as a
hybrid approach that considers a process where a source of physical knowledge in the form of PDEs
is available. They specify the problem of training the neural networks as a multi-objective learning
task, where we want to minimize the error with the data as well as the error with a physical law. Now
we have three problems instead of one: minimizing the error with the data, minimizing the error with
the physical law, and the combination of training for both objectives. (Raissi et al., 2019) solves this
by incorporating a physics loss term to the loss function, including a relative weight between both
loss terms.

3 MODEL EQUATIONS

In the following we present the equations considered in our study and give a brief interpretation
of them and the functions involved. They are the wave, shallow water, and advection-diffusion
equations. Each of these equations is defined in Ω × R+

0 , where Ω ⊆ Rn is an open set, and we
consider n = 2.
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3.1 WAVE EQUATION

We consider the following wave equation:
∂2η

∂t2
−∇ · (H∇η) = 0 (1)

where η : Ω × R+
0 → R represents the superficial fluctuations of a water container or channel and

H : Ω→ R+
0 is the depth of the water from a reference level.

This equation can be written as
fwaves[η,H] = 0 . (2)

This is where the physics loss will be taken from for this PDE.

3.2 SHALLOW WATER EQUATIONS

The shallow water equations are an approximation of liquid body movements where the horizontal
scale is much larger than the vertical scale. It is used to model e.g. floods, tidal currents, and tsunami
waves. The standard shallow water system (Saint-Venant, 1871) considering negligible bottom fric-
tion and vertical movement of water, as well as constant water pressure and incompressibility, is
given by:

∂η

∂t
+

∂

∂x
((H + η)u) +

∂

∂y
((H + η)v) = 0 (3)

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
− fv = −g ∂η

∂x
− bu− ν

(
∂2u

∂x2
+
∂2u

∂y2

)
(4)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
− fu = −g ∂η

∂y
− bv − ν

(
∂2v

∂x2
+
∂2v

∂y2

)
(5)

where u : Ω × R+
0 → R and v : Ω × R+

0 → R are the height-averaged velocities in the x and y
directions respectively, h the height deviation of the surface from its mean height H : Ω → R+

0 , g
the acceleration due to gravity, f the Coriolis coefficient, b the viscous drag coefficient, and ν the
kinematic viscosity.

The equations can be further simplified by considering only linear terms and either neglecting the
nonlinear terms or by approximating them with a linear function. The linearized version of the
shallow water equations is of particular interest because it is very similar to the equations describing
acoustic waves. Neglecting the Coriolis effect, advective, and frictions terms, we obtain

∂η

∂t
+∇ · (Hu) = 0 and (6)

∂u

∂t
+ g∇η = ψ (7)

where u = (u, v) and ψ ∈ R2 accounts for atmospheric pressure variations and wind stress. We
take g = 9.81 m

s2 , H = 10m, and ψ = 0 m
s2 . This equation can be written as

fSW [u, v, η] = 0 (8)
where fSW = (f1SW , f

2
SW , f

3
SW ). This is where the physics loss will be taken from for this equa-

tion.

3.3 ADVECTION-DIFFUSION EQUATION

We consider the advection-diffusion equation for heat transfer, assuming that the diffusion coeffi-
cient is constant, there are no sources nor sinks of heat, and the temperature depends only on x, y, t,
that is,

∂T

∂t
= D∇2T − u · ∇T (9)

where T : Ω×R+
0 → R is the temperature inK, D = 0.1 m2

s is the thermal diffusivity considered in
this work, and u : Ω× R+

0 → R2 the velocity field in m
s . The equation can be written as a physics

loss term as
fAD[u, v, T ] = 0. (10)
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4 FINITE ELEMENT SIMULATIONS

In order to generate data for training, validation, and testing, we simulate the PDEs using the finite
element method (FEM). All simulations were performed using FEniCS (Alnæs et al., 2015). The
spatial domain, Ω = ]0, Lx[ × ]0, Ly[ with Lx = 1, Ly = 1.5, is represented by an unstructured
rectangular mesh with 218 nodes and 384 triangles. For the time scheme, we take the domain [0, Tf ]
with n uniform distributed time steps, so the discretized domain is {0, dt, 2dt, . . . , ndt}, where
dt =

Tf

n . Now we give more details of the chosen values in each model.

4.1 WAVE EQUATION

We will simulate the wave equation in a rectangular domain in the time interval ]0, Tf [, with Dirich-
let boundary conditions for η:

η = 0 on ∂Ω× ]0, Tf [ (11)

and initial conditions on Ω

η(x, y, 0) = exp
(
−10 ·

(
(x− 0.5)2 + (y − 0.75)2

))
,

∂η
∂t (x, y, 0) = 0 .

(12)

On the other hand, the depth H is given by

H(x, y) = (1− x)(2− sin(3πy)) in Ω . (13)

We implement FEM in this equation considering Lagrange finite elements of degree 1. The time
scheme is explicit and Tf = 1.0, n = 100.

4.2 SHALLOW WATER EQUATIONS

For the shallow water system we consider Dirichlet boundary conditions on all the boundary:

u(x, y, t) = 0 on ∂Ω× [0, T ] (14)

and initial conditions

η(x, y, 0) = 10 exp
(
−(x− 0.5)2 − (y − 0.75)2

)
in Ω (15)

∂η

∂t
(x, y, 0) = 0 in Ω (16)

U(x, y, 0) = 0 in Ω (17)

The simulations consider Lagrange finite elements of second degree. For the time scheme we used
Crank-Nicholson (Allaire (2007)), and Tf = 1, n = 500.

4.3 ADVECTION-DIFFUSION EQUATION

We will simulate the advection-diffusion equation in the same spatial and temporal domain as the
shallow water equations but in this case we consider mixed Dirichlet and Neumann boundary con-
ditions for the temperature (in ºC):

T = 0 on {0, Lx} × [0, Ly],
∂T

∂n
= 0 on [0, Lx]× {0, Ly}, (18)

and initial condition (in ºC):

T (x, y, 0) = 15 + 45 · exp
(
−(x− 0.5)2 − (y − 0.75)2

)
. (19)

We performed a θ-scheme in time with θ = 0.75, and Tf = 1, n = 500. The velocity is given by
the solution of the shallow water system.
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Figure 1: Example of a physics informed neural network with inputs x, y, and t; outputs u and v;
and two hidden layers. Using automatic gradient calculation we can differentiate the neural network
by its input variables and construct a physics error function f . The loss function involves a loss term
for the data and a loss term for the physics function.

5 PHYSICS INFORMED NEURAL NETWORK

Physics informed neural networks (PINNs) are models that are trained to obey laws in physics
described by (non-linear) partial differential equations (PDEs). They can be used used to solve
supervised tasks in which we both minimize the error with respect to the data and to the physics law.
We define the loss function as follows

L = Ldata + wLphysics (20)

where Ldata is the loss with respect to the data, Lphysics is the loss with respect to the PDEs of
a physics law, and w is the relative weight of the physics loss. If fi is the error of each physical
condition, then using the mean-squared error for both losses we obtain

L =
∑
i

(yi − ŷi)2 + w
∑
i

f2i . (21)

Any neural network such as fully connected, recurrent, and convolutional networks can be used,
where we make use of automatic gradient calculations as used by back-propagation to compute
derivatives of the output variables with respect to the input variables. An example of such a network
for training the wave equation is shown in Fig. 1, with f representing Eq. 2. The network is designed
with input variables x, y, and t and output variables u and v. The output variables are used directly
to calculate the data loss term, while for the physics loss term we differentiate the variables with
respect to the input variables as needed for the physics loss function.

The objective is to train both in a supervisory manner with measured or simulated data (i.e. Ldata),
as well as training to minimize the departure from the physics law. The Lphysics term ensures that
the neural network generalizes better for unseen data by preventing overfitting. The physics loss
encourages that the output variables are not just trained to a local region around the input values of
the given data, but that also their first and/or second-degree derivations (depending on the PDEs)
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(a) Wave equation
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(b) Shallow water and advection-diffusion equations

Figure 2: Validation loss of (2a) the wave equation and (2b) the shallow water and advection-
diffusion equations. Both are trained three times with a physics loss weight w of 0, 0.1, and 1
using ReLU activation functions. In both instances, using solely the loss of the data Ldata results in
a neural network with higher accuracy after a fixed number of training iterations.
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Figure 3: Validation loss of the wave equation model with different activation functions, each is
trained using solely the data loss term Ldata and is compared with the addition of the physics loss
term Lphysics using a physics loss weight w = 1.0. For all three cases, the loss converges much
faster when training only using the data loss term.

match with our physical understanding of the model thus spurring better predictive power outside
the region of the training data.

Observe that the neural network must have input variables that correspond to the physics law’s
derivative terms. That is if ∂u

∂x is part of our physics loss function then x must be an input variable
and u an output variable of our neural network.

6 RESULTS

Our models are composed of five hidden layers of 100 neurons. The models are optimized using
the Adam optimizer with a learning rate of 1 · 10−3. Additionally, adaptive activation functions
from Jagtap et al. (2020a;b) are used with an initial trainable adaptive rate of a = 0.1 and a fixed
multiplier of n = 10. The data set is split into 80% training, 10% validation, and 10% test.

To improve training results, the input data is normalized to have zero mean and unit standard devia-
tion. For the physics loss to be correctly calculated, the output of the neural network is de-normalized
before calculating the PDEs. Finally, to be able to compare the training results for each of the dif-
ferent physics loss weights w or activation functions, we calculate the validation loss using only the
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data loss term Ldata. In case the physics loss would make the model generalize better, it should
improve the loss term of the data on unseen data from the validation data set.

See Fig. 2 for the validation loss obtained by both models. It can be observed that adding a physics
loss term to the loss function degrades accuracy on unseen data, thus suggesting that the model
generalizes worse that with just a data loss term. In all cases the network can learn the structure of
the data quicker and with higher accuracy when using just the data loss term, suggesting that the
physics loss term inhibits the network from properly learning the latent structure of the data.

Additionally, in Fig. 3 the validation loss for the wave equation is shown using different activation
functions. Moseley et al. (2020) advocates for the use of activation functions with non-zero second
derivatives to properly learn the the second time derivative in the wave equation. We thus compare
the performance of the ReLU, tanh, and softplus activation functions, confirming worse training
results in all three cases when adding a physics loss term. Additionally, it can be observed that
both the tanh and softplus functions are slower to learn from the data than the ReLU function, but
perform better than the ReLU function when adding a physics loss term.

7 DISCUSSION

While we have found many papers stating that using a physics loss improves overall performance
and generalizability of neural networks (for example, see Raissi et al. (2019); Jagtap et al. (2020a;b);
Moseley et al. (2020)), we have observed the contrary. Using the same model and hyperparameters
both with and without a physics loss term suggests in our case that the physics term inhibits the
model from training well. We note that, contrasting with our work, Raissi et al. (2019) obtains better
results by using less training data.

The neural network likely increases in complexity when imposing the physical conditions during
training, as evidenced by Moseley et al. (2020) mentioning the complexity in training the wave
equation. However, even when using activation functions with non-zero second derivatives as sug-
gested by Moseley et al. (2020), such as the tanh or softplus functions, the model’s performance
is worse. The extra complexity from adding physical conditions may require extra hidden layers or
wider layers to fully learn the PDEs and their second derivatives.

As the equations of interest are inherently wave-like, we propose to explore the benefits of Fourier
transformations for learning the equations more effectively, as was done by Li et al. (2020). This
would enable the network to learn patterns of the data in the frequency space. Additionally, to
generalize the model better for unseen data, we propose the use of dropout by Hinton et al. (2012)
to randomly turn off a percentage of the neurons. This forces the network to learn redundancies
in case certain neurons are turned off, increasing the stability of the network, and the likelihood
to generalize better for unseen data. However, for both techniques it is unclear whether adding a
physics loss term would improve results.

Concluding, in this paper we have studied the behaviour of PINNs concerning the wave, shallow
water, and advection-diffusion equations. We note that the added loss term for the deviation to the
physical law inhibits the network from training and generalizing well to unseen data, despite using
various activation functions, which may be attributed to the large amount of training data used. It
is yet unclear how neural networks can learn the complexities of (second) derivatives as present in
PDEs, as well as the influence of the amount of training data.
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