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Abstract

Theories and data on language acquisition suggest a range of cues are used, ranging from

information on structure found in the linguistic signal itself, to information gleaned from the

environmental context or through social interaction. We propose a blueprint for computational

models of the early language learner (SCALa, for Socio-Computational Architecture of

Language Acquisition) that makes explicit the connection between the kinds of information

available to the social learner and the computational mechanisms required to extract

language-relevant information and learn from it. SCALa integrates a range of views on language

acquisition, further allowing us to make precise recommendations for future large-scale

empirical research.
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SCALa: A blueprint for computational models of language acquisition in social context

1. Introduction

Infants’ ability to learn their native language with astonishing speed and efficiency has

fascinated and puzzled researchers for many years. Human language is a richly structured and

complex communication system with multiple levels, each with their own sets of rules, ranging

from speech sounds over words to grammar. This system’s complexity and expressive power is

unrivaled in the animal world (Hauser, Chomsky, & Fitch, 2002), and its acquisition is all the

more surprising when considering diversity in the learning targets (linguistic diversity) and

learning environments (cultural diversity). Infants might face languages with consonant

inventories ranging from 6 to more than 100 consonants (Maddieson, 2013), or with gender

markings ranging from 0 to 5 or more genders (Corbett, 2013), to give just two examples. As for

learning environments, they differ qualitatively but also quantitatively: Children growing up in

industrial societies might hear 2-10 times more input compared to children growing up in

preindustrial societies (Vogt, Mastin, & Schots, 2015), and children growing up in households

with higher socioeconomic status hear more varied and complex utterances compared to

children growing up in households with lower socioeconomic status (Hoff, 2003).

The multiple sources of information an infant can potentially consult to acquire

language are considered key to infants’ amazing ability to learn their native language, at the

same time as they are considered instrumental to explain the diversity in learning outcomes. For

instance, listening to the speech stream an infant can learn about the order of phonemes,

syllables, and words; seeing a caregiver point at something while uttering a word, an infant can

learn the name of an object; being provided with corrective feedback can shape infants'
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language output to the community norms. Often, the role of these different sources of

information has been studied in isolation, preventing an evaluation of their relative role to

explain commonalities and specificities of developmental trajectories across  age range,

languages and cultures. We propose to bridge this gap in an integrative computational

approach.

Traditionally, two kinds of approaches have been leveraged to understand the

underpinnings of early language learning: experimental laboratory studies and corpus studies.

Since the seminal work of Eimas et al. (1971), Mehler (1981), and many others, the field of

experimental infant psychology has produced a wealth of measures of developmental

landmarks  (for instance, infants know a few words by 6 months, Tincoff & Jusczyk, 2012), of

potential mechanisms underlying the learning of language structure (for instance, infants pick up

on aspects of their language’s prosodic and morphosyntactic structure by 7 months, Gervain &

Werker, 2013), or of the  social-communicative cues that are involved in learning at different

ages (for instance, infants' increasing reliance on gaze cues over the second year of life,

Hollich, Hirsh-Pasek, & Golinkoff, 2000). As regards corpora studies (e.g., see MacWhinney,

2000, chapter 2, for a brief history), the recording, annotation and distribution of child-caretaker

interactions in open archives has provided ways to investigate how infants learn language from

their interactions with others, involving realistic input data and opening the door to a quantitative

perspective. Further, portable lightweight audio and video devices (e.g., Language ENvironment

Analysis LENA, Xu et al., 2009) have made possible the collection of large-scale datasets

capturing infants’ multimodal interactions in their natural environments (Bergelson, Amatuni,

Dailey, Koorathota, & Tor, 2019) from diverse human cultures (Casillas, Brown, & Levinson,

2019). These observational approaches promise novel insights into the role of linguistic input

and the social-communicative environment on early language acquisition.
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Despite the remarkable progress achieved by these two experimental and observational

approaches, we struggle in answering even simple questions about the relative role of different

kinds of information for language learning: does the acquisition of syntax depend primarily on

observing the distribution of linguistic patterns in the input, on the correlation of input and the

world, or on corrective feedback? Is it the same for phonetics and semantics? What happens if

one of these sources is reduced or degraded? Experiments are limited in their scope, on the

one hand because their design often comes at the cost of felicitousness to any real life learning

situation an infant might face, both by controlling for confounding factors and by any lab study

being restricted in terms of participant numbers, populations, and age ranges. On the other

hand, they are limited in their intervention on language learning by practical and ethical

considerations, and natural experiments (e.g., language learning in the visually impaired, see

Landau, Gleitman, & Landau, 2009, or in the hearing impaired, see Goldin-Meadow & Mylander,

1998), despite being illuminating, are scarce and do not cover the full scale of questions

regarding the role of input types on language learning. Corpus studies may capture more

naturalistic situations, but the data can be hard to analyze and establishing causality is

challenging.

Here, we propose to complement experimental and observational studies with a third

approach, aiming for algorithmic and computational specificity to facilitate integration of diverse

perspectives and generation of predictions (see e.g., van Rooij & Baggio, 2020). Specifically, we

follow a reverse engineering approach (Dupoux, 2018), which states that such causal and

quantitative theories have to fully specify three components: the learner (taking in input, learning

latent representations and producing outputs), the environment (providing input that is

independent of the learner, as well as input that is reactive to the learner), and the outcome

measure (linking the learned representations to traditional outcome measures in the child
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language literature). As an illustration of this approach in the domain of phonetic learning,

Schatz et al. (2020) instantiate the learner as a state-of-the-art representation learning algorithm

which is fed spectral representations of the speech input and learns its probabilistic distribution,

the environment as several hours of audio recordings of read or spontaneous speech, and the

outcome measure as a phoneme discrimination task run on the posterior probabilities of input

stimuli. In such an example, the environment is a static recording, and the learner passively

accumulates statistics over the recording. Could such an approach be extended to address

questions about how language is learned in more ecological situations, where the learner not

only listens, but also sees, feels and moves in a physical environment, as well as interacts with

and receives feedback from a caretaker?

The contribution of this paper is precisely to explore what needs to be done to apply the

reverse engineering approach to this more realistic setting. We will not offer a fully fledged

implemented model like Schatz et al. (2020). Rather, we will offer a blueprint, which can be

viewed as the set of specifications of what an implemented model should look like. In addition,

we will focus the paper on the learner, only referring to the environment and outcome measure

in so far as it is needed to explain our description of the learner. We take the viewpoint of an

ideal learner, i.e., a learner whose ultimate goal is to learn language, and who is optimal at it.

While real infants may of course depart from optimal learners for a variety of reasons (e.g, their

still developing attention and memory capacities), having an optimal model is at least a good

starting point in developing causal theories of the infant learner, and can answer questions as to

the functional role of particular types of inputs for instance.

We defer the specification of a blueprint of the environment to further work, since moving

beyond static environments while staying realistic is complicated even in the case of simple

physical interactions, leading studies on simulated caretakers to focus on toy problems (see
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Hermann et al., 2017; Lazaridou and Baroni, 2020). As for outcome measures, these have

started to be addressed elsewhere (see Lavechin, de Seyssel, Gautheron, Dupoux, & Cristia,

2021, for some propositions).

In Section 2, we start by classifying information for  language development into three

broad types, each of which is indispensable for understanding the learning process, but each of

which on its own is not sufficient to characterize the information available in the learning

environment as a whole. In Section 3, we argue that these information types require different

types of learning algorithms to be fully exploited by an ideal learner. In addition, we introduce

the notion of filters, whose role is to route the sensory information available to the learner to the

correct learning algorithm. In Section 4, we motivate the need to annotate datasets of

infant-caretaker interactions in terms of this routing problem, in order to quantify (and therefore

to be able to model), the prevalence of each of the relevant types of information in the infant’s

environment. In Section 5, we finish by presenting a roadmap of the work that needs to be done

to fully integrate this approach into the more traditional experimental and corpus approaches.

2. Three Types of Information Relevant for Language Acquisition

In the following, we present a classification of information relevant to language acquisition into

three broad types. The purpose of this overview is not to give an exhaustive account of types of

information that could ever play a role in early language, nor to argue for this precise

classification as being the most important one. Our main goal is to establish a distinction of

different types of information for the language learner which will map onto the learning problem

from a computational point of view. Summarizing the extensive empirical evidence showing that

language acquisition involves extracting and learning each type of information is beyond the
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scope of this paper, which is mainly theoretical. In its stead, we justify each type by making

reference to different theories that focus on it.

2.1 Language as Structure

Language has a multi-level and complex internal structure, and no matter which language

background an infant is born into, it is indispensable to learn about her native language’s

structural aspects, ranging from phonetic categories to syntax. Many scholars agree on the1

importance of the distribution of linguistic patterns as a source of information, even when they

diverge widely in terms of other theory-relevant characteristics, such as the extent to which they

believe infants’ ability to acquire those patterns or structures is innate or learned.

At one end of the spectrum, generativists assume strong innate predispositions that

guide the acquisition of language structures. This assumption is motivated by the observation

that any type and amount of language input that infants receive is compatible with multiple

grammars, and thus their input alone would not suffice to explain why a given infant prefers one

generalization over another. For instance, it has been proposed that infants have an innate

capacity to acquire language (the Language Acquisition Device, LAD; Chomsky, 1964), and that

structural aspects of languages, such as their phonology or syntax, can be described by a

common set of principles and parameters, some of which are universal, and others are turned

on or off based on experience with a particular language. Later approaches (e.g., Optimality

Theory; Prince & Smolensky, 2004) introduced constraints instead of parameters, allowing for a

more flexible and general framework to accommodate the structures of many languages, as well

as probabilistic instead of deterministic grammar variants (see Pater, 2019, for an overview).

Common to these views is a strong focus on innate knowledge of structural aspects of

language.

1 Note that, while we use words like "phonetic", "talked about", "speech", or “verbal”, our
framework is also intended to cover sign (including tactile) languages.
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On the other end of the spectrum, the learnability of language structure based on the

input is stressed (e.g., PRIMIR, Werker & Curtin, 2005). Lab studies on input-based learning

highlight infants’ capability to deduce language structure such as phonetic categories, word

forms, word-object mappings from tracking statistical regularities in the input. These studies

crucially show that infants are able to learn from patterns present in their language input outside

of any referential or communicative context. Whether such capacity could extend to naturalistic

input is not yet known, as meta-analyses over different stimulus sets and experiments suggest

that some of these studies might not be robust across different conditions (Black & Bergmann,

2017; Cristia, 2018).

While the long-standing debate about the poverty or richness of the stimulus remains

unresolved, both sides agree on the importance of linguistic patterns, both as a source of input

and a target for learning. We believe this strongly suggests that any comprehensive framework

of language acquisition will thus need to accommodate a way for a language learner to acquire

this source of information, as well as to test different assumptions about the role of innate

predispositions and environmental input in this process.

2.2 Language as a Description of the World

In order to become competent native language users, infants need to learn not only about the

structure of language, but also about how the content of language connects to the outside

world, involving both visible and invisible states as well as concrete and abstract concepts. This

link is rendered evident when language is used to describe aspects of the outside world. Such

instances are inherent in the social interactions taking place in an infant’s environment (see

Section 2.3), and could actually help or even guide the learning of structure (see Section 2.1).

The accounts described in this Section 2.2 have in common that they describe ways in which
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language links to the world. As above, we have selected representative theories to show the

divergence in views outside of this common focus. For instance, these theories vary in whether

they assume domain-general or language-specific mechanisms, and to what extent learning of

language structure and the prioritization of social cues are innate or develop through exposure.

To begin with, one group of proposals calls attention to how language structure links with

the world as a general property of language, via semantic bootstrapping (Pinker, 1982; 1984)

and/or syntactic bootstrapping (Gleitman, 1990). Both types of bootstrapping highlight the

regular correspondences between classes of syntactic objects (nouns, verbs, etc.), and types of

entities in the world (objects, events, etc.; see Brown, 1957). Both also argue that such

correspondences are possibly innate and drive learning, but they diverge on which direction the

correspondence is most potent.

A second example is the Natural Pedagogy theory (Gergely & Csibra, 2009), which

assumes a specifically human learning system based on ostensive-referential communication,

positing that under certain social triggers infants might be innately biased to link language and

the world at the level of abstract and generic knowledge, rather than at the level of specific

instances. This nativist view thus draws attention to how social cues can mediate learning in the

context of language-world associations.

Diverging from the two groups of theories just mentioned on several counts, associative

proposals argue that infants can link language to the world by domain-general associative

mechanisms, such as co-occurrence statistics between auditory and visual objects (Smith & Yu,

2008). Social interaction can enhance this link by guiding attention and leading to ideal learning

opportunities, for instance by increasing the salience of co-occurrence, such as happens when

waving an object in an infant’s central visual focus while labeling it. In other words, this particular
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group of theories stresses that social interaction can improve the quality of the language-world

link.

A final example we want to mention here is the Emergentist Coalition Model (Hollich et

al., 2000). According to this model, when infants learn to link form and meaning, they are

sensitive to attentional cues (such as perceptual salience), social cues (such as eye gaze), and

linguistic cues (such as prosody). However, the precise weighting of these cues changes over

time, broadly speaking from a stronger reliance on attentional cues early on to a stronger

reliance on social and linguistic cues later on, and this change in weighting comes about by

infants' discovery that some cues are more reliable indicators than others.Thus, this account is

potentially compatible with both nativist and empiricist perspectives, and their crucial

contribution is that, in the context of making language-world correspondences, different

mechanisms' importance is proposed to change over time via learning.

Despite their diversity of focus and scope, these views all agree on the core assumption

that learning language involves learning a correspondence between language structure and the

world, thus lending credence to the view that this second type of information is crucial when

aiming to explain early language acquisition.

2.3 Language as a Social Construct

Section 2.1 and 2.2 readily map onto external information that the infant can pick up on, such as

language structures and links between language and the world, which can be conceived of as

completely external to the infant. In the current section, we want to operate a mind shift, and

bring to the fore the fact that the infant is not a passive observer of a reality that plays like a

movie, independent of the infant's actions. Thus, the third class of information we discuss is not

"external" to the infant, but instead is information found in the interaction between the infant and
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the environment. To do so, we build on the social constructivist and language socialization

traditions, positing that an individual's language learning takes place as an emerging property

from his or her interactions in a group (e.g., Vygotsky, 1978; Snow, 1977; Lieven, 1978; Ochs &

Schieffelin, 2011). There was some mention of social interaction in some of the views discussed

in Section 2.2; however, to clarify the distinction with theories discussed in this Section 2.3,

those theories could be based on an asymmetric view of the infant and others around her,

whereby the interactor organizes the infant's experience and the infant could be consuming it

passively.

Social constructivism and language socialization approaches focus on the interaction

itself as a necessary driver of language learning, so that children are not only patients but also

actors in the construction of their knowledge. To begin with, social constructivism proposes that

the caregiver scaffolds the input to adapt it to the child's needs. Thus, the child can affect the

caregiver, and ultimately the input she receives. A remarkable example of this comes from

Ratner and Bruner (1978), where structure and content of ritualized play routines (like

peekaboo) observed in two infants between the ages of 5 and 14 months of age documented,

on the one hand, their mothers' apt highlighting of game structure and junctures (providing more

detail when the infant is younger and at the beginning of the game, less as the game

progressed and the infant aged), and on the other, the infants’ growing mastery of key aspects

of language (and the game), including "interchangeability of roles", "appropriacy conditions",

and "phonetically consistent form[s]" (p. 397).

In language socialization approaches, the infant learns language at the same time as

she learns her place in social interactions (Ochs & Schieffelin, 2011). For instance, Ochs (1982)

explains that "how a Samoan child speaks - both form and content - is strongly influenced by

social norms for using language in Samoan households and by certain attitudes and beliefs
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concerning individuality, knowledge, and human competence" (p. 78). Mothers enact relative

status: In a situation where there is a mother, an older sibling, and the young child (whose

language acquisition we focus on here), requests by the young child will not directly be

responded to by the mother, and instead the mother will indicate to the older sibling to reply to

the child. The child can thus draw linguistic information (from the overheard command), and

social status information: Since the mother is highest ranking in this situation, she signals her

status by minimizing activity, awareness, and involvement.

Once again, we have quite divergent perspectives represented across theories

discussed in this section, divergences that we believe are important and meaningful.

Nonetheless, despite the differences in the way interactors are conceived in social

constructivism and language socialization theories, they agree among them (and differ from the

other theories) in terms of their central focus on children in a truly social situation. The interplay

between caregivers and children plays a key shaping role by which input is embedded in a

mutual feedback loop.

2.4 Summary: How to Integrate these Three Types of Information?

Our conceptual distinction above illustrates the multifaceted nature of the language learning

process: Infants simultaneously learn about the structure of language, its connection to the

outside world, and how to use language in social interactions. At the same time, this highlights

how wide an array of input the infant needs to process during the acquisition process, ranging

from verbal forms over sensory input to multimodal social interactions. We propose that all three

aspects of language learning are important, and that researchers would benefit from a way to

examine the relative contributions of different types of information to the learning process in a

common framework.
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3. A Socio-Computational Architecture for the Language Learner

In this section, we provide a description of a Socio-Computational Architecture of Language

Acquisition (SCALa) which provides a blueprint of a model of the socially embedded learner.

This fits well with the recent push towards formal and/or computational models and away from

weak verbal theories (e.g., Guest & Martin, 2020; for a range of views in this topic, see Fried,

2020, and replies in the same issue). However, as outlined above, we do not present a fully

implemented computational model, but rather a blueprint that can be used to generate many

such models. To this end, we incorporate references to actual algorithms that are used in

speech and natural language processing, which we group into generic classes rather than

focusing on implementation details. This list is not exhaustive and given fast changes in the

machine learning field, additional algorithms may emerge in the future, which could also be

informative. Additionally, since we hope that SCALa will become a framework within which

individual theories and models can be instantiated, we do not believe the full list is essential,

given that some theories may focus on spelling out specific subareas. That said, we hope that

by embedding their narrower theories and models within SCALa, researchers will be cognizant

of the aspects of the learning process that they are remaining silent on.

As outlined above, we assume an environment in which the infant (hereafter: learner) is

embedded. This environment includes the physical world that the infant can sense and interact

with as well as one or multiple interaction partners (hereafter: interactor) that provide

social-communicative input to the infant.
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Figure 1. The learner’s internal probabilistic models and learning algorithms. Input from the

outside world first undergoes data preprocessing. The preprocessed data can take the form of

utterances (U), objects and events (E), intended/corrective Targets, and positive or negative

Rewards, and the learner can produce outputs (O).

As illustrated in Figure 1, in SCALa, the learner is imbued with two sets of components : (1)

probabilistic models and associated learning algorithms, (2) data preprocessing components. As

to the first set of components, probabilistic models represent  their inputs as parametrized

probability distributions and update these parameters through the application of learning

algorithms. Each algorithm has characteristic inductive biases, i.e., a particular way to

generalize to novel unseen input given a finite set of training examples. Such inductive biases

are also sometimes called ‘priors’ in statistics or in cognitive psychology, or innate knowledge in

generative linguistics, and can be conceptualized as assumptions that the algorithm makes

about the nature of the entity to be learned (such as the "Whole object assumption"; Woodward,

Markman, & Fitzsimmons, 1994).

The second set of components enables the intake of information (generically grouped

under the machine learning term ‘Data Preprocessing’), which we take to be a subset of the

available input, since the infant may ignore some aspects and focus on others. Such

components have been often presented in psychology as ‘filters’ that determine which inputs

are processed by which learning algorithms. Such filters are rarely described in current theories

of language acquisition, and similarly, in standard machine learning applications, data

preprocessing is often not considered as part of the learning problem. Filters apply at different

levels of processing, and for some filters, we can assume their explanation lies outside of

language because they stem from phylogenetically old abilities. For example, speech is filtered
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into distinct frequency bands thanks to a brain network found in humans and other mammals

(Saenz & Langers, 2014). We suspect many filters necessary for language acquisition do not

benefit from a robust cross-species basis, and theories assuming them needs to explain how

they came about. In the context of a social learner embedded in the real world, the data2

preprocessing problem is less specified and more complex. In addition to the sensory,

attentional, and informational filters signaling language-relevant input to the learner, the learner

requires advanced operations like referential selection and communicative event classification

to process input adequately,  (see Section 3.3).

In the following sections, we first give a more detailed description of probabilistic models

(Section 3.1) and associated learning algorithms relevant to language learning (Section 3.2). In

Section 3.3, we then describe how an ideal learner should filter the input as a function of the

socio-communicative context; in other words, what the output of filters for referential selection

and communicative event classification would ideally look like to be processed as input by the

learning algorithms and probabilistic models. We finally describe how an actual algorithm might

approach this task (Section 3.4).

3.1 The Learner’s Probabilistic Models

2 While we highlight the importance of optimal filters for an ideal learner, it is possible that a less than ideal
learner using a rough proxy for a filter might still work in practice. One example is a computational model of
cross modal learning (e.g., Harwath & Glass, 2017). This model is able to directly map whole sentences to
whole images. The model, applied without any filter, localises which part of the image maps best onto which
part of the sound sequence. This is thus a case where a filter can be learned directly from the unfiltered
data. A later model (Hsu, Harwath, Song and Glass, 2020) is able to produce a spoken caption for an image
by incorporating a similar approximate filter (words and objects are just rectangular regions of space or time)
which is learned at the same time as the captioning system. Thus, what seems difficult or conversely easy
from a verbal description can turn out very different when software is implemented and tested. Our
contribution here is simply to state that some notion of filters need to be addressed in the final software, not
how it will be implemented.
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Some of the recent successes of machine learning rest on powerful generative probabilistic

models. Briefly, a probabilistic model specifies a probability distribution P𝜃 (X) over the set of all

possible observations X, where 𝜃 is the set of parameters of the model. It is called generative3

when it can generate new observations by sampling from the distribution.  A probabilistic model

can also be associated with a learning algorithm which updates the parameters 𝜃 given a finite

sample of observations (called the training set: X1, … XT). Learning can be construed as an

optimization problem which consists in searching for the parameters 𝜃* that maximize an

objective function (also sometimes called the ‘Loss function’ L, in which case it has to be

minimized), which is a quantity that depends on the parameter 𝜃 and the training examples (X1,

… XT) (𝜃*=arg min𝜃 L𝜃(X1, … XT)). Once learned, the model with its parameters can be used to4

estimate the probability of novel unseen samples (generalization) or generate new samples

from the model. In order to make SCALa address all of the relevant aspects of the language

learning problem as outlined in Section 2 (Language as Structure, Language as a Description of

the World, Language as a Social Construct), we assume a learner with several such models: A

Language Model, a World Model, a Grounding Model and a Dialogue Model (Figure 1). Let us

review these models one by one.

The Language Model captures the probability distribution P𝜃L(U) of verbal forms, let’s

say, an utterance U, in the linguistic environment of the infant. This probability distribution

represents the tacit knowledge that the learner has about his or her language at a given time t.

Such a model can be built using lists, dictionaries, episodic memories, probabilistic grammars,

neural networks, or other computational structures. The free variables in these structures

4 A simple loss function is the negative log probability of the training examples L=-log p𝜃(X1, … XT).
Minimizing this loss amounts to finding the parameters that make the training examples maximally
probable.

3 A very simple example probability distribution is the Gaussian distribution, which specifies a density
probability over real numbers; its parameters 𝜃 are the mean and standard deviation.
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constitute the model parameters 𝜃L. In systems used in language technology, the utterance U is

typically represented as a sequence of discrete symbols: for text it may be characters; for

spoken languages, phones or phonetic features. Recent work suggests that it is possible to

learn discrete units from raw audio, and use them as if they were phonemes or letters (see

Nguyen et al. 2020; Lakhotia et al, 2021 for the feasibility of this approach). The learning of the5

model parameters 𝜃L is typically done by a class of algorithms that is called in machine learning,

somewhat confusingly, Language Modeling (LM) . The most powerful of them have millions of6

parameters trained on large sections of the world web. They can give a good approximation of

adult human performances on a variety of metrics (e.g., grammaticality judgments, see Warstadt

et al., 2019) and can be turned into surprisingly creative language generators (see Brown et al.,

2020). Cognitively, postulating a Language Model in the infant would account for their capacity

of displaying preferences for patterns (over phonemes, words, sentences) that are frequent

versus infrequent in their language, and their ability to produce such patterns.

The World Model captures the probability of occurrences of an event E in the world and

represents the tacit knowledge of the learner about objects, agents and events. Like the

6 Simple LM algorithms based on n-grams consist in counting the occurrence of each n-gram in the
training set. More sophisticated LM algorithms are recurrent or convolutional neural networks trained
using prediction objectives. For instance, if an utterance U is composed of a sequence of word tokens (or
some other units like phonemes or speech frames) u1... uN, the system is trained to predict the token ui

based on the past ones u1... ui-1 (increasing i from 1 to N). This objective makes it easy to compute the
probability of the entire sequence U as the product of the conditional probabilities of each successive unit:
P(U)=𝚷i=1..N P(ui|u1..ui-1). This algorithm thus tracks the temporal structure of language in order to predict
the likelihood of a given verbal form occurring given the preceding verbal forms. Newer algorithms like
BERT do not respect the linear order and attempt to reconstruct a certain proportion of masked or
corrupted tokens (Devlin, Chang, Lee, & Toutanova, 2018).

5 Note that in general, the probabilistic models described here are formulated over sensory
representations (audio patterns, visual patterns, etc). This may seem overly behavioristic; cognitive
models would rather include reference to abstract entities like phonemes, morphemes, words, syntactic
trees, objects, substances, forces, agents, concepts, beliefs, intentions, etc. However such abstract
entities are ultimately grounded in sensory data; in probabilistic models such as graphical models (e.g.,
Pearl, 1998; Tenenbaum & Griffiths, 2001) they are explicitly represented as latent representations (latent
because not part of the observations, and their values are calculated during inference); in neural
networks, they emerge in the hidden layers and connectivity pattern of the system.
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Language Model, it can be constructed in various ways (as an episodic memory or in a

parameterized probabilistic model). The associated algorithm, World Modeling (WM), refers to

updating the parameters of the probability model of a particular percept (P𝜃W(E)) . Current7

models can generate realistic short videos (see Clark, Donahue, & Simonyan, 2019) or be used

to plan the action of robots. Applied to the modeling of an infant learner, such an algorithm

would store in its parameters 𝜃W world knowledge computed over sensory primitives that the

infant has experienced related to occurrences of world events, which can be external (visual,

auditory, tactile, ...), internal to the learner (emotions, pain, ...), or even internal to another

person, as long as there are external cues or perceptible referents available that can evoke a

concept or percept in the infant. Such algorithms succeed in modeling infant behavior such as

distinguishing possible from impossible physical events (Riochet, Sivic, Laptev, & Dupoux,

2020), and would thus account for infants’ capability to display ‘surprise’ when presented with

unlikely events (Kellman & Spelke, 1983) by assuming they assign probabilities to newly

encountered events (see also Battaglia et al., 2013; 2016). Even though the World Model does

not contain any language information, it is useful for a range of perception and action routines

that learners are likely developing alongside their language, and, crucially for SCALa, for

understanding speech or sign in context.

Two classes of algorithms are important to ground the learning of language into the

larger context. A Grounding Model expresses relationships between whole utterances or

subcomponents of utterances (words or phrases, denoted here with U) and events or

subcomponents of world events (objects or actions, denoted here with E) as a joint probability

7 Some of the most successful models in this area are generative adversarial models; a component of the
model is tasked with generating an image or a short video based on a random number as input, while
another component is tasked with discriminating the produced output against real inputs. The two parts
are trained jointly. Other models generate videos sequentially, like in an LM, allowing to compute the
probability of entire videos (Riochet et al., 2020).
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(P(U,E)). Bayes rule can be used to express this knowledge in a directional fashion: P(U|E):

distribution over the possible linguistic descriptions of event E; or P(E|U): distribution over the

possible referential meanings of expression U. The associated learning mechanism is often

termed Cross-Modal Learning (Xmod) or, in psychology, cross-situational learning (e.g., Smith &

Yu, 2008), and consists in probabilities of the association between verbal forms and their

referred meaning. Such algorithms have been used in machine learning to generate captions

based on images or videos (P(U|E); e.g., Sun, Myers, Vondrick, Murphy, & Schmid, 2019), or

vice versa to generate images based on verbal description (P(E|U); e.g., Reed et al., 2016),

although the performance of these kinds of models when done at the utterance level still suffers

from severe limitations (Sun et al., 2019). As applied to infants, the Grounding Model can be

evidenced in paradigms like looking-while-listening, where infants show a preference at looking

to the correct referent of an utterance when shown multiple options (Fernald, Zangl, Portillo, &

Marchman, 2008). Cross-Modal Learning can be applied every time a verbal form and the

associated meaning are accessible simultaneously in the caregivers’ input. It has therefore been

proposed as a mechanism accounting for how infants link language to the world (Smith & Yu,

2008).

The Dialogue Model addresses the same issue in a more general way: it tries to

capture the dynamic of language in context without necessarily assuming that each form

corresponds to a particular meaning observable here and now. As defined here, Dialogue

Modeling (DM) establishes the probability that the learner produces a given output O (P(O|S)). It

is conditioned on a representation of the state of the world S, which is itself computed on the

basis of past interactions with the world (utterances and events).  Dialogue Modeling is more

general than Cross-Modal Learning, because it includes the possibility that, depending on

context, the learner might (or might not) name or designate an object. It is similar to Language
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Modeling because it outputs a probability over utterances, but there are  two differences: (1), the

utterances are produced by the learner, not perceived, and (2) the probabilities are conditioned

by past interactions, including events in the environment. This is only one of multiple ways of

modeling dialogues, and also the area of machine learning where there is most progress to be

made. Evidence of infants’ learning about conversational structure is available both from

perception (Casillas & Frank, 2017) and production (Hillbrink, Gattis, & Levinson, 2015).

3.2 Types of Learning Algorithms: The Role of Feedback and Supervision

How are the parameters of any model (Language Model, World Model, Grounding Model,

Dialogue Model) learned? There are basically three classes of algorithms: Unsupervised

Learning, Reinforcement Learning, and Supervised Learning.

Unsupervised Learning (UL, sometimes Self-Supervised Learning, see a review in Jing

& Tian, 2020) can be performed by a passive observer. It consists in updating the parameters of

the probability models based only on a set of sensory inputs. The objective function to maximize

is the probability of the input. Such algorithms have the advantage that they do not require any

overt action from the learner and can work on any sensory data available. Their downside is that

they may require a lot of data to correctly model the probability distribution. This is because

Unsupervised Learning only has access to the data that belongs to the distribution, and not to

the data that does not belong to it (i.e., it is provided with no negative evidence). Unsupervised

Learning is also quite sensitive to the presence of noise in the input data: unless equipped with

a robust input filter, it has no way to separate signal from noise -- and this problem is still

considered a hard problem for naturalistic inputs. World Models (Kim, Sano, De Freitas, Haber,

& Yamins, 2020), Language Models (e.g., for representation learning, Baevski, Schneider, &

Auli, 2019), and most recently Dialogue Models (at least in terms of learning sequences of
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utterances, Lan et al., 2019) have all been demonstrated to be learnable from Unsupervised

Learning alone. One important limitation of Unsupervised Learning is that while it teaches an

organism what to expect, it does not tell it what to do.

Reinforcement Learning (RL) requires the learner to perform actions (not just to observe

passively). It is a class of algorithms which assumes that the environment can return rewards,

positive or negative scalar numbers, in response to the past overt actions of the learner (Sutton

& Barto, 1998). The learning algorithm attempts to maximize not the probabilities of the sensory

inputs, but the expected reward. This class of algorithm exploits the lessons hidden in even long

sequences of interactions, for instance in a game like chess or go, by interacting with other

players (or playing against itself), whereas the mere Unsupervised Learning of stored examples

alone does not yield as good of a performance (Schrittwieser et al., 2019). As applied to

Dialogue Modeling, such an algorithm would basically allow infants to test whether their output

is in the required distribution or not (by encoding a smile or a frown as a positive or negative

reward), thereby providing them with positive or negative evidence, which was absent in the

Unsupervised Learning setup. Note that “positive” or “negative” should not be interpreted in

absolute terms, but needs to be interpreted within conversational context and culture - for

instance, in some cultural contexts negative feedback might be accompanied by a smile. In

cases where World Modeling is extended to include motor outputs, Reinforcement Learning

could be used to test hypotheses about the physical properties of objects, and learn faster than

by just observation (e.g., dropping a light versus heavy item on one's foot).

Supervised Learning (SL) is an even stronger algorithm where the environment provides

a desired output directly to the learner. Here, the objective function to optimize is the similarity

between the predicted outputs and the desired output. A large section of the field of deep
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learning is concerned with this type of algorithm (Goodfellow et al, 2016) . There are two8

relevant cases for language acquisition. The first situation is when caregivers provide corrective

feedback in response to an incorrect output by the learner. Here the intention is not to teach a

particular regularity that when one says ‘goed’ the interactor should say ‘went’ (regularity

captured in the Dialogue Model via Unsupervised Learning); here, the output of the caregiver is

to be inserted as the desired output of the infant. A more general class of this latter situation is

sometimes called imitation learning, where the caregiver performs something that the infant

should perform (Piaget, 1951; Rosenblith 1959).  This mode of learning is used in robotics to

speed up the learning of behaviors that would otherwise require too many reinforcement

learning episodes (see a tutorial here:

https://sites.google.com/view/icml2018-imitation-learning/). The second situation is when

caregivers directly provide pairs of words plus meaning, using pointing and other

attention-grabbing devices. In such situations, caregivers essentially do the ‘filtering’ (data

preprocessing) for the infant, and provide the right input for a Cross-Modal Learning algorithm to

work well. It is to be noted that the intention of the caregiver is not to teach that one should9

always point to objects while saying their names (what the infant should learn if she were only

applying Unsupervised Learning), but rather that the pointing is a way to directly insert the pair

{object,word} in the relevant learning algorithm. To the extent that it is used in sufficient amounts

by humans across cultures, and can be detected as such by infants, such cases of supervised

9 Note that this is still not a compelling explanation of a filter (see introductory part of Section 3), because
how does the caregiver know how to do the filtering? What kind of (innate or acquired) mechanism leads
them to provide infants with the right information? We stress that any theory making such an assumption
needs to explain this as part of the "language teaching device" in the caregiver.

8 There is a weaker form of Supervised Learning (Weakly Supervised Learning), where the systems
attempt to learn patterns of associations between two types of inputs. The model is provided with two
inputs (e.g., a word and an image), and the desired output is 1 if the two inputs are related and 0 if not.
This type of learning enables to learn many-to-many mappings as in the case of word-picture
associations.

https://sites.google.com/view/icml2018-imitation-learning/
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learning could speed up the learning of language, dialogue and meaning in comparison to

Unsupervised Learning.

3.3 Selecting and Classifying Social-Communicative Input from an Ideal Learner

Perspective

In this section, we argue that a particular piece of input is differentially informative for the models

and algorithms described in Sections 3.1 (Language Model, World Model, Grounding Model,

Dialogue Model) and 3.2 (Unsupervised Learning, Reinforcement Learning, Supervised

Learning) as a function of the referential and communicative context in which it occurs.

Before diving into the type of complex data preprocessing a social learner embedded in

the real world needs to undergo, we want to point out that each learning algorithm expects a

particular type and format of data as input. Fed with the wrong data, it will produce garbage. For

instance, an Unsupervised Language Model will require input in the shape of a sequence of

samples, and it will only learn language abstractions if fed with proper language (as opposed to

natural sounds or a mix of language and sounds). Similarly, a World Model based on images will

require retinotopically organized pixels and will learn language-relevant concepts only if fed with

images of nameable objects and actions (as opposed to, say, patterns of smoke or photographs

of fluid dynamics). This requires organizing the sensory data in a format compatible with the

model, segmenting and filtering the sensory input according to types of data (utterances, turns,

human-relevant macroscopic objects and actions, etc.). Reinforcement learning models10

require an identification of what counts as positive or negative reinforcement. While emotional

cues have a universal basis, there is considerable culture-dependence as well (Elfenbein &

10 Note that these filters may seem more plausible than some of the others we have discussed, but are
still under-defined, since we still need to show how infants create and/or detect categories such as
"utterance","turn","human-relevant objects and actions", or any other type of data format posited by a
given model.
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Ambady, 2002). Finally, Supervised Learning models require a means of conveying that a given

stimulus is a supposed output instead of an observation to be passively predicted. In the context

of a social learner, the data preprocessing problem is therefore quite complex, and requires

advanced operations like referential selection and communicative event classification to process

feedback adequately.11

For instance, when a caregiver says: "A dog!", how to use this information will depend on

what was said and done before this utterance, as follows. It could be used as a referential

signal to trigger cross modal learning if the infant was pointing or looking at a dog, it could be

used as a supervised target (corrective feedback) if the infant had wrongly said "a cat" or "a

gog" while pointing or looking at a dog. It could be used as a reinforcement if the infant had said

“a dog” in the correct context. It could also be useless in case the caregiver comments on

something that the infant cannot see and will never discover.

In Figure 2, we try to systematically enumerate the different cases that could arise

depending on the referential and communicative aspects of a simple interaction event of this

sort, and link each case to the learning algorithms that would be most appropriate in this

particular situation. We view this figure as representing an ideal learner, i.e., a learner whose

ultimate goal is to learn language, and who is optimal at it. Thus, we operate under the best

case scenario whereby the learner can pre-process the input adequately and can decide which

case (cell) in Figure 2 it should be classified into (see Section 4.1 for further discussion).

11 An advanced form of filtering is embodied in a class of learning algorithms called “active learning”.
Here, instead of waiting for the relevant data to present itself to the learner, the learner acts on the
environment to get the data she needs. For instance, in the case of supervised learning, the child would
point to an object in the hope of eliciting a label from the caregiver, or vice versa would say a word in the
hope of eliciting a pointing from the caregiver. In our framework, this would require two communicative
turns, the first being initiated by the learner. Active learning can be modelled as an intrinsic reinforcement
signal to promote exploration within a reinforcement learning algorithm.
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Figure 2. Possible events based on reference and communicative intentions and how they

would relate to various probabilistic models and learning algorithms in an ideal learner. The

models and algorithms are explained in more detail in Figure 1. We assume an interaction with

a maximum of three turns, starting with the interactor. As explained in more detail in the text, the
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learner

chooses the referential domain in terms of Intended References, and classifies Communicative

Acts. The learner’s turn is depicted, but is not part of the classification process. Colors indicate

probabilistic models, and grey shading indicates learning algorithms.

We distinguish two dimensions necessary for filtering or data preprocessing of a social

learner embedded in the real world, dimensions that can be used to classify the possible space

of social-communicative input in an informative way with regard to the possible learning

mechanisms involved (Figure 2). The first dimension regards communicative acts, and it

determines how the communication as a whole is to be interpreted. The second dimension

concerns intended reference, which establishes what in the environment or common ground is

being talked about. We will now go into details for these two dimensions, asking the reader to

bear with us, since the relevance of the classification process might only become obvious later

on, when we link these classifications to the learning algorithms.
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Communicative acts are used to parse a sequence of communicative actions

sequentially and causally (see Section 4.1 for discussion of desirable expansions of this

section). Much like in Speech Act Theory (Austin, 1962; Searle, 1969), its function is to describe

and classify the actions that a communicator accomplishes by producing an utterance. This

classifier allows the learner to decide (1) that the interactor is talking/signing; (2) whether the

interactor requires a response or not; and (3) if the interactor's action actually occurs after an

action by the learner, whether the interactor's action actually constitutes feedback, and whether

this is positive or negative. For instance, the statement “Cats are vertebrates” would be

classified into the column “No response expected”, while the question “Are cats vertebrates?”

would go into the column “Response expected”. These two examples could (but do not have to)

occur as a first conversational turn. The other two types of possible classifications in our

scheme necessarily occur as a response to the learner (which does not need to be verbal, but

could also be an action like pointing). Valence feedback constitutes a feedback with positive

(e.g. “Well done”), negative (e.g. “That’s wrong”) or neutral (e.g. “I see”) valence. Only in case

valence feedback is negative, it can be accompanied by corrective feedback (e.g., “THIS one is

a cat, not that one”).

Intended references are primarily residing in the head of the speaker embedded in a

particular context; they can be expressed by the listener via verbal and non verbal material plus

the listener’s own perception of the context. Here, we consider the intended reference and

separate different domains using a flowchart of binary questions. First, the interactor may be

referring to something that is present here and now, or something that is abstract or displaced.

For instance, the phrase “This is a cat” likely refers to something in the here and now, while “I

saw a cat yesterday” does not have a referent in the present. If the interlocutor is referring to

something occurring here and now, this reference may be to a "public" state. These public
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states cover a wide range of occurrences, ranging from comments on objects and actions that

are sensorily available to the learner (as in the previous cat example via vision, but also i.e., via

audition, touch, smell, taste), to purely social comments including backchannels. Else, the

reference could be “private” and refer to the interlocutor's (“I am sad”) or learner’s (“Calm down”)

internal states. The former is inaccessible to the learner, but might be accompanied by sensorily

accessible information (e.g., the caregiver has a sad face).

Communicative acts and intended references cross-cut each other resulting in 16 cells

as described in Figure 2. In each cell one or several learning algorithms should be applied in the

ideal learner case. We review these associations in the next section.

3.4 Linking Input Type and Algorithm

How can we link the types of preprocessed inputs described in Section 3.3 to the models and

algorithms described in Sections 3.1 (Language Model, World Model, Grounding Model,

Dialogue Model) and 3.2 (Unsupervised Learning, Reinforcement Learning, Supervised

Learning)?

Language Modeling can be applied to all of the (clean) segmented utterances, since it

only requires verbal language input. Moreover, Language Modeling can often be achieved

without taking into account feedback, thus by Unsupervised Learning alone. This input can not

only be used to update the structural probability of verbal forms, but also to learn the

appropriate scripts, responses, and actions in a dialog in the interactor and learner's culture.

This is why Language Modeling occurs in all of the cells of Figure 2, and Dialogue Modeling,

which shares the property of learning about the sequences of events, in that case of a dialogue,

in many of them.
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In contrast, other learning algorithms are much more demanding in their inputs, as

becomes clear when contemplating the problem of reference selection in learning of the

meaning of words or utterances. For instance, the learner must establish whether the content of

what is said refers to events in the here-and-now or to displaced or abstract contents. While

both types of contents may be useful to build or update the World Model (i.e, are informative

with respect to the world), the latter cannot or should not be interrogated to try to do

Cross-Modal Learning (i.e., to learn sensory referents of verbal forms), since no sensory

referent is present. Moreover, Cross-Modal Learning can be attempted for both private and the

subset of public references that are accessible to the infant - but only when no response is

expected from the infant. In the case of imperatives or questions, the learner cannot be certain

that sensory references are available, and thus Cross-Modal Learning may be risky. To take a

specific example, a request to "sit down" may be followed by the learner pointing to a chair,

which the interactor may consider as appropriate or not depending on the situation. If

considered appropriate, then the learner would have to further infer that the interactor was being

lax in the definition, because a chair is not a good referent for the verb phrase "to sit down".

Next we turn to a more complex scenario, in which the learner is not just parsing each

individual statement by the interactor, but rather considering a whole sequence in which the

learner said or did something, and the interactor acts next. To begin with, the learner must

determine that the interactor's action is causally connected to their own action. Assuming that

this was determined to be the case, the learner still needs to decide the valence of this

intervention, namely whether it is positive or negative (in which case it fully deserves the name

of feedback) or neutral instead. All three cases are useful for Language and Dialogue Modeling,

but only the former two, in which the learner needs to resort to Supervised Learning or

Reinforcement Learning, can be used to reinforce a behavior (either positively or negatively). In
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fact, inspecting negative feedback more closely, it becomes obvious that the learner must

decide what level the negative feedback pertains to: The interactor may be correcting the verbal

form the learner used, in which case the learner should try to update their Language or Dialog

Model. Alternatively, the interactor may be correcting the meaning of what the infant said, or

they may be correcting the sensory objects/events the infant was referring to. The latter two may

be useful for Cross-Modal Learning. As in all other scenarios, we again observe that Language

Modeling can be done in all of these cases.

In linking the inputs that infants can occur with learning algorithms, SCALa highlights the

existence of a feedback assignment problem, which is the problem of determining when social

feedback occurs and what to do with it in terms of learning algorithms. This problem is more12

general than the traditional referential ambiguity problem noted in the philosophy of language

(Quine, 1960). This problem is related to but also more general than the credit assignment

problem (Minsky, 1961) in Reinforcement Learning. This problem runs as follows: The

reinforcement often comes after a long series of actions; which action should be  suppressed in

case of failure, or enhanced in case of success? Moreover, what counts as positive versus

negative feedback is not necessarily obvious (silence could be approving or disapproving,

depending on the culture and situation). Also, it may not be obvious whether the feedback

concerns the form or the content of the message. Referential cues like pointing are intrinsically

ambiguous and need to be parsed and interpreted before being taken as face value. Corrective

feedback needs to be identified as such and passed on to the correct algorithm. In the next

sections, we explain how, despite this unresolved issue, SCALa helps reconcile previously

expressed opposing views and may allow us to gain new insights into the language acquisition

process.

12 Note that theories formulated within the framework that do not rely on feedback need not worry about
this problem.
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4. Integrating Different Types of Language Inputs within SCALa

We have previously discussed three different sources of information that are pertinent to

language acquisition: Language as Structure, Language as a Description of the World, and

Language as a Social Event. In this section, we want to show that while each of these sources

are relevant to a particular component or mode of operation of SCALa, they can be integrated

as complementary information within this framework.

The Language as Structure view seems best captured as the Unsupervised Learning

mode of operation for Language/Dialogue Models, which enable the learner to acquire structural

aspects of language by tracking regularities in the input (positive evidence only). Yet, as we

have seen, a given Language Model/Dialogue Model can be improved through other signals,

especially through the presence of (interpretable) feedback, thus expressed in the

Reinforcement Learning or Supervised Learning modes of the Language and Dialogue models

(as proposed by Language as Description and Language as a Social Construct).

Language as a Description of the World can be linked to the Cross-Modal Learning

algorithm. Crucially, this algorithm relies not only on a selection of pairs of utterances and

events in the world, but may require the prior learning of structured  representations for

language and for the world. This is shown in the fact that while it is possible to learn

correspondences between objects and words, it is more difficult to do so at the level of whole

utterances and scenes. Since words do not come very often in isolation nor do objects, being

able to segment utterances into words, and scenes into objects would probably help the

algorithm (something that could be done in part through Unsupervised Language Modeling and

World Modeling). In other words, Language as a Description of the World is not incompatible
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with Language as Structure. On the contrary, it would seem that both types of learning should

benefit from one another, something that can be explicitly tested within an integrated

architecture like SCALa.

Finally, Language as a Social Construct corresponds to cases of Supervised Learning

and Reinforcement Learning applied within and across linguistic and non-linguistic domains.

Both of these learning components reflect the necessity of extracting the right feedback signal,

which may itself require some culture-dependent tuning, which could be learned with

Unsupervised Learning. Here, we only considered simple cases of social interactions (two turns

in an interaction, feedback from caregiver to infant). But there could be more sophisticated

feedback loops, including ones where the caregiver also learns.

Highlighting one view (e.g., Language as Structure versus Language as Social

Construct) may lead to the impression that the views are incompatible. However, machine

learning offers a very simple way to integrate these views, once they have been cast within a

computation system: Multi-Task Learning. It boils down to optimizing the sum of several loss

functions instead of a single one. When the losses are of different kinds, like when trying to

maximize both input probability and expected reward, a scaling parameter is simply added to

specify which of the two tasks is more important to the learner. An implementation of SCALa

therefore would not only allow to integrate the different sources of information within a single

system, but also to study their relative contribution quantitatively through the manipulation of this

scaling factor. Multi-Task Learning also helps us understand the synergy between the different

algorithms. Research into Reinforcement Learning has shown that while it is a powerful learning

algorithm, it can require many iterations before a randomly initialized agent can learn anything.

Combining it with Unsupervised Learning over observed agents can help. Similarly here, an

integrated model like SCALa could help evaluate in a quantitative fashion the relative
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contribution of the three sources of information at different points in development, and across

linguistic and cultural contexts.

Cutting across these three different sources of information in language development,

researchers have been debating for decades about the relative role of nature versus nurture,

and about the role of domain specific versus domain-general mechanisms without reaching a

clear conclusion. In a way, SCALa could be viewed as neutral with respect to these debates, as

it is compatible with a wide range of theories. However, we argue that it is more than that:

SCALa provides a roadmap, and perhaps the only one available, to solve these long-standing

debates. Indeed, while most researchers would agree that learning is done through the

interaction of a learner (who has inductive biases) and data (which has structure embedded into

it), the difficult question is how much and what kinds of information is contained in the inductive

biases as opposed to the data. It is very difficult to answer this question by sticking to verbally

expressed theories that are not specific enough to make predictions on the basis of real input

data. In contrast, an algorithmic implementation of SCALa, when tested on realistic data, will be

able to answer in a quantitative way whether the inductive biases of the algorithms are sufficient

or not to account for the emergence of linguistic knowledge, given this or that experience.

4.1 Limitations of SCALa

In this Section, we have so far highlighted some advantages of using SCALa, so before moving

on we feel it is also important to highlight some limitations of our current paper, which we hope

future researchers will improve upon. To begin with, SCALa is at present only a blueprint, and

thus it does not provide fully elaborated computational or formal models allowing direct

predictions that can be tested against data (for a discussion on how to relate models of the data
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against theoretically-derived predictions in a post-verbal-theory age, see Robinaugh et al.,

2020).

Moreover, this blueprint assumes an ideal learner, who would be able to route any input

received in the right format into the relevant learning algorithm. Real infants may depart from

optimal learners for a variety of reasons (e.g., their still developing attention and memory

capacities). However, having an optimal model is a good starting point in developing causal

theories of the infant learner, and can answer questions as to the functional role of particular

types of inputs, as we have done in this paper. We return to violations of the ideal assumption in

Section 5.2.

Additionally, we think that the current blueprint with its possible implementations in

current machine learning covers quite well phenomena related to infant language perception,

which also means at least two limits on the current scope of SCALa: (1), it does not contemplate

as such cognitive skills that we view as less essential to language, including memory, attention,

and executive functions; and (2), it may not appropriately cover many (perhaps most) aspects of

pragmatic development (e.g., implicatures).

In fact, we are aware of limitations particularly in the socio-pragmatic components. To

begin with, modeled conversations are described lasting for up to three conversational turns --

but this is not the only way conversation is structured. We trust readers with more expertise in

conversation analysis and pragmatics will be better able to elaborate our framework further to

establish which strategies the learner takes to classify acts and the sources of information

feasible available to do so. For instance, syntactic properties of the phrases encountered can

help classify them into statements and questions, but this is insufficient since both a statement

and a question can require a response (e.g, "it's hot in here" and "can you let some air in?" both

invite a behavioral response of opening the window; Searle, 1969). More likely, ideal listeners
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take into account how a given turn in an interaction needs to be interpreted given the preceding

turns (see Clark, 1996, p. 29-124, for an introduction; Casillas & Hilbrink, 2019, for an overview).

Once these strategies are fully specified, we should be able to determine the learning algorithm

that needs to be applied to the input in order for the learner to have the necessary information:

the syntactic properties of the input could be parsed by Language Modeling, while keeping track

of conversational turns would call for Dialogue Modeling.

5. Roadmap

While constructing SCALa, our blueprint of the ideal learner, we established a framework to

classify the social-communicative content of a learner’s input into intended reference and acts,

which in turn can be processed by dedicated learning algorithms. In this section, we want to

point out research avenues suggested by  SCALa, as necessary to further our understanding of

the role of social-communicative environmental input on learning (see Table 1 for a summary).

Table 1. Overview of proposed differential contributions by corpus analysts, computer modelers,

and experimentalists to different research avenues.

Algorithms Input Data Outcome
measures

Integration

Corpus Analysis Estimate Measures of
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prevalence of
the various
referential and
event types

language output
maturity

Explanations of
outcome/input
relationships in
infants across
cultures

Predictions of
outcomes of
interventions

Computer
Modeling

Implementation
of probabilistic
models, learning
and
preprocessing
algorithms

Estimate of outcomes as a function
of prevalence of referential/event
types in the input for each
combination of algorithm and
preprocessing

Experimental
Studies

Proof-of-concept
of preprocessing
and learning
algorithms

Measure of tacit
knowledge
(probabilistic
models of
infants)

5.1 Priorities for Corpus Analysts

SCALa allows us to gain a systematic view of the different social-communicative types in an

infant’s daily speech input so as to assess their prevalence. Attempts at characterizing the

prevalence of socio-communicative events are not new. For instance, early work suggests that

mothers' speech to infants is mostly focused on the here-and-now, describing what is happening

right now, what just happened or what is about to happen (Phillips, 1971). Other work has

measured how often instances that allow Cross-Modal Learning, for instance when an object is

named, are clear and unambiguous. A study measuring infants’ attention to a target object

named by their caregiver during naturalistic play found that instances in which infants attend to

this target object in the time-window around the naming event account for only around 30% of

instances, while infants do not attend to the target at all for 35%, and for some of the time for

another 35% of instances  (Yu, 2020).  While studies as the one just described allow a glimpse

into aspects of the information content of social-communicative interaction, to date there is no

systematic assessment of the prevalence of different types of social-communicative input in a
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standardized way. Our proposed scheme (Figure 2) offers a way to quantify the prevalence of

different types of communicative input based on such data, and, as a consequence, provides

insight into how often our ideal learner would need to apply the different learning algorithms. Of

course, this table should be supplemented with a standardized method to enable the systematic

and replicable annotation of corpora. Coming up with an implementation of an annotation

scheme would be in and of itself a significant contribution. This is not a straightforward task.

Before we can actually apply our classification scheme to natural communication settings, we

need to devise a methodology to decide which utterance goes into which cell. This includes

defining the appropriate units of reference, which could, for instance, be utterances or turns.

The next step in the roadmap for putting SCALa to use would be to develop guidelines for

annotation, ideally honing them by testing the annotation in a range of cultural and linguistic

settings. In parallel, we should develop plausible and unsupervised versions of these classifiers

integrated with the machine learning algorithms to produce quantitative predictions. The

ACLEW Project (https://sites.google.com/view/aclewdid/home), and in particular Casillas'

datasets (Casillas et al., 2019; 2020), may provide the ideal starting point for this, since it is

cross-cultural and contains images that may allow the identification of nonverbal elements of the

social interactions. ACLEW project members have illustrated the importance of coordinated data

annotation for developing initial annotations (Casillas et al., 2017), as well as the usefulness of

collaborating with experts of speech technology and machine learning to develop tools that

speed up annotation and generalize analyses from the hand-annotated fraction to the day-long

scale (Al Futaisi et al., 2019; Le Franc et al., 2018; Räsänen et al., 2020).

We would then be able to quantitatively assess whether there are systematic individual

and/or cultural differences in the prevalence of the different types. For instance, it is possible

that an infant encounters many examples of input that could be parsed using Unsupervised

https://sites.google.com/view/aclewdid/home
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Learning, but only few examples that could contribute to the Language Model using Supervised

Learning. Or perhaps the two trade off, as in the case of the "elema" particle in Schieffelin's

reports of the Kaluli: Kaluli infants are said to be talked to very little, but by around age two

years, mothers and others actively model sentences and dialogues for the child, asking the child

to repeat verbatim with the elema particle (Schieffelin, 1990). Thus, although American infants

may benefit from a higher quantity of directed input, they do not enjoy these overtly supervised

Language Modeling cases. This general ethnographic description can be improved by

systematically annotating both types in an American and a Kaluli database.

Let us take a different example. Rabain-Jamin (e.g., Rabain-Jamin & Sabeau-Jouannet,

1997) reports that Wolof mothers tend to speak little of the neighboring physical environment

and organize conversations in a multiadic fashion (involving others), whereas French mothers

make frequent reference to the physical environment in essentially dyadic interaction, based on

relatively short observations of 4-5 mothers of 4-month-olds. What is the extent of the

differences in the structure and topic of conversations across a wider range of ages and cultures

when a daylong coverage is obtained? These findings will have crucial consequences for

considering the extent to which Dialogue Modeling versus Cross-Modal Learning are called for

across such settings.

A final example is based on ethnographic evidence: Kulick (1997) describes a village in

which parents systematically give wrong information to their infants, for instance saying "Look at

the pig" while pointing to nothing in particular (p. 121). Kulick describes this as such a common

feature of child-directed speech that children's understanding of this routine reflects errors in

comprehension, whereby children point to a tree while saying "the pig", errors which are overtly

corrected by parents. However, it is unclear from this description how frequently caregivers

engage in misleading pointing, and whether this only occurs in the context of one particular
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routine. A more systematic approach to these kinds of cultural reports would provide language

acquisition experts with crucial food for thought regarding the extent of variation of infants'

experiences.

5.2 Priorities for Computational Modelers

SCALa invites us to run computational experiments on existing or synthetic datasets to test the

effect of variation of the prevalence of different types of input for an optimal learner. Although it

will be crucial to use the product of investigations as those described in Section 5.1, we do not

need to await them. Instead, we can (and should) generate synthetic corpora with different raw

quantities and proportions of these types of information, and program model learners with

access to a variety types of algorithms, to study whether there can be trade-offs in their effects

on learning, and if so, how.

To take a precise example, recall the case of Wolof versus French mothers, who differ

on their object-orientedness. We could constitute artificial corpora with these properties and test

a range of model learners. We may find that, regardless of how we set up our model learning,

the learning of certain word categories (e.g., nouns for objects) depends crucially on

Cross-Modal learning and is affected by differences in the prevalence of object-orientedness,

whereas other word categories (e.g., social terms) are not. We would then be able to predict

precise differences in vocabulary development corresponding to differences in prevalence of

these kinds of inputs in actual human learners (see Section 5.4).

Going further, to the extent that it is possible to evaluate the computational complexity of

these different algorithms, would a learner profit more from highly prevalent and

easy-to-process, but low-information data, or from rare, hard-to-process, but high-information

data? The information content of instances that can be parsed by Unsupervised Language
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Modeling is lower compared to those that can be parsed by Supervised Language Modeling.

Would the profit model learners draw change as a function of performance modules,

representing processing skills and working memory? These are fascinating questions, which will

be extremely hard to address even with today's advanced methods to study infant language

development (see Section 5.4). By adopting a computational approach like SCALa, we can

attempt to study them in vitro, assessing the potential effects of variation in processing skills and

working memory in our model learner without wasting infants’ and caregivers’ precious

resources, and even including in our experiments cases of deprivation that we would be unable

to find in the real world. For instance, if we find a range of experiences whereby advances in,

say, Language Modeling and Dialogue Modeling can trade off with each other to nonetheless

result in apparently normal language acquisition, then all it may remain to do is check whether

all human cultures (as described by the corpora studied as proposed in Section 5.1) do fall

within this range. If any culture does not, then we need only test our predictions in that one

culture.

Finally, computational models would also enable us to test what would happen in the

case of a non-ideal learner. What happens if Cross-Modal Learning is applied indiscriminately to

everything instead of to only highly informative pairs of words and objects? What happens if

corrective feedback is undetected or ignored? This would allow us to make more precise

predictions, in particular if it turns out that the automatic filtering by input types is a difficult

problem (which we suspect it is). Generating all of these predictions is already feasible given

some of the computational tools and datasets currently available, and it is only ethically and

technically plausible when dealing with computational learners who can be tested 24/7 and in

extreme conditions.
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5.3 Priorities for Experimentalists

We believe one of the key contributions experimentalists stand to make is by checking for the

presence of learning mechanisms via proof-of-concept studies. We believe there is ample work

documenting the basic mechanisms underlying Language Modeling, for instance in statistical

learning and artificial language learning work (Black & Bergmann, 2017; Gomez & Gerken,

2000). Cross-Modal Learning also has a rich literature backing up the presence of these

mechanisms in the young child (e.g., Smith & Yu, 2008). Work on naïve physics contributes to

documenting basic mechanisms contributing to World Modeling (Schilling & Clifton, 1998). In

contrast, we believe fewer of our colleagues have tried to assess the presence of mechanisms

underlying children's Dialogue Modeling. There is certainly a rich descriptive literature based on

corpus studies (Guijarro & Sanz, 2008, to cite just one example of many), and some work

focusing on infants' use of e.g. lexical, syntactic, and phonological cues when parsing a

third-party interaction (e.g., Casillas & Frank, 2017). However, we invite experimentalists to

consider creating artificial languages and situations based on dyadic and multiadic interactions,

in order to more carefully isolate properties, and provide proof-of-concept evidence for young

children's use of these properties when learning about the structure and content of

conversations.

5.4 Weaving Everything Together

Corpora can provide us with data to characterize the input; computational modeling with

constraints regarding what kind of learning mechanisms a learner would need to profit from

such input; and experimental work with proof-of-concept demonstration of the presence of such

mechanisms. But we are missing one crucial step: The demonstration that actual children, in

real life, do use the input in that predicted way.
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The final step is to use SCALa help to interpret inter-individual or cross-cultural

differences in language outcomes. Armed with the knowledge gained in research projects

described in Sections 5.1-5.3, we can sample human cultures based on descriptions of the input

to check for the predicted patterns of faster versus slower development of specific kinds of

words or structures, of words in specific types of sentences, and of interaction patterns. We can

then employ any of the tools in our kit. We can use perception or production experiments,

including studies where we check whether a mechanism is active regardless of how much

relevant data parents in that culture provide their children with (Liszkowski, Brown, Callaghan,

Takada, & De Vos, 2012). We can measure child outputs in targeted or week-long observations.

And we can check for vocabulary counts and compositions using parental questionnaires, or

any other similar strategy). The key point is that, by developing these predictions via studies in

Sections 5.1-5.3, we will truly be in a hypothesis-testing setting, and we can even modify our

experiments to avoid confounds (e.g., we can test our stimuli on model learners to make sure

that only model learners having algorithm X can succeed, but not if they have algorithms P-Q).

6. Conclusion

Influence factors on infant language acquisition are multifaceted and show individual and

cultural variation. SCALa allows us to understand and classify different socio-communicative

information, by linking them to described learning algorithms. This opens the doors to resolving

outstanding issues on the relative contributions of innate versus acquired biases, as well as to

integrate multiple theoretical views on language acquisition in an unprecedented way.
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