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#### Abstract

Summary In the present work, numerical methods for the solution of multi-linear system are presented. Most large-scale multi-linear solvers rely on either the alternating leastsquares or low rank Krylov methods. The approach we use to develop our methods lies somehow in between and can be considered as a generalisation of an alternated direction method. Given the multi-linear operator in the form of a sum of Kronecker product of matrices, we solve at each iteration a linear system for each summand. The approximate solution is then defined to be the best linear combination of these solutions, as well as the previous solution and the residual. Some convergence results are proved. Numerical experiments on two problems arising from parametric PDEs show the effectiveness of the proposed method.
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## 1 | INTRODUCTION

Tensor methods are currently under scrutiny to provide efficient representations of high-dimensional data. A general overview on the topic can be found in ${ }^{1144}$. Beside their application in compression ${ }^{(518)}$ and completion tasks ( ${ }^{(9-11)}$ ), they can be used to obtain parsimonious approximation of solutions of high-dimensional problems ( ${ }^{(12) \mid 18)}$. This kind of problems arise in many applications such as parameter dependent PDEs, uncertainty quantification, and molecular dynamics ${ }^{[19][2]}$. Discretizing these problems yields large-scale linear systems whose sizes scale exponentially with the dimension. Casting the problem as a multi-linear system, that is, representing the system entities (the matrix, the right-hand side, and the solution) in their tensor counterpart, does not change the size of the system. However, it might allow to leverage the properties of these tensors to avoid the cumbersome of the curse of dimensionality. For example, in many cases and under mild assumptions, it can be shown that the solution of the problem admits a low rank representation ${ }^{[22][23]}$. Therefore, developing methods that exploit this property gained the attention of researchers in the last decade right after low rank tensor techniques and their arithmetic were introduced ${ }^{1124]}$. Several works were presented in the literature to propose and investigate different kind of methods to solve multi-linear problems efficiently.

A popular class of methods to solve multi-linear systems are based on the Alternating Least Square (ALS) method ${ }^{[25 \| 229}$. This consists in solving with a fixed-point strategy the Euler-Lagrange equations obtained by minimizing the residual norm. The drawback of this method is that an estimation of the rank of the solution needs to be prescribed which might not be a simple task. The Alternating Minimal Energy Method, proposed in ${ }^{20200}$ is a modified ALS method that overcomes the last issue. Methods based on the minimization of the residual energy have been recently investigated in ${ }^{31]}$. All these methods proved to be efficient, in particular when the system to be solved is symmetric positive definite. Similarly to linear system solving, Krylov subspace methods, proposed for instance in ${ }^{32137}$, are an important class of solvers, well adapted for the solution of generic systems. There are also other attempts to extend several iterative linear solvers to the multi-linear context ${ }^{[2][38 \mid 40]}$. In ${ }^{[41]}$, an Alternating Direction
(AD) method with shifts is set up to efficiently solve the problem arising from the discretization of elliptic equations. The method we present in this work is closely related to the last method. However, our method does not require shifts.

The present work was motivated by the parsimonious approximation of parametric Partial Differential Equations (PDEs). In particular, we focus on the possibility of solving systems which are not necessarily symmetric and positive definite. The method we propose leverage some observations on the structure of multi-linear systems and what could be an Alternating Direction Iteration (ADI) strategy applied to this context. When generalized, this iteration can be interpreted as a first step towards an extended Krylov-like method ${ }^{42}$ to solve multi-linear systems. One of the key properties is the possibility to take advantage of state-of-the-art solvers for linear systems and preconditioners.

The structure of the work reads as follows: Section 2 presents the notation we use and defines the framework of the multidimensional problem that we consider in this work. Afterwards, we present the multi-linear solvers based on the alternating direction method in Section 3 jointly with a convergence analysis in the coercive case. Following that, we discuss practical implementation issues and compare the computational operations required for the proposed solvers against the inexact Krylov method TTGMRES. We illustrate the efficiency of the proposed solver by presenting numerical experiments in Section 4 on two test cases that do not respect the theoretical assumptions required by our analysis. We demonstrate how the proposed solvers can achieve the same accuracy obtained by TTGMRES while keeping the intermediate tensor ranks very small compared to the ones encountered in TTGMRES. Finally, we give our conclusion in Section5

## 2 | NOTATION AND PROBLEM SETTING.

We introduce in this section the notation used throughout the manuscript. As stated in the introduction, this work is motivated by the application of tensor methods in high-dimensional function representation. In this section, we start by introducing the notation to deal with functions.

Let $d \in \mathbb{N}^{*}$ be the number of variables, $m_{1}, \ldots m_{d} \in \mathbb{N}^{*}$ and $\Omega_{1} \subset \mathbb{R}^{m_{1}}, \ldots, \Omega_{d} \subset \mathbb{R}^{m_{d}}$ be open bounded sets. A function $u\left(x_{1}, \ldots, x_{d}\right)$ is defined as follows:

$$
u:\left\{\begin{array}{l}
\Omega_{1} \times \ldots \times \Omega_{d} \rightarrow \mathbb{R} \\
\left(x_{1}, \ldots, x_{d}\right) \mapsto u\left(x_{1}, \ldots, x_{d}\right) .
\end{array}\right.
$$

The function $u$ is, in the present context, a solution of a problem (a system of parametric PDEs), that can be written in general as:

$$
\mathcal{F}\left(u ; x_{1}, \ldots, x_{d}\right)=0 .
$$

Some of the variables play the role of space-time variables and some of them might play the role of parameters. For numerous equations, the structure of the residual $\mathcal{F}$ is such that, when discretized, it leads to a multi-linear system. Let us consider, for instance, the following parametric problem: let the space variable be $x_{1} \in \Omega_{1}$, the diffusivity be $x_{2} \in \Omega_{2}$, the domain be $\Omega=\Omega_{1} \times \Omega_{2}$ and the problem to be solved be:

$$
\begin{array}{r}
-x_{2} \Delta_{x_{1}} u=f \text { in } \Omega_{1} \times \Omega_{2}, \\
u=0 \text { on } \partial \Omega_{1} \times \Omega_{2} .
\end{array}
$$

Let us write the weak formulation for this problem. Let $v \in H_{0}^{1}\left(\Omega_{1}\right) \times L^{2}\left(\Omega_{2}\right)$. Then, it holds:

$$
\int_{\Omega} x_{2} \nabla_{x_{1}} u \cdot \nabla_{x_{1}} v d x_{1} d x_{2}=\int_{\Omega} f v d x_{1} d x_{2}, \quad \forall v \in H_{0}^{1}\left(\Omega_{1}\right) \times L^{2}\left(\Omega_{2}\right) .
$$

We discretize the weak formulation of the problem. As the functions are defined on domains which are in Cartesian product of domains this would make it possible to exploit the principle of separation of variables. Let us consider, first, a Galerkin method to discretize the first variable. Let $V_{N_{1}} \subset H_{0}^{1}\left(\Omega_{1}\right)$ be a finite dimensional subspace of $H_{0}^{1}\left(\Omega_{1}\right)$, dense in $H_{0}^{1}\left(\Omega_{1}\right)$. Then:

$$
u\left(x_{1}, x_{2}\right) \approx \sum_{i_{1}=1}^{N_{1}} \hat{u}_{i_{1}}\left(x_{2}\right) v_{i_{1}}^{(1)}\left(x_{1}\right)
$$

We consider, in this example, a Galerkin formulation also for the second variable. This choice is arbitrary and the discretization in different variables can be heterogeneous. Let $V_{N_{2}} \subset L^{2}\left(\Omega_{2}\right)$, every function $\hat{u}_{i_{1}}\left(x_{2}\right)$ can be approximated as follows:

$$
\hat{u}_{i_{1}}\left(x_{2}\right) \approx \sum_{i_{2}=1}^{N_{2}} U_{i_{1} i_{2}} v_{i_{2}}^{(2)}\left(x_{2}\right)
$$

We then restrict the formulation to $V_{N_{1}} \times V_{N_{2}}$ by considering test functions $\left\{v_{i_{1}}^{(1)} v_{i_{2}}^{(2)}\right\}_{1 \leq i_{1} \leq N_{1}, 1 \leq i_{2} \leq N_{2}}$ :

$$
\sum_{i_{1}=1}^{N_{1}} \sum_{i_{2}=1}^{N_{2}} U_{i_{1} i_{2}} \int_{\Omega_{1}} \nabla_{x_{1}} v_{i_{1}}^{(1)} \nabla_{x_{1}} v_{j_{1}}^{(1)} d x_{1} \int_{\Omega_{2}} x_{2} v_{i_{2}}^{(2)} v_{j_{2}}^{(2)} d x_{2}=\int_{\Omega} f v_{j_{1}}^{(1)} v_{j_{2}}^{(2)} d x_{1} d x_{2}, \forall\left\{v_{j_{1}}^{(1)}, v_{j_{2}}^{(2)}\right\}_{1 \leq i_{1} \leq N_{1}, 1 \leq i_{2} \leq N_{2}} \in V_{N_{1}} \times V_{N_{2}}
$$

In the case in which $f$ is available in separated form, the integral on the right-hand side can also be separated. The discretized weak formulation is a matrix equation for the unknown $U \in \mathbb{R}^{N_{1} \times N_{2}}$. In general, when considering more than 2 variables, the unknown will be a tensor, and the equation (when the residual is similar in the structure to the one considered in the example) will be a multi-linear problem.

We introduce now the notation used to deal with discrete tensors. Let $d \in \mathbb{N}^{*}$ be the tensor order. Let $\left(N_{1}, \ldots, N_{d}\right) \in \mathbb{N}^{d}$ be the mode sizes and a multi-index be $\left(i_{1}, \ldots, i_{d}\right) \in \mathbb{N}^{d}$, with $1 \leq i_{j} \leq N_{j}, 1 \leq j \leq d$. A mode is an element $v^{(j)} \in \mathbb{R}^{N_{j}}$. Let a tensor $T \in \mathbb{R}^{N_{1} \times \ldots \times N_{d}}$ be the element of a multi-linear space.

A pure tensor product is defined as follows:

$$
v^{(1)} \otimes \cdots \otimes v^{(d)}:\left\{\begin{array}{l}
\mathbb{R}^{N_{1}} \times \cdots \times \mathbb{R}^{N_{d}} \rightarrow \mathbb{R}^{N_{1} \times \cdots \times N_{d}} \\
v^{(1)}, \ldots, v^{(d)} \mapsto T_{i_{1}, \ldots, i_{d}}=v_{i_{1}}^{(1)} \cdots v_{i_{d}}^{(d)}
\end{array}\right.
$$

A low rank tensor $T$ is in the Canonical Polyadic (CP) format if it can be written as the sum of $r \in \mathbb{N}^{*}$ (called the CP rank) pure tensors:

$$
T=\sum_{i=1}^{r} v_{i}^{(1)} \otimes \cdots \otimes v_{i}^{(d)}
$$

In what follows, we will make use of the Tensor Train (TT) format ${ }^{[24}$ :

$$
T_{i_{1}, \ldots, i_{d}}=g_{T, 1}\left(i_{1}\right) G_{T, 2}\left(i_{2}\right) \cdots G_{T, d-2}\left(i_{d-2}\right) g_{T, d}\left(i_{d}\right)
$$

where $g_{T, 1}\left(i_{1}\right) \in \mathbb{R}^{1 \times r_{1}}, g_{T, d}\left(i_{d}\right) \in \mathbb{R}^{r_{d-1} \times 1}, G_{T, k}\left(i_{k}\right) \in \mathbb{R}^{r_{k-1} \times r_{k}}$, and $r_{k} \in \mathbb{N}^{*}$ are the TT ranks. The Frobenius scalar product between two tensors $X, Y$ is defined as:

$$
\langle X, Y\rangle_{F}=\sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{d}=1}^{N_{d}} X_{i_{1}, \ldots, i_{d}} Y_{i_{1}, \ldots, i_{d}} .
$$

The Frobenius norm for a tensor will be denoted $\|X\|_{F}$ defined as:

$$
\|X\|_{F}^{2}=\sum_{i_{1}=1}^{N_{1}} \cdots \sum_{i_{d}=1}^{N_{d}} X_{i_{1}, \ldots, i_{d}}^{2}
$$

A pure tensor operator is defined as follows. Let $A_{j} \in \mathbb{R}^{N_{j} \times N_{j}}$ be a set of matrices. A pure tensor operator $A=A_{1} \otimes \cdots \otimes A_{d}$ is an operator whose action on a pure tensor product $v=v^{(1)} \otimes \cdots \otimes v^{(d)}$ reads:

$$
A v:\left\{\begin{array}{l}
\mathbb{R}^{N_{1}} \times \cdots \times \mathbb{R}^{N_{d}} \rightarrow \mathbb{R}^{N_{1}} \times \cdots \times \mathbb{R}^{N_{d}}  \tag{1}\\
{\left[A_{1} \otimes \cdots \otimes A_{d}\right] v^{(1)} \otimes \cdots \otimes v^{d} \mapsto A_{1} v^{(1)} \otimes \cdots \otimes A_{d} v^{(d)}}
\end{array}\right.
$$

In this work we consider operators which are written as a sum of $L \in \mathbb{N}^{*}$ pure operator tensor terms:

$$
\begin{equation*}
A=\sum_{l=1}^{L} A_{1, l} \otimes \cdots \otimes A_{d, l} \tag{2}
\end{equation*}
$$

Let $B, X$ be two tensors, we will investigate a set of methods to solve the multi-linear problem:

$$
\begin{equation*}
A X=B \tag{3}
\end{equation*}
$$

## 3 | METHODS.

The methods investigated in the present work will try to leverage ideas introduced for the iterative solution of linear systems to the context of multi-linear algebra. One of the key observations which is at the origin of the first class of iterative methods, namely Jacobi and Gauss-Seidel, is that diagonal or triangular linear systems can be easily solved. This is the starting point of the present work: what are the structure of multi-linear problems that can be solved easily?

One easy to solve multi-linear problem is the following: let $A$ be an invertible pure tensor operator (we will say a rank-1 operator), as defined in Eq. (1), and let $B=\sum_{i=1}^{r_{B}} b_{i}^{(1)} \otimes \cdots \otimes b_{i}^{(d)}$ be a rank $r_{B}$ tensor. Then, the solution to the multi-linear system of equation $A X=B$ can be given as:

$$
X=\sum_{i=1}^{r_{B}} A_{1}^{-1} b_{i}^{(1)} \otimes \cdots \otimes A_{d}^{-1} b_{i}^{(d)}
$$

Remark that the solution has been written by considering $B$, which is given, as written in CP format. Nothing changes at this level if $B$ is written in Tucker (simple or hierarchical) or Tensor Train.

Solving the problem is equivalent to solve $d$ linear systems with multiple right-hand sides.

## 3.1 | Alternated Direction Iteration (ADI).

The main steps of the method are detailed. Let $A_{i}=A_{1, i} \otimes \cdots \otimes A_{d, i}$ so that $A=\sum_{i=1}^{L} A_{i}$, and let $X^{(0)}$ be an initial (guess) solution. The approximate solution obtained at the $k-$ th step of the method is denoted by $X^{(k)}$.

1. Solve $L$ pure tensor operator systems for the tensors $Y_{i}$ :

$$
A_{i} Y_{i}+\sum_{l \neq i}^{L} A_{l} X^{(k-1)}=B, \quad 1 \leq i \leq L
$$

2. Let $\left(a_{0}, \ldots a_{L}\right) \in \mathbb{R}$ be scalars. The solution $X^{(k)}$ is expressed as:

$$
X^{(k)}=a_{0} X^{(k-1)}+\sum_{i=1}^{L} a_{i} Y_{i}
$$

The weights are the solution of the following least square problem on the system residual:

$$
\left(a_{0}^{*}, \ldots, a_{L}^{*}\right)=\arg \inf _{\left(a_{0}, \ldots, a_{L}\right)}\left\|B-A X^{(k)}\right\|_{F}^{2}
$$

### 3.1.1 | Analysis

We propose a mathematical analysis of the ADI iteration under the following hypotheses:
$\left(H_{1}\right): \forall i=1, \ldots, L$, there exist real positive constants $m_{i} \in \mathbb{R}^{+}$such that:

$$
\left\langle U, A_{i} V\right\rangle_{F} \leq m_{i}\|U\|_{F}\|V\|_{F}, \quad \forall U, V \in \mathcal{V}_{n}
$$

$\left(H_{2}\right): \forall i=1, \ldots, L$, there exist real positive constants $\alpha_{i} \in \mathbb{R}^{+}$such that:

$$
\left\langle V, A_{i} V\right\rangle_{F} \geq \alpha_{i}\|V\|_{F}^{2}, \quad \forall(V \neq 0) \in \mathcal{V}_{n} .
$$

Let the system residual at the $k$-th iteration be $R^{(k)}$. The following holds:

1. Proposition. If the method converges, it converges to the true solution of the multi-linear problem.

Proof. In the case of convergence, we have: $X^{(k)}=X^{(k+1)}=X$. This entails:

$$
Y_{i}=A_{i}^{-1} B-A_{i}^{-1} \sum_{l \neq i}^{L} A_{l} X
$$

This can be rewritten as:

$$
Y_{i}=A_{i}^{-1}(B-A X)+X .
$$

The linear combination of the partial solutions reads:

$$
X=\left(a_{0}+\sum_{i=1}^{L} a_{i}\right) X+\sum_{i=1}^{L} a_{i} A_{i}^{-1}(B-A X)
$$

Let us choose $\left(a_{i}\right)_{1 \leq i \leq L}>0$ and $1-a_{0}-\sum_{i=1}^{L} a_{i}=0$. Since $\sum_{i=1}^{L} a_{i} A_{i}^{-1}$ is invertible (hypotheses $H_{1}, H_{2}$ ), this entails $B-A X=0$, which concludes the proof.

The following result shows that the iteration produces a sequence of residuals whose norm is monotonically non-increasing.
2. For the ADI iteration defined above, it holds:

$$
\left\|R^{(k+1)}\right\|_{F} \leq\left\|R^{(k)}\right\|_{F}, \forall k \geq 0
$$

Proof. The residual at iteration $k+1$ reads:

$$
\begin{equation*}
R^{(k+1)}=R^{(k)}+\left(1-a_{0}\right) A X^{(k)}-\sum_{i=1}^{L} a_{i} A Y_{i} \tag{4}
\end{equation*}
$$

At every iteration, the coefficients $a_{0}, a_{1}, \ldots, a_{L}$ are determined in such a way that the residual is minimized:

$$
\left(a_{0}, a_{1}, \ldots, a_{L}\right)^{*}=\arg \inf _{a_{0}, a_{1}, \ldots, a_{L}} \frac{1}{2}\left\langle R^{(k+1)}, R^{(k+1)}\right\rangle_{F}
$$

The Euler Lagrange equations read:

$$
\left\langle R^{(k+1)}, \partial_{a_{i}} R^{(k+1)}\right\rangle_{F}=0, i=0, \ldots, L
$$

By computing the derivatives of the residual in Eq. (4) with respect to the coefficients we get:

$$
\begin{array}{r}
\left\langle R^{(k+1)}, A X^{(k)}\right\rangle_{F}=0 \\
\left\langle R^{(k+1)}, A Y_{j}\right\rangle_{F}=0, \forall 1 \leq j \leq L
\end{array}
$$

By taking the scalar product of Eq. (4) with $R^{k+1}$ it holds:

$$
\left\|R^{(k+1)}\right\|_{F}^{2}=\left\langle R^{(k)}, R^{(k+1)}\right\rangle_{F}
$$

because the two last terms vanish, and this, by the Cauchy-Schwarz inequality leads to:

$$
\left\|R^{(k+1)}\right\|_{F}^{2} \leq\left\|R^{(k+1)}\right\|_{F}\left\|R^{(k)}\right\|_{F}
$$

which concludes the proof.
Under the hypothesis that the rank-1 multi-linear operators are associated to continuous and coercive forms, it is possible to state the following convergence result:
3. Let us recall the hypotheses $\left(H_{1}\right),\left(H_{2}\right)$ and show that, under these hypotheses the method actually converges. If the operators $\left(A_{i}\right)_{1 \leq i \leq L}$ are such that there exist constants $m_{i}, \alpha_{i}>0$ such that:

$$
\begin{array}{r}
\left\langle U, A_{i} V\right\rangle_{F} \leq m_{i}\|U\|_{F}\|V\|_{F}, \\
\left\langle U, A_{i} U\right\rangle_{F} \geq \alpha_{i}\|U\|_{F}^{2}, \forall U \in \mathcal{V}_{n}
\end{array}
$$

Then, there exist a constant $C<1$ such that: $\left\|R^{(k)}\right\|_{F} \leq C^{k}\left\|R^{(0)}\right\|_{F}$.
Proof. Let us start from the end of the previous proposition. It holds:

$$
\left\|R^{(k+1)}\right\|_{F}^{2}=\left\langle R^{(k)}, R^{(k+1)}\right\rangle_{F}
$$

For the Cauchy-Schwarz equality to hold, it must happen that there exist a real constant $\lambda \in \mathbb{R}$ such that: $\boldsymbol{R}^{(k+1)}=\lambda \boldsymbol{R}^{(k)}$. Let us show that this would lead to a contradiction. Indeed, consider the optimality conditions:

$$
\begin{array}{r}
\left\langle R^{(k+1)}, A X^{(k)}\right\rangle_{F}=0=\lambda\left\langle R^{(k)}, A X^{(k)}\right\rangle_{F} \\
\left\langle R^{(k+1)}, A Y_{j}\right\rangle_{F}=0=\lambda\left\langle R^{(k)}, A Y_{j}\right\rangle_{F}
\end{array}
$$

For the solutions $Y_{j}$ it holds:

$$
Y_{j}=X^{(k)}+A_{j}^{-1} R^{(k)}
$$

which is substituted into the constraints leading to:

$$
\left\langle R^{(k)}, A Y_{j}\right\rangle_{F}=0=\left\langle R^{(k)}, A X^{(k)}\right\rangle_{F}+\left\langle R^{(k)}, A A_{j}^{-1} R^{(k)}\right\rangle_{F}
$$

The first term vanishes because of the first set of constraints, and the second term leads to a set of equations of the form:

$$
\left\langle R^{(k)}, A A_{j}^{-1} R^{(k)}\right\rangle_{F}=0
$$

which is in clear contradiction with the hypotheses, hence proving that: \| $R^{(k+1)}\left\|_{F}<\right\| R^{(k)} \|_{F}$. Let us now quantify the rate of convergence. To this end, let us test the Eq. (4) against $R^{(k)}$ :

$$
\left\langle R^{(k+1)}, R^{(k)}\right\rangle_{F}=\left\|R^{(k)}\right\|_{F}^{2}+\left(1-a_{0}\right)\left\langle A X^{(k)}, R^{(k)}\right\rangle_{F}-\sum_{i=1}^{L} a_{i}\left\langle A Y_{i}, R^{(k)}\right\rangle_{F}
$$

This is rewritten as:

$$
\left\langle R^{(k+1)}, R^{(k)}\right\rangle_{F}=\left\|R^{(k)}\right\|_{F}^{2}+\left(1-a_{0}-\sum_{i=1}^{L} a_{i}\right)\left\langle A X^{(k)}, R^{(k)}\right\rangle_{F}-\sum_{i=1}^{L} a_{i}\left\langle A A_{i}^{-1} R^{(k)}, R^{(k)}\right\rangle_{F}
$$

By virtue of the optimality conditions, the left hand side is the norm of the residual at $k+1$, squared. Moreover: $A X^{(k)}=B-R^{(k)}$ :

$$
\left\|R^{(k+1)}\right\|_{F}^{2}=\left(a_{0}+\sum_{i=1}^{L} a_{i}\right)\left\|R^{(k)}\right\|_{F}^{2}+\left(1-a_{0}-\sum_{i=1}^{L} a_{i}\right)\left\langle B, R^{(k)}\right\rangle_{F}-\sum_{i=1}^{L} a_{i}\left\langle A A_{i}^{-1} R^{(k)}, R^{(k)}\right\rangle_{F}
$$

The coercivity and continuity of the operators lead to:

$$
\left\langle A A_{i}^{-1} R^{(k)}, R^{(k)}\right\rangle_{F} \geq \frac{1}{m_{i}}\left(\sum_{j=1}^{L} \alpha_{j}\right)\left\|R^{(k)}\right\|_{F}^{2}
$$

We get the following inequality:

$$
\left\|R^{(k+1)}\right\|_{F}^{2} \leq\left[a_{0}+\sum_{i=1}^{L} a_{i}\left(1-\frac{1}{m_{i}} \sum_{j=1}^{L} \alpha_{j}\right)\right]\left\|R^{(k)}\right\|_{F}^{2}+\left(1-a_{0}-\sum_{i=1}^{L} a_{i}\right)\left\langle B, R^{(k)}\right\rangle_{F}
$$

The coefficients $a_{0}, \ldots a_{L}$ have been optimized. They will provide a smaller or equal residual norm than the choice $\left(a_{i}\right)_{0 \leq i \leq L}>0$, $\left(1-a_{0}-\sum_{i=1}^{L} a_{i}\right)=0$ :

$$
\left\|R^{(k+1)}\right\|_{F}^{2} \leq\left[1-\sum_{i=1}^{L} a_{i}+\sum_{i=1}^{L} a_{i}\left(1-\frac{1}{m_{i}} \sum_{j=1}^{L} \alpha_{j}\right)\right]\left\|R^{(k)}\right\|_{F}^{2}=\left[1-\sum_{i=1}^{L} \frac{a_{i}}{m_{i}} \sum_{j=1}^{L} \alpha_{j}\right]\left\|R^{(k)}\right\|_{F}^{2}
$$

Let $C=\left[1-\sum_{i=1}^{L} \frac{a_{i}}{m_{i}} \sum_{j=1}^{L} \alpha_{j}\right]^{1 / 2}<1$, this concludes the proof.

## 3.2 | Extension with residual combination and analogy with the extended Krylov methods.

The basic iteration presented and analyzed in the previous section can be extended by observing that the iterate $X^{(k+1)}$ has been computed by considering a linear combination of tensors: the previous iterate and pre-conditioned residual. A natural extension consists in adding to the linear combination the residual itself and the operators applied to it:

1. Solve $L$ pure tensor operator systems for the tensors $Y_{i}$ :

$$
A_{i} Y_{i}+\sum_{l \neq i}^{L} A_{l} X^{(k)}=B, \quad 1 \leq i \leq L
$$

2. Let $\left(a_{0}, \ldots, a_{2 L+1}\right) \in \mathbb{R}$ be scalars. The solution $X^{(k+1)}$ is expressed as:

$$
X^{(k+1)}=a_{0} X^{(k)}+\sum_{i=1}^{L} a_{i} Y_{i}+\sum_{j=L+1}^{2 L} a_{j} A_{j} R^{(k)}+a_{2 L+1} R^{(k)}
$$

The weights are the solution of the following least square problem on the system residual:

$$
\left(a_{0}^{*}, \ldots a_{2 L+1}^{*}\right)=\arg \inf _{\left(a_{0}, \ldots a_{2 L+1}\right)}\left\|B-A X^{(k+1)}\right\|_{F}^{2}
$$

Remark that, since $Y_{i}=X^{(k)}+A_{i}^{-1} R^{(k)}$ we have:

$$
X^{(k+1)}=\left[a_{0}+\sum_{j=L+1}^{2 L} a_{i}\right] X^{(k)}+\sum_{i=1}^{L} a_{i} A_{j}^{-1} R^{(k)}+\sum_{j=L+1}^{2 L} a_{j} A_{i} R^{(k)}+a_{2 L+1} R^{(k)}
$$

If we just considered the residual we would get the equivalent of a Richardson iteration, multiplying the residual by the operators is a step towards building Krylov spaces, and the pre-conditioned residuals come from the ADI basic iteration. In terms of analysis, the results presented in the previous section hold, since the residual produced by the extended iteration will be smaller or equal than the one produced by the basic ADI iteration, by construction.

## 3.3 | Practical implementation and acceleration.

The computational cost of the proposed iteration is discussed. Let the solution $X^{(k)}$ and the residual $R^{(k)}$ be tensors written in CP format, of rank $n_{s}, n_{r} \in \mathbb{N}^{*}$ respectively. When solving the set of problems for $Y_{i}$, the rank of each of them is $n_{r}+n_{s}$. Then, the solution at the iteration $X^{k+1}$ would have a rank equal to: $n_{s}+L\left(n_{r}+n_{s}\right)$ for the basic ADI iteration and $n_{s}+n_{r}+L\left(n_{r}+n_{s}\right)+L n_{r}$ for the extended one. When iterating this would lead to a computational burden, both in terms of memory and number of operations. In order to reduce the cost, we propose to recompress the residual and the solution at each iteration. The truncation is performed adaptively in the following way. Let $\alpha_{s}^{(k)}, \alpha_{r}^{(k)} \in \mathbb{R}^{+}$. The truncation of $X^{(k)}, R^{(k)}$ is denoted by $\tilde{X}^{(k)}, \tilde{R}^{(k)}$ :

$$
\begin{array}{r}
\left\|X^{(k)}-\tilde{X}^{(k)}\right\|_{F} \leq \alpha_{s}^{(k)}\left\|X^{(k)}\right\|_{F} \\
\left\|R^{(k)}-\tilde{R}^{(k)}\right\|_{F} \leq \alpha_{r}^{(k)}\left\|R^{(k)}\right\|_{F}
\end{array}
$$

The values of $\alpha_{s, r}^{(k)}$ are changing with the iteration. In particular, as the residual decreases, the accuracy of the solution representation is increased. From a practical point of view we consider the values as function of the norm of the residual itself. Let $\alpha_{s, r} \in \mathbb{R}^{+}$:

$$
\alpha_{s, r}^{(k)}=\alpha_{s, r}\left\|R^{(k)}\right\|_{F}
$$

This condition, per se, does not prevent eventual stagnation. To avoid this, if two successive iterates have a residual that decrease less than a prescribed tolerance, we divide the values of $\alpha_{s}, \alpha_{r}$ by a factor 2 :

$$
\left\|R^{(k)}\right\|_{F} \geq(1-\delta)\left\|R^{(k-1)}\right\|_{F} \Rightarrow \alpha_{s, r} \leftarrow \frac{1}{2} \alpha_{s, r}
$$

In the present work we considered $\delta=10^{-3}$.

## 3.4 | Summary of the method.

In this section we present the pseudocode of the algorithm and compare the computation costs of one iteration of TTGMRES and the proposed algorithms. An iteration of the MADI solver consists of preparing the right-hand sides $R_{k}$ for $k=1, \ldots, r_{A}$ which can be computed by applying the operator $\left(A-A_{1, k} \otimes \cdots \otimes A_{d, k}\right)$ to the last approximate solution $X$,

$$
R_{k}=\left(A-A_{1, k} \otimes \cdots \otimes A_{d, k}\right) X
$$

Afterwards, for $k=1, \ldots, r_{A}$, we solve the linear system of equations with the pure tensor operator $A_{1, k} \otimes \cdots \otimes A_{d, k}$,

$$
A_{1, k} \otimes \cdots \otimes A_{d, k} S_{k}=R_{k}
$$

Note that since $X$ is assumed to be represented in low rank form, $R_{k}$ can be also give in a low rank form. Therefore, the last linear system can be solved efficiently using classic linear solver by solving for each mode individually. The extended version of the proposed algorithm computes $S_{r_{A}+k}=A_{1, k} \otimes \cdots \otimes A_{d, k} R_{k}$. Finally to obtain the new approximate solution, the method solves the least squares problem:

$$
X=\arg \min _{X=\sum_{k=0}^{p} \alpha_{k} S_{k}}\|A X-B\|_{F}
$$

where $S_{0}$ is the previous approximate solution and $p=2 r_{A}$ for the extended algorithm and $p=r_{A}$ otherwise. This problem can be solved by solving the $p \times p$ linear system

$$
H \alpha=f
$$

where $H(i, j)=\left(A S_{i}\right)^{T} A S_{j}$ and $f(i)=\left(A S_{i}\right)^{T} B$. Note that the low rank structure of $A S_{i}$ for $i=1, \ldots, p$ and $B$ allows to compute $H$ and $f$ efficiently. Algorithm 1 presents a pseudocode of the extended multidimensional ADI method. A comparison of the computational costs of the operations performed in one iteration of our proposed methods and TTGMRES are presented in Table 1 Note that the costs of the matrix multiplication, preconditioning, and inner product depend on the ranks of the intermediate tensors arising in each method. It is known that the ranks of the Krylov basis vectors increase rapidly in low-rank GMRES methods. The intermediate tensor arising in our proposed methods are only the approximations of the solution and

| Method | $\langle u, v\rangle_{F}$ | $v=\left(A_{1} \otimes \cdots \otimes A_{k}\right) u$ | $v=\left(A_{1}^{-1} \otimes \cdots \otimes A_{k}^{-1}\right) u$ |
| :--- | ---: | ---: | ---: |
| MADI | $\left(\frac{\left(r_{A}+1\right)\left(r_{A}+2\right)}{2}+r_{A}+1\right)$ | $r_{A}$ | $r_{A}$ |
| MEADI | $\left(\left(r_{A}+1\right)\left(2 r_{A}+1\right)+2 r_{A}+1\right)$ | $2 r_{A}$ | $2 r_{A}$ |
| TTGMRES | $k+1$ | $r_{A}$ | 1 |

TABLE 1 Computational operations comparison. $\langle u, v\rangle_{F}$ represents the inner product of two tensors. $v=\left(A_{1} \otimes \cdots \otimes A_{k}\right) u$ represents the product of a rank-1 pure operator with a tensor. $k$ is the iteration number. $v=\left(A_{1}^{-1} \otimes \cdots \otimes A_{k}^{-1}\right) u$ represents the solution of a linear system where the matrix is given as a nonsingular rank-1 pure operator. The ranks can be different in each method which affects the costs.
the residuals. Therefore, we expect that the ranks of these tensors would be moderate and of the order of the rank of the actual solution. Our numerical results align with our expectations. Using tensors in TT format, the costs of matrix-tensor product and preconditioning increase quadratically with the TT-rank while the inner product cost increases cubically. Hence, the cost of a TTGMRES iteration is expected to be significantly larger than the one of an multi dimensional ADI iteration.

```
Algorithm 1 Extended Multi dimensional ADI
Require: The tensor operator \(A\) given as in 2, the tensor right-hand side \(B\), convergence threshold \(\varepsilon\), and an approximate
    solution \(X_{0}\) in the TT format
Ensure: Approximate solution \(X\) to 3
    for \(k=1\) to \(r_{A}\) do
        Set \(R_{k}=B-\sum_{i=1, i \neq k}^{r_{A}} A_{1, i} \otimes \cdots \otimes A_{d, i} X_{0}\)
        Solve \(A_{1, k} \otimes \cdots \otimes A_{d, k} S_{k}=R_{k}\)
        Set \(S_{r_{A}+k}=A_{1, k} \otimes \cdots \otimes A_{d, k} R_{k}\)
        Set \(S_{0}=X_{0}\)
    end for
    Solve the least squares problem \(\alpha=\arg \min \left\|A \sum_{i=0}^{2 r_{A}} \alpha_{i} S_{i}-B\right\|_{F}\)
    Set \(X=\sum_{i=0}^{2 r_{A}} \alpha_{i} S_{i}\)
```


## 4 | NUMERICAL EXPERIMENTS.

In this section several numerical experiments are proposed to assess the proposed method. Our numerical experiments are performed using Matlab. The TT operations are performed by using the Matlab code fromhttps://github.com/SAMSI-RandTensors/ randomizedTT In particular the rounding of the sum of TT tensors which is heavily required in both TTGMRES and our methods use the randomized algorithm proposed in ${ }^{\boxed{8}}$.

## 4.1 | The cookies problem.

The first problem we consider is the so called cookies problem ${ }^{19]}$ described as follows:

$$
\begin{align*}
-\nabla \cdot(\sigma(x, y ; \rho) \nabla(u(x, y ; \rho))) & =f(x, y) & & \text { in } \Omega \\
u(x, y ; \rho) & =0 & & \text { on } \delta \Omega \tag{5}
\end{align*}
$$

where $\Omega$ is $(-1,1) \times(-1,1), \delta \Omega$ is the boundary of $\Omega$ and $\sigma$ is defined as:

$$
\sigma(x, y ; \rho)= \begin{cases}1+\rho_{i} & \text { if }(x, y) \in D_{i} \\ 1 & \text { elsewhere }\end{cases}
$$

where $D_{i}$ for $i=1, \ldots, p$ are disjoint disks distributed in $\Omega$ such that their centers are equidistant and $\rho_{i}$ is selected from a set of samples $J_{i} \subset \mathbb{R}$ for $i=1, \ldots, p$. To solve this problem, for each combination of values $\left(\rho_{1}, \ldots, \rho_{p}\right)$, one can solve the linear system $\left(A_{1,1}+\sum_{i=1}^{p} \rho_{i} A_{1, i+1}\right) u=f$, where $A_{1,1} \in \mathbb{R}^{I_{1} \times I_{1}}$ is the discretization of the operator $-\nabla \cdot(\nabla \circ)$ in $\Omega, A_{1, i+1}$ is the discretization of $-\nabla \cdot\left(\chi_{D_{i}} \nabla \circ\right)$ in $\Omega$, where $\chi_{S}$ is the indicator function of the set $S$, and $f$ is the discretization of the function $f$. The number of linear systems to solve in that case is the product of the cardinalities of the sets $\left(J_{i}\right)_{1 \leq i \leq p}$.

The first step in order to discretize the problem is to consider its weak formulation. Let $v \in H_{0}^{1}(\Omega)$, it holds:

$$
\int_{\Omega} \sigma \nabla u \cdot \nabla v d x=\int_{\Omega} f v d x, \quad \forall v \in H_{0}^{1}(\Omega)
$$

We replace $\sigma$ by its expression, obtaining:

$$
\int_{\Omega} \nabla u \cdot \nabla v d x+\sum_{i=1}^{p} \rho_{i} \int_{\Omega} \chi_{i} \nabla u \cdot \nabla v d x=\int_{\Omega} f v
$$

We are interested in approximating the solution $u$ as function of the space $x$ and the parameters $\left\{\rho_{i}\right\}_{1 \leq i \leq p}$, so that: $u=$ $u\left(x, \rho_{1}, \ldots, \rho_{p}\right)$. We choose to discretize this problem in space by means of finite elements, and for the parameters we adopt a collocation approach. In order to setup a Galerkin method, we consider $\left\{v_{j}\right\}_{1 \leq j \leq N_{1}} \in V_{N_{1}} \subset H_{0}^{1}(\Omega)$. We write:

$$
u\left(x, \rho_{1}, \ldots, \rho_{p}\right)=\sum_{k_{1}=1}^{n} \hat{u}_{k_{1}}\left(\rho_{1}, \ldots \rho_{p}\right) v_{k_{1}}(x)
$$

By restricting the test space to $V_{N_{1}}$, the discrete in space formulation reads:

$$
\sum_{k_{1}=1}^{n} \hat{u}_{k_{1}}\left[\int_{\Omega} \nabla v_{k_{1}} \cdot \nabla v_{l} d x+\sum_{i=1}^{p} \rho_{i} \int_{\Omega} \chi_{i} \nabla v_{k_{1}} \cdot \nabla v_{l} d x\right]=\int_{\Omega} f v_{l}, \forall v_{l} \in V_{N_{1}}
$$

Every $\hat{u}_{k_{1}}$ depends upon the $p$ variables $\rho_{i}$. Once we discretize completely the problem, we obtain:

$$
\hat{u}_{k_{1} k_{2} \ldots k_{p+1}}=\hat{u}_{k_{1}}\left(\rho_{1}^{\left(k_{2}\right)}, \ldots, \rho_{p}^{k_{(p+1)}}\right), \quad 1 \leq k_{i} \leq N_{i}, \text { for } i=1, \ldots, p+1
$$

The fully discrete formulation hence reduces to:

$$
\sum_{k_{1}=1}^{N_{1}} \hat{u}_{k_{1} k_{2} \ldots k_{p+1}}\left[\int_{\Omega} \nabla v_{k_{1}} \cdot \nabla v_{l} d x+\sum_{i=1}^{p} \rho_{i}^{k_{i+1}} \int_{\Omega} \chi_{i} \nabla v_{k_{1}} \cdot \nabla v_{l} d x\right]=\int_{\Omega} f v_{l}, \forall v_{l} \in V_{N_{1}}
$$

This is a multi-linear problem to be solved for the tensor $\hat{u}_{k_{1} \ldots k_{p+1}}$. Let:

$$
\begin{aligned}
& K_{1} \in \mathbb{R}^{N_{1} \times N_{1}}, \quad K_{1}(k, l)=\int_{\Omega} \nabla v_{k} \cdot \nabla v_{l} d x, \text { for } 1 \leq k, l \leq N_{1} \\
& K_{i} \in \mathbb{R}^{N_{1} \times N_{1}}, \quad K_{i}(k, l)=\int_{\Omega} \chi_{i-1} \nabla v_{k} \cdot \nabla v_{l} d x, \text { for } i=2, \ldots, p+1,1 \leq k, l \leq N_{1} \\
& R_{i} \in \mathbb{R}^{N_{i} \times N_{i}}, \quad R_{i}\left(k_{i}, l_{i}\right)=\rho_{i-1}^{\left(k_{i}\right)} \delta_{k_{i}, l_{i}}, \text { for } i=2, \ldots, p+1,1 \leq k_{i}, l_{i} \leq N_{i}
\end{aligned}
$$

For each value $\rho=\left(\rho_{1}, \ldots, \rho_{p}\right)$, we need to solve the linear system

$$
\left(K_{1}+\rho_{1} K_{2}+\cdots+\rho_{p} K_{p+1}\right) u_{x, \rho}=f
$$

The set of linear systems can be cast as one linear system involving all possible values of $\rho$

$$
\left(\sum_{i=1}^{p+1} A_{1, i} \otimes \cdots \otimes A_{p+1, i}\right) u=f \otimes 1_{N_{2}} \otimes \cdots \otimes 1_{N_{p+1}}
$$

where $A_{1, i}=K_{i}, A_{i, j}=I_{N_{j}}$ if $i \neq j, A_{i, i}=R_{i}$ for $i=2, \ldots, p+1$, and $1_{N_{i}}$ is the vector of ones of length $N_{i}$.
In this numerical test, we discretize the problem using $\mathbb{P} 1$ finite elements in the 2 D domain $(-1,1) \times(-1,1)$. The number of regions $p=4$. The number of degrees of freedom in space $N_{1}=2,855$ and the number of samples for each parameter is $N_{i}=100$ for $i=2, \ldots, 5$ taken from an equidistant sampling of $[1,10]$.


FIGURE 1 First four fibers of the TT-core associated to the space variable, reconstructed by using the finite element space, for the test-case presented in Sectior 4.1 Contour plots with 40 values between the minimum and the maximum.


FIGURE 2 TTGMRES, MEADI, and MADI residual histories and maximum TT-rank histories for the cookies problem. The maximum TT-rank of the final approximated solution is appended to the maximum TT-ranks for each method.

Figure 2 depicts the convergence history and the maximum TT-rank of intermediate tensors of our proposed methods compared to TTGMRES. Although TTGMRES converges faster, the TT-ranks of the Krylov basis vectors increase rapidly compared to the very moderate increase in our proposed methods. The largest TT-rank obtained in our methods corresponds to the TTrank of the solution, while it is three times larger for TTGMRES. Therefore, a TTGMRES has much more costly iterations and storage requirement than compared to our proposed methods. Figure 1 illustrates the first four columns of the first TT-core of the approximate solution obtained by using our solver. Each column stands for a basis vector of the low dimensional subspace approximating the solution manifold of (5).

## 4.2 | Heat equation.

We consider in this section a parametric heat equation. Let $\Omega_{1} \subset \mathbb{R}^{2}$ be the $L$-shaped space domain shown in Fig. 3 . A point is denoted by $x^{(1)}=\left(x_{1}^{(1)}, x_{2}^{(1)}\right) \in \Omega_{1}$. The time domain is $\Omega_{2}=[0, \tau]$. Let the parameters $\alpha, \nu$ be respectively in $\Omega_{3}=[0.1,1]$ and $\Omega_{4}=[1,10]$. The problem reads:

$$
\begin{array}{rlrl}
\partial_{t} u-v \Delta u & =0, & & \text { in } \Omega_{1}, \\
\partial_{n} u+\alpha u & =0, & & \text { on } \partial \Omega_{1} \backslash \Gamma_{1},  \tag{6}\\
u & =0 \quad & & \text { on } \Gamma_{1}, \\
u(x, 0) & =u_{0}(x), &
\end{array}
$$

where we considered the initial condition to be given by the function: $u_{0}=x_{1}^{(1)}$.
The first step towards the problem discretization consists in writing the weak formulation of the problem. Let

$$
\mathcal{V}=\left\{v \in H^{1}\left(\Omega_{1}\right) \mid v=0 \text { on } \Gamma_{1}\right\} .
$$



FIGURE 3 Mesh used for the test case presented in Section 4.2 consisting of 7,887 degrees of freedom.

Then, it holds:

$$
\begin{equation*}
\int_{\Omega_{1}} \partial_{t} u v d x^{(1)}+v \int_{\Omega_{1}} \nabla u \cdot \nabla v d x^{(1)}+\alpha v \int_{\partial \Omega_{1} \backslash \Gamma_{1}} u v d s^{(1)}=0, \quad \forall v \in \mathcal{V} \tag{7}
\end{equation*}
$$

We now introduce the discretization for the different domains. Concerning the space we used a Galerkin approximation by means of P1 finite elements, denoting the test functions $v_{N_{1}} \in V_{N_{1}} \subseteq \mathcal{V}$, where the last inclusion holds also in the sense of density. Concerning the time, we used a classical finite difference scheme, and for the parameters a collocation method (reducing simply to point values in the present case). Let the solution $u$ be approximated by $u_{N}$, whose expression reads:

$$
\begin{equation*}
u_{N}(x, t, \alpha, v)=\sum_{i_{1}=1}^{N_{1}} \hat{u}_{i_{1}}(t, \alpha, v) v_{i_{1}}(x) . \tag{8}
\end{equation*}
$$

This is injected into Eq. (7) leading to the semi-discrete formulation:

$$
\sum_{i_{1}=1}^{N_{1}} M\left(j_{1}, i_{1}\right) \partial_{t} \hat{u}_{i_{1}}+v K\left(j_{1}, i_{1}\right) \hat{u}_{i_{1}}+v \alpha R\left(j_{1}, i_{1}\right) \hat{u}_{i_{1}}=0
$$

where $M, K, R$ are the mass, stiffness and Robin matrices respectively, whose expression is given by:

$$
\begin{aligned}
& M\left(j_{1}, i_{1}\right)=\int_{\Omega^{(1)}} v_{i_{1}} v_{j_{1}} d x^{(1)} \\
& K\left(j_{1}, i_{1}\right)=\int_{\Omega^{(1)}} \nabla v_{i_{1}} \cdot \nabla v_{j_{1}} d x^{(1)} \\
& R\left(j_{1}, i_{1}\right)=\int_{\partial \Omega_{1} \backslash \Gamma_{1}} v_{i_{1}} v_{j_{1}} d s^{(1)}
\end{aligned}
$$

We now discretize in time and parameters:

$$
\hat{u}_{i_{1} i_{2} i_{3} i_{4}}=\hat{u}_{i_{1}}\left(t_{i_{2}}, \alpha_{i_{3}}, v_{i_{4}}\right) .
$$

When discretizing in time we use a first order implicit Euler scheme, and, with a slight abuse of notation, we denote $\hat{u}_{i_{1}}, \ldots, i_{4}$ the approximation of $\hat{u}_{i_{1}}\left(t_{i_{2}}, \alpha_{i_{3}}, v_{i_{4}}\right)$ :

$$
\sum_{i_{1}=1}^{N_{1}} M\left(j_{1}, i_{1}\right) \frac{\hat{u}_{i_{1} i_{2}+1 i_{3} i_{4}}-\hat{u}_{i_{1} i_{2} i_{3} i_{4}}}{\Delta t}+v_{i_{4}} K\left(j_{1}, i_{1}\right) \hat{u}_{i_{1} i_{2}+1 i_{3} i_{4}}+v_{i_{4}} \alpha_{i_{3}} R_{j_{1} i_{1}} \hat{u}_{i_{1} i_{2}+1 i_{3} i_{4}}=0,
$$

with the initial condition:

$$
\sum_{i_{1}=1}^{N_{1}} M\left(j_{1}, i_{1}\right) \hat{u}_{i_{1} 1 i_{3} i_{4}}=\int_{\Omega_{1}} u_{0} v_{j_{1}} d x^{(1)}
$$

which is the discrete formulation for the fourth order tensor $\hat{u}$. Remark that the equation in its discrete formulation can be written as a multi-linear problem, whose expression is:

$$
\left[\left(M \otimes T \otimes I_{N_{3}} \otimes I_{N_{4}}\right)+\left(K \otimes I_{N_{2}} \otimes I_{N_{3}} \otimes D_{v}\right)+\left(R \otimes I_{N_{2}} \otimes D_{\alpha} \otimes D_{v}\right)\right] \hat{u}=b
$$



FIGURE 4 First four fibers of the TT-core associated to the space variable, reconstructed by using the finite element space, for the test-case presented in Sectior 4.2 Contour plots with 40 values between the minimum and the maximum.


FIGURE 5 TTGMRES, MEADI, and MADI residual histories and maximum TT rank histories for the heat equation. The maximum TT-rank of the final approximated solution is appended to the maximum TT-ranks for each method.
where $T$ is bidiagonal matrix with ones on the diagonal and minus ones on the subdiagonal; $D_{\alpha}$ and $D_{v}$ are diagonal matrices with the $i$ th diagonal element is $\alpha_{i}$ and $v_{i}$, respectively; and $b$ is $u_{0} \otimes e_{N_{2}} \otimes 1_{N_{3}} \otimes 1_{N_{3}}$, where $u_{0}$ is the discrete initial state and $e_{m}$ is the first canonical basis vector of length $m$. We choose to represent the solution tensor $\hat{u}$ by means of a Tensor Train format, which reads:

$$
\hat{u}_{i_{1} i_{2} i_{3} i_{4}}=\sum_{k_{1}=1}^{r_{1}} \sum_{k_{2}=1}^{r_{2}} \sum_{k_{3}=1}^{r_{3}} U_{i_{1} k_{1}}^{(1)} U_{k_{1} i_{2} k_{2}}^{2} U_{k_{2} i_{3} k_{3}}^{(3)} U_{k_{3} i_{4}}^{(4)},
$$

for $r_{1}, r_{2}, r_{3} \in \mathbb{N}^{*}$, to be determined along with the solution cores $U^{(1,2,3,4)}$. We discuss now the multi-linear problem solution. Remark that the matrix $R$ is not invertible, hence the last rank-one operator cannot be inverted as it is. To overcome this problem we introduce a shift of the form: $R=R+I_{N_{1}}-I_{N_{1}}$, leading to:

$$
\left[\left(M \otimes T \otimes I_{N_{3}} \otimes I_{N_{4}}\right)+\left(K \otimes I_{N_{2}} \otimes I_{N_{3}} \otimes D_{v}\right)+\left(\left(R+I_{N_{1}}\right) \otimes I_{N_{2}} \otimes D_{\alpha} \otimes D_{v}\right)-\left(I_{N_{1}} \otimes I_{N_{2}} \otimes D_{\alpha} \otimes D_{v}\right)\right] \hat{u}=b
$$

At the expense of one extra term in the operator, we can apply straightforwardly the method detailed in the previous section. Note that the linear system is highly nonsymmetric due to the presence of the time marching matrix $T$.

We use $\mathcal{P} 1$ finite elements for the spatial variable resulting in 7,887 degrees of freedom. Ten time steps are used so that $N_{2}=10$, and 1,000 samples for each parameter $v$ and $\alpha$ are taken from $[1,10]$ so that $N_{3}=N_{4}=1,000$. Similarly to the previous experiment, we compare our proposed methods to TTGMRES. Figure 5 depicts the history of the convergence and the maximum TT-ranks of the intermediate tensors arising in all algorithms. Here again, TTGMRES converges faster with a rapidly increasing TT-ranks leading to costly iterations and high memory requirements. The maximum TT-rank obtained in TTGMRES is more than three times the maximum TT-rank of all intermediate tensors arising in our method. Figure 4 plots the first four columns of the first core of the obtained solution from our solver. These solution represent four basis vectors in the solution manifold of (6).

## 5 | CONCLUSION

In the present work we proposed a method to solve multi-linear systems based on the principle of Alternating Direction. This method could be consider, to some extent, as a first step towards the definition of more general extended Krylov methods for multi-linear systems. The main advantages of the proposed approach are twofold: first, we can apply it to systems which are not necessarily symmetric; second, we can exploit preconditioners specifically tailored for the problems at hand. The strategy of acceleration of the iteration, based on adapting the compression tolerances dynamically, proved to be effective and made the approach competitive in terms of computational cost and memory when compared to the Krylov based TTGMRES method. However, some hyper-parameters appearing in the method definition are arbitrary and might affect the performances both in terms of computational cost and memory use. The investigation of this point and the definition of a more general extended Krylov approach will be the object of further works.
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