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ABSTRACT

Anxiety disorders are one of the most common mental health
conditions with a high rate of everyday life disability. Con-
nectivity is steadily gaining relevance to increase our knowl-
edge of psychiatric diseases. Graph signal processing (GSP)
is a new framework to integrate structural connectivity and
brain function. We propose here a graph-based analysis using
GSP metrics and classification procedure, to identify anxiety
biomarkers. Results suggest that the joint consideration of
structure-function features improves their discriminatory ac-
curacy, and our understanding of the pathophysiology of anx-
iety.

Index Terms— functional and structural connectivity,
neuropsychological biomarkers, graph signal processing

1. INTRODUCTION

Anxiety is a psychological condition that affects about 15
millions adults and can have a strong impact on their lives.
Structural and functional characteristics of such psychiatric
disorders have been studied using neuroimaging. In pedi-
atric patients, changes in cortical thickness have been found
in the prefrontal cortex, hippocampus, and amygdala, regions
involved in emotional processing [1]. Anxiety can, indeed,
be explained as an abnormal tuning of attention and emo-
tional regulation, since it involves the activation of specific
known networks. Advanced neuroimaging can provide in-
creased sensitivity to measure such deficits and identify struc-
tural and functional neural pathways that are affected by anx-
iety.

Brain connectivity refers to the anatomical and func-
tional links between brain regions. Diffusion-weighted imag-
ing (DWI) enables the estimation of structural connectivity
across brain regions using tractography algorithms. More-
over, functional connectivity is a widely used measure that
characterizes functional interactions between brain regions,
estimated using functional neuroimaging. Graph analysis
provides a powerful way of quantifying neural pathways and
evaluating functional brain networks. It consists in model-
ing the brain as a network where nodes are associated with
regions of interest and edge strengths represent the degree
of connectivity between pairs of regions [2]. Network-based

algorithms provide parameters that characterize the global
organization of the brain and its potential alterations. Formal-
izing the structural and functional organization enables the
identification of distinctive patterns or modified reorganiza-
tions possibly linked to different diseases such as depression
or anxiety [3]. Studies in the literature have traditionally an-
alyzed functional and structural connectivity independently,
however in recent studies, models integrating both struc-
tural and functional organization provided more specific and
complementary characteristics [4].

A promising framework for multimodal analysis is Graph
Signal Processing (GSP), in which classical signal process-
ing (convolution, Fourier transform, filtering), can be applied
to graphs, overcoming the obstacle of their irregular domain.
Rather than focusing only on the structure of the graph, the
GSP therefore also takes into account the functional signal
defined on the underlying structure of the graph. From this
perspective, GSP could be applied to take into consideration
the joint structure-function nature of neuroimaging and help
uncover hidden interplay that might link these two represen-
tation modalities. In recent years, this approach has been no-
tably used to investigate how the structural substrate might
constrain functional cognitive dynamics while incorporating
realistic surrogate data [5]. In a similar way, GSP filtering
was employed to describe the coupling with structure of func-
tional signal decomposed on low and high variation of “graph
eigenmodes” [6]. Other works have explored the use of GSP
to discriminate neurological disorders [7, 8]. These studies
using GSP metrics offer new directions and unprecedented
insights for applications in clinical research and medical di-
agnosis.

In this paper, we provide a new approach based on GSP
metrics exploiting simultaneously functional and structural
connectivity. A classification pipeline based on support vec-
tor machine was proposed to identify biomarkers that could
distinguish subjects affected by anxiety from controls.

2. METHODS

2.1. Data

The data used in this study was collected from the Human
Brain Network dataset, available for pediatric mental health



research [9]. Our dataset consists of 43 subjects, whose age
spanned from 10 to 20 years, including 20 subjects suffering
from anxiety and 23 control subjects. In this study, we ana-
lyzed the resting state functional magnetic resonance imaging
(rs-fMRI) and DWI data.

2.2. Preprocessing

Functional and diffusion imaging scans were preprocessed
using two open source medical image processing softwares:
Anima1 and FMRIB Software Library (FSL). Standard pre-
processing steps were applied: functional images were (1)
slice-time corrected, (2) realigned to remove physiological
motion, (3) intensity normalized and (4) smoothed with a 6
mm Gaussian kernel. Subsequently, the fMRI images were
co-registered with their anatomical counterpart using Anima
and then linearly transformed to the Montreal Neurological
Institute (MNI) template space. The residual physiological
noise was then reduced using CompCor as implemented in
Nilearn2. The diffusion images were preprocessed using the
following pipeline [10]: the volumes were (1) corrected for
eddy image distortion, (2) rigidly realigned to remove sub-
ject motion, (3) denoised using blockwise non-local means
filtering, (4) skull stripped using an atlas-registration-based
method, (5) co-registered with their anatomical counterpart
and then linearly transformed to the MNI template space.
Whole brain deterministic tractography was then performed
using fiber assignment by continuous tracking method 3. Fi-
nally, the preprocessed images were partitioned intoN = 360
regions of interest (ROIs) using the Glasser atlas [11]. The
structural connectivity (SC) measure represents the number
of streamlines connecting each pair of ROIs divided by the
sum of their volumes and stored in the adjacency matrix,
called A. Then, the degree matrix D was computed, con-
taining on its diagonal the degree of the corresponding node
(sum of all the weighted links established by a regional node
with all the others). The functional connectivity (FC) matrix
was obtained thus by extracting the average time-series from
each ROI and by calculating the correlation using Pearson’s
correlation coefficient.

2.3. Graph Signal Processing

In this paper, we are interested in the analysis of a functional
signal x ∈ RN on a structural graph. We defined a graph
G = {V, E ,A}, where V is a set of nodes, E is the set of
undirected edges in G and A ∈ RN×N is the adjacency ma-
trix previously defined, using the structural connectome. We
defined a shift operator based on the definition of the sym-
metric normalized Laplacian L = D−1/2 · (D − A) · D−1/2,
given its ability to capture and highlight patterns residing on

1https://anima.irisa.fr
2http://nilearn.github.io/
3https://anima.readthedocs.io/en/latest/

diffusion.html#deterministic-tractography

the graph G [5]. Since the graph Laplacian L is symmetric
positive semidefinite, the graph shift operator can be factor-
ized as L = U · Σ · UT , where Σ = diag[ λ0, . . . , λN-1 ] is
a diagonal matrix containing the positive eigenvalues. Using
the graph Fourier transform, the spectral representation of x
defined on the graph can then be expressed as: x̂ = UT · x.

In the graph setting, the eigenspectrum (collection of
ordered eigenvalues) conveys a concept of frequency anal-
ogous to classical Fourier analysis [12]. Eigenvectors ob-
tained from the singular value decomposition of L can be
employed as graph filtering operator. To extract certain
graph frequency groups, a diagonal graph filtering matrix
F = diag[f(λ0), . . . , f(λN-1)] can be defined, such that its
elements are the frequency response of the graph frequency
linked to the eigenvalue of L.

For fMRI time series X ∈ RN×T defined on the graph, the
graph filtered components are given by: Y = U ·F ·UT ·X [7].
In the presented work, a high-pass filtering was performed in
order to evaluate the contributions of the highest part of the
eigenspectrum. While lower graph frequencies span over am-
ple spatial regions, the highest part of the graph frequency
spectrum denotes a greater variability in the graph signal be-
tween structurally connected nodes. To select the interval
containing the k highest frequencies, the graph filtering ma-
trix F was then defined by: f(λi) = 1, ∀ i ≥ N − k and
0 otherwise. In this study, the energy of the graph filtered
component Y, averaged across time, was evaluated for the n-
th node, by EYk(n) = 1

T

∑T
t=1 Yk(n, t)2, where Yn,t is the

(n, t)-th element of Y.

2.4. Classification

In this paper, we performed a supervised classification anal-
ysis that compared several connectivity features using or not
GSP to differentiate patients suffering from anxiety and con-
trol subjects. First, using only functional connectivity, we
compared the classification accuracy using FC matrix, the
standard deviation (SD) of the rs-fMRI time series and net-
work complex measures such as node strenght (NS), clus-
tering (CL) and eigenvector centrality (EC). Then, the same
features (SD, NS, CL and EC) using the times series pro-
jected on the graph Fourier transform (GFT) of the structural
graph were computed as described in previous section and
in [8]: GFT-SD, GFT-NS, GFT-CL and GFT-EC. Contrary
to the method proposed in [8], the graph was build by av-
eraging the participants’ own structural matrices instead of
the average human connectome project structural model. Af-
terwards, as described in previous section, we additionally
computed the method proposed in this paper based on high
graph frequency energies EY ∈ RN×N of graph filtered com-
ponents of rs-fMRI time series. We also performed an anal-
ysis of the classification accuracy with respect to the num-
ber of frequencies selected in the high-pass graph filtering,
starting from the highest graph frequency and incorporating

https://anima.irisa.fr
http://nilearn.github.io/
https://anima.readthedocs.io/en/latest/diffusion.html##deterministic-tractography
https://anima.readthedocs.io/en/latest/diffusion.html##deterministic-tractography


descending frequencies, until considering all the eigenspec-
trum (N graph frequency modes). Selecting the highest part
of the eigenspectrum proved to offer the best classification
performance in the control-anxiety discrimination task. All
the classification tasks were performed using the supervised
binary Linear Support Vector Classifier (SVC) subdued to l2-
penalization and regularization parameter C = 0.01, trained
with 80% of the samples, tested with the remaining 20% and
cross-validated using a stratified shuffle over 50 splits. The
classification performed on these features relied on ANOVA
to select the best 10 on each step, and the classification was
iterated until all features (N) were considered. The classifica-
tion performance was evaluated using different metrics, such
as accuracy (Acc), sensitivity (Se) and specificity (Spe).

3. RESULTS

The proposed method was compared with other approaches
using only functional connectivity metrics and the same func-
tional features after projection of the time series on the struc-
tural graph. Table 1 collects classification scores for such fea-
tures. The best performance was obtained for EY(k = 96)
(Acc 76.2%, Se 73.0% and Spe 80.7%), followed by GFT-EC
(Acc 67.9%, Se 67.0% , Spe 68.8%), as opposed to its uni-
modal counterpart EC (Acc 50.8%, Se 53.5%, Spe 51.2%).
The classification based on the GSP features using a combi-
nation of functional and structural information yielded over-
all higher performance than other approaches. These results
are an indication that considering information from both func-
tional and structural organization could improve the discrim-
ination capability of the classifier.

Figure 1 depicts 360 classification scores of the proposed
method based on energy estimation, as a function of number
of frequencies selected in the high-pass graph filtering. The
best classification accuracy was obtained for k = 96 frequen-
cies. In Figure 2, average normalized energies EY(k = 96)
across time were drawn for the 360 ROIs in the two groups.
Differences can be observed in the profiles of high-frequency
energy distribution between control and anxiety groups. As
described in [6], the brain activity patterns with high frequen-
cies components correspond to cerebral activity decoupled
with respect to structure, moreover these components can be
traced back to finer localized brain spatial activations [5].
In this particular analysis, those regions corresponds to sub-
cortical systems and more particularly to emotion networks,
whose dysfunction could be related to anxiety. The 20 most
relevant features were mapped in a graphical brain repre-
sentation [13], as shown in Figure 3. Among them, it was
found a proximity with regions in the cingulo-opercular net-
work (lateral anterior Insula, left medial anterior Insula, left
anterior Insula) and the subcortical region of the Amigdala
(left Amigdala parahippocampal), both structures are known
to be involved in cognitive responses and emotions process-
ing related to anxiety [14]. The fact that the most relevant

Acc (%) Se (%) Spe (%)
SD 48.0±2.6 50.0±3.9 48.4±3.3
NS 47.7±1.7 43.0±3.5 56.4±3.1
CL 53.1±2.1 51.5±2.8 54.4±2.8
EC 50.8±2.1 53.5±3.6 51.2±2.9

GFT-SD 66.2±2.0 68.0±3.0 64.8±3.0
GFT-NS 63.3±2.6 67.0±3.6 60.7±3.8
GFT-CL 57.3±2.4 54.0±3.5 60.0±3.2
GFT-EC 67.9 ±1.9 67.0±3.9 68.8±2.9
EY(k = 96) 76.2±1.5 73.0±2.3 80.7±1.9

Table 1. Comparison of classification scores (accuracy (Acc),
sensitivity (Se), specificity (Spe)) of the features defined in
Section 2.4

classification features, which were associated to nodes that
behave differently from the control condition, were close to
known anxiety networks, suggests that the classification se-
lected regions that actually play a role into the expression of
anxiety.

Fig. 1. Classification scores using the energy of graph fil-
tered time series. The contributions of the elements of the
eigenspectrum are considered, starting from the highest graph
frequency and then incorporating the followings, decreasingly
in their order.

4. CONCLUSION

In this work, we performed a connectivity analysis exploit-
ing the GSP framework, to classify anxiety patients and con-
trol subjects. The proposed method was compared with ap-
proaches using only functional features and other GSP met-
rics. Our results demonstrated that the multimodal methods
outperformed the classical unimodal graph-based approaches.



Moreover, our results indicate that the method based on high-
pass graph filtering allows us to discriminate more accurately
between anxiety patients and control subjects.

Fig. 2. Averaged energy EY(k) across time, for each of the
360 ROIs in control and anxiety groups, in correspondence of
the high frequency interval that yields the maximum value of
accuracy in classification (k = 96).

Fig. 3. Visualization of the 20 most significant ROIS in the
anxiety discrimination task based on energy of graph filtered
components EY(k = 96).
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