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Résumé
Nous proposons de nouveaux algorithmes de raffinement adaptatif pour

l’approximation des problèmes elliptiques par la méthode des éléments finis

hp. Nous considérons des solveurs algébriques exacts puis inexacts au sein

du cadre générique des méthodes adaptatives consistant en quatre modules

concaténés: RESOLUTION, ESTIMATION, MARQUAGE, RAFFINEMENT. Les straté-

gies reposent sur la construction d’estimateurs d’erreur a posteriori par flux

équilibrés. Notamment, pour une approximation inexacte obtenue par un

solveur algébrique itératif (arbitraire), nous prouvons une borne sur l’erreur

totale ainsi que sur l’erreur algébrique et l’erreur de discrétisation. La struc-

ture hiérarchique des espaces d’éléments finis hp est cruciale pour obtenir la

borne supérieure sur l’erreur algébrique, ce qui nous permet de formuler des

critères d’arrêt précis pour le solveur algébrique. Notre critère de raffinement

hp repose sur la résolution de deux problèmes résiduels locaux, posés sur les

macro-éléments autour des sommets du maillage qui ont été marqués. Ces

derniers sont sélectionnés par un critère de type bulk-chasing. Ces deux prob-

lèmes résiduels imitent l’effet du raffinement h et p. Une caractéristique de

notre approche est que nous obtenons une quantité calculable qui donne une

borne garantie sur le rapport entre l’erreur d’énergie (inconnue) à la prochaine

étape de la boucle adaptative et l’erreur actuelle (i.e. sur le facteur de réduc-

tion d’erreur). Des simulations numériques sont présentées afin de valider

les stratégies adaptatives. Nous examinons la précision de notre borne sur

le facteur de réduction d’erreur qui s’avère être excellente, avec des indices

d’efficacité proches de la valeur optimale de 1. En pratique, nous observons

des taux de convergence asymptotiquement exponentiels, aussi bien dans le

cadre de la résolution algébrique exacte que dans celui de la résolution in-

exacte. Enfin, nous menons une analyse théorique des stratégies proposées.

Sous certaines hypothèses supplémentaires sur les raffinements h et p, y com-

pris la propriété de nœud intérieur et des raffinements suffisants en p, nous

prouvons que les facteurs calculables de réduction sont bornés par une con-

stante générique strictement inférieure à 1. Ceci implique la convergence des

stratégies adaptatives.

Mots-clés: problème elliptique, méthode des éléments finis, adaptativité hp,

flux equilibré, estimation d’erreur a posteriori, erreur algébrique, erreur de

discrétisation, réduction d’erreur, convergence





Abstract

We propose new practical adaptive refinement algorithms for conforming hp-

finite element approximations of elliptic problems. We consider the use of

both exact and inexact solvers within the established framework of adaptive

methods consisting of four concatenated modules: SOLVE, ESTIMATE, MARK,

REFINE. The strategies are driven by guaranteed equilibrated flux a posteri-

ori error estimators. Namely, for an inexact approximation obtained by an

(arbitrary) iterative algebraic solver, the bounds for the total, the algebraic,

and the discretization errors are provided. The nested hierarchy of hp-finite

element spaces is crucially exploited for the algebraic error upper bound which

in turn allows us to formulate sharp stopping criteria for the algebraic solver.

Our hp-refinement criterion hinges on from solving two local residual prob-

lems posed on patches of elements around marked vertices selected by a bulk-

chasing criterion. They respectively emulate h-refinement and p-refinement.

One particular feature of our approach is that we derive a computable real

number which gives a guaranteed bound on the ratio of the (unknown) energy

error in the next adaptive loop step with respect to the present one (i.e. on the

error reduction factor). Numerical experiments are presented to validate the

proposed adaptive strategies. We investigate the accuracy of our bound on the

error reduction factor which turns out to be excellent, with effectivity indices

close to the optimal value of one. In practice, we observe asymptotic exponen-

tial convergence rates, in both the exact and inexact algebraic solver settings.

Finally, we also provide a theoretical analysis of the proposed strategies. We

prove that under some additional assumptions on the h- and p-refinements,

including the interior node property and sufficient p-refinements, the com-

putable reduction factors are indeed bounded by a generic constant strictly

smaller than one. This implies the convergence of the adaptive strategies.

Keywords: elliptic problem, finite element method, hp-adaptivity, equili-

brated flux, a posteriori error estimate, algebraic error, discretization error,

stopping criteria, error reduction, convergence
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mittee, starting with Emmanuel Creusé and Thomas P. Wihler, who kindly ac-

cepted to review this thesis, and also Roland Becker, Cindy Guichard, Frédéric

Hecht and Dirk Praetorius for participating and providing interesting remarks,

questions and insights.

Big thanks goes to all the researchers, post-docs, and Ph.D. students of

the SERENA project-team and their warm welcome back in October 2015. It

has been my pleasure to get to know you and to work in such an inspiring

and stimulating research environment with a friendly atmosphere. I owe a

special thanks to my office buddies Sarah, Jad and Ani with whom I was

lucky to spend most of the time during these past three years. I sincerely

hope that our friendship will continue beyond the scope of our “Ph.D. lives”. I
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Introduction

“The book of nature is written in the language of mathematics.”

Galileo Galilei, 1623

Nowadays, mathematics and computational science are used in almost ev-

ery discipline of science, engineering, industry, and technology. Researchers

and engineers all around the world employ mathematical tools to gain insight

and better understanding of complex environmental and physical phenomena.

A broad range of these physical phenomena can be described by means of

partial differential equations (PDEs). Unfortunately, only for a few toy ex-

amples of PDEs, we are able to find explicit analytical solutions. In most

cases one must resort to seeking (only) numerical approximations by the aid

of computers. Hence, there is a continual need to develop efficient, accurate,

reliable, and robust numerical techniques.

Finite element method and the concept of

adaptivity

In the industrial context, namely in the fields of mechanical, structural, auto-

motive, and civil engineering, the finite element method (FEM) (see Courant

(1943), Ciarlet (1978), Ern and Guermond (2004), Brenner and Scott (2008))

has been established as one of the most powerful and flexible techniques for

the numerical solution of PDEs and is widely used as a tool in engineering

decision-making process.

The fundamental concepts of the FEM include partitioning of the com-

putational domain Ω into a mesh (also called a partition) T , a finite set of

smaller, simpler elements (also called cells), and the approximation of the

analytical solution by a piecewise polynomial on that mesh. This is done in

the form of a linear combination of basis functions from a discrete function

space V , called the finite element space, see Figure 1 for illustration. The

construction of this space is directly linked to the domain partitioning; the

finite element basis functions have a local support consisting of several mesh

elements only. Finally, the approximation is obtained by solving the system

of algebraic equations arising from employing the basis of the discrete finite

element space in the weak formulation of the PDE.
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Figure 1: An example of a computational domain Ω (left), its partitioning T
into mesh elements (triangles) denoted by black lines (center), and a particular
piecewise affine basis function from the corresponding finite element space
(right).

In this thesis, the linear elliptic model problem we examine is the homoge-

neous Poisson problem for the Laplace equation in dimension d = 2, 3, where

one looks for u : Ω→ R, Ω ⊂ Rd being a polygon/polyhedron, such that

−∆u = f in Ω, u = 0 on ∂Ω. (1)

h-adaptivity

The quality of the finite element approximation of the unknown solution u

of (1) is strongly related to the resolution of the used mesh, usually repre-

sented by the symbol h. Following the classical approach, finer meshes, with

uniformly decreasing element size, will lead to better, more accurate approx-

imations. However, there are two main drawbacks of such an approach in

practical applications: (i) solutions of the practical problems in physics or

engineering are usually not uniformly complex throughout the computational

domain – they may contain local singularities or special features restricted just

to a small region of the domain which deteriorate the accuracy of the numer-

ical approximation overall; (ii) in case of high-resolution three-dimensional

simulations, uniformly-refined meshes result in massive algebraic problems.

Such huge problems require too much computational time to obtain a solu-

tion, assuming that it is possible to store the necessary amount of data within

the memory of the computer hardware at use. These two observations led to

the natural remedy of using meshes with elements of different sizes throughout

the domain, refined in the vicinity of the local features. This is the principle

of the mesh-adaptive finite element method (h-AFEM), cf. e.g. Babuška and

Rheinboldt (1978), Ainsworth and Oden (2000) or Verfürth (2013).

p-adaptivity

Alternatively to adapting the size of the elements, to improve the quality of a

numerical approximation, one can also choose to locally adjust the polynomial

degree p of the local finite element basis functions used for approximating

the solution (p-AFEM). Nevertheless, as suggested by classical interpolation
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theory, cf. Babuška et al. (1981), Babuška and Suri (1987), Schwab (1998),

one needs to keep in mind that high order interpolating functions produce

more accurate results than lower order functions, e.g. piecewise linear, only

if the original function is locally smooth. The required regularity cannot be

guaranteed in the vicinity of the boundaries, corners, or in regions where the

coefficients are discontinuous; in such regions, the desired error reduction can

be obtained solely by h-refinement.

hp-adaptivity

The merge of the two above approaches has led to the notion of hp-adaptive fi-

nite element method (hp-AFEM), where the approximate solution is improved

by a combination of h- and p-refinement: one refines the mesh and increases

the polynomial degree at the same time, cf. Babuška and Guo (1986a,b). We

illustrate the different types of refinements in Figure 2.

Figure 2: Different types of refinements applied to an example mesh from
Figure 1, where a singularity is present in the re-entrant corner. Colours
indicate the polynomial degree p of the finite element approximation used on
the element.

r-adaptivity

For completeness, we mention here also the so-called r-adaptation of the mesh,

cf. Dı́az et al. (1983), Zienkiewicz and Zhu (1991), Mackenzie and Robertson

(2002). This corresponds to re-distribution of nodes defining an initial mesh

without adding any new nodes and preserving the element connectivity and

possibly also the logical tensor product structure; adding or deleting degrees
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Figure 3: An example of r-adaptation of a mesh from Figure 1.

of freedom (including change of polynomial degree) is prohibited, cf. Figure 3.

The r-adaptivity aims at an optimal use of a given mesh topology, which

can be seen as a fixed amount of available computational effort in terms of

memory resources. The best precision of a pure r-adaptive algorithm clearly

has a certain limit. However, a combination of h-, p-, and hp-refinements with

r-adaptive redistribution of the fixed mesh at certain steps of refinement could

lead to even more efficient methods. We do not consider this technique here,

as it leads to non-nested finite element spaces, which limits the theoretical

results that can be proved.

A-posteriori-driven AFEM

Already in the mid-1980’s, it was proved by Gui and Babuška (1986b) that

when a reasonable combination of mesh adaptation together with appropriate

polynomial degree distribution is used, consisting in decreasing the size of the

mesh elements in the vicinity of singularities and using high-order polynomials

as basis functions in the parts of domain where the solution is smooth, the hp–

AFEM can lead to exponentially-fast convergence with respect to the number

of degrees of freedom. In their subsequent work (Gui and Babuška (1986a)),

they also showed a priori rules for the hp-adaptation for special cases with

known solutions.

However, in practice, one is mainly interested in hp-adaptive algorithms

which adapt the employed finite element spaces purely on the basis of a pos-

teriori knowledge. Since the late-1980’s, a siginificant amount of research

has been dedicated to the development of a posteriori error estimators. We

mention a few possibilities for the choice of energy-norm a posteriori error es-

timates in the finite element setting: (explicit) residual estimates, cf. Babuška

and Rheinboldt (1978), Verfürth (2013), Dari et al. (1996), (implicit) esti-

mates based on solving auxiliary local residual problems, cf. Bank and Weiser

(1985), Durán and Rodŕıguez (1992), estimates employing hierarchical ba-

sis, cf. Bank and Smith (1993), Deuflhard et al. (1989), estimates derived

by purely functional methods, cf. Neittaanmäki and Repin (2004), Repin

(2003), averaging (recovery-based) estimates, cf. Zienkiewicz and Zhu (1987),

Carstensen and Bartels (2002), Bartels and Carstensen (2002), Creusé and
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Nicaise (2010, 2013), and the equilibrated flux estimates (employed in this

work), cf. Destuynder and Métivet (1999), Luce and Wohlmuth (2004), Braess

et al. (2009), Ern and Vohraĺık (2015). For a general overview, we refer to

the survey books by Ainsworth and Oden (2000), Repin (2008), and Verfürth

(2013) and the references therein. It is the estimation of the magnitude of the

error and its distribution within the computational domain which provides

the guidance for the self-adaptive numerical methods such as the AFEM.

Scheme 1: A general form of an adaptive algorithm driven by a posteriori
estimation.

The well-established framework of an a-posteriori-driven adaptive algo-

rithm can be stated in a form of an adaptive loop presented in Scheme 1.

In general, the algorithm first computes the solution using the initial coarse

mesh and a corresponding low polynomial degree finite element space. Subse-

quently, the error distribution is estimated and used to mark the critical region

with the highest local error indicators. The error is then reduced by means

of h-, p-, or hp-refinements of the marked elements. A new approximation

of the solution is then computed at the next iteration of the adaptive loop.

The algorithm terminates when the estimated error drops below a prescribed

tolerance.

Some theoretical results in the context of h-AFEM

Let us for a moment restrict ourselves to the context of h-AFEM, where the

refinement is done solely by means of h-refinement.

The theoretical study of h-AFEM is already well developed and rather

complete. A decade after the pioneering works of Gui and Babuška (1986b,a)

and Babuška and Guo (1986a,b) in the one-dimensional case, Dörfler (1996)

proved the convergence of the adaptive algorithm of the form described in

Scheme 1 for the model problem (1) in two space dimensions. This was then

extended by Morin et al. (2000). Binev et al. (2004) followed with a modifica-

tion of the method by Morin et al. (2000), amounting to adding a coarsening

routine, which they proved to have not only optimal convergence rate, but

also optimal computational complexity. Namely, whenever for some s > 0,

it is possible to approximate (in the energy norm) the exact solution u with

accuracy O(n−s) by a continuous piecewise affine function on a triangula-

tion consisting of n triangles, then the a-posteriori-driven adaptive algorithm

of Binev et al. (2004) leads to an approximation of the same type while us-

ing only O(n) arithmetic computations. The optimality result of Binev et al.

(2004) represented a breakthrough in the theoretical analysis of the adaptive
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methods. Nevertheless, it has been further improved by Stevenson (2007) who

was able to bypass the necessity of the coarsening routine. An extension of

these prior results to the case of general second-order linear, symmetric elliptic

operators in any space dimension d ≥ 2 is contained in the work of Cascón

et al. (2008). Finally, Cohen et al. (2012) achieved the results on conver-

gence rates for general right-hand side f ∈ H−1(Ω), for d = 2. Let us also

note that most of the above convergence results are formulated for h-AFEM

driven by residual-type a posteriori error estimators; other estimators have

in particular been addressed by Cascón and Nochetto (2012) and Kreuzer

and Siebert (2011). Other important results are to be found in Morin et al.

(2003, 2008), Mekchay and Nochetto (2005), Aurada et al. (2013), Feischl

et al. (2014) and Diening et al. (2016). In particular, Carstensen et al. (2014)

provide an abstract framework with identification of axioms implying optimal

convergence rates for h-AFEM. For further insight, we refer to the survey

by Nochetto et al. (2009).

State-of-the-art in the context of hp-AFEM

The theoretical results are much less developed for the hp-AFEM. The hard-

ship still remains even in the automatic decision on which refinements should

be performed in order to improve the obtained numerical approximation ef-

fectively and without any a priori knowledge about the exact solution. The

decision-making process is usually referred to as an hp-adaptive refinement

strategy. Various strategies have been proposed in the literature over the past

decades. For an excellent review of the state of the art with computational

comparison of thirteen different strategies, we refer to Mitchell and McClain

(2011). Below, we provide a brief review of some of the available strategies:

Texas 3-step. An approach introduced by Oden et al. (1992) combines

the power of h- and p-refinement rather separately. The simplest version

proceeds in 3 steps: (i) two tolerances ε1 > 0 and ε2 > 0 are set and sev-

eral steps of uniform h-refinement are applied to the initial coarse mesh;

(ii) adaptive h-refinement is applied until the first error tolerance ε1 is

reached; (iii) adaptive p-refinement is then performed in order to reduce

the error below the second error tolerance ε2, see also Bey (1994) and

Bey et al. (1995).

Type parameter. Gui and Babuška (1986a) use the ratio of the local

error estimators for the approximations of order pK and pK − 1. If this

ratio is greater than a user-predefined type-parameter, one shall apply h-

refinement, otherwise p-refinement is suggested. This strategy was also

used by Adjerid et al. (1999).

Estimating the regularity of the solution. The strategy proposed

by Mavriplis (1994) uses the decay rate of the Legendre expansion co-

efficients of the solution to estimate its local regularity. Other strate-
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gies exploiting the idea of estimating the local regularity include those

by Houston et al. (2003), Houston and Süli (2005), Wihler (2011),

and Fankhauser et al. (2014). We refer to Amrein et al. (2017) and

Houston and Wihler (2018) for an application of such strategies in the

context of hp-adaptive linearization by the Newton method.

Predicted error reduction. Melenk and Wohlmuth (2001) exploit

the refinement history of the marked elements and compare the current

local error estimator with its predicted value from the previous step of

refinement. Afterwards, the comparison with a priori expected error

reduction steers the hp-refinement decision. In the first iteration, when

the refinement history is not yet available, all the elements are h-refined.

Reference solution. A strategy described e.g. in Rachowicz et al.

(1989) relies on the so-called reference solution which is computed using

a globally refined finite element space with all the elements uniformly

h-refined and their local polynomial degrees increased by one. Local

projections of this reference solution into suitable locally refined spaces

then lead to the choice for local refinement yielding the greatest error

reduction. For details, we refer to Demkowicz et al. (2002), Demkowicz

(2007), and Šoĺın and Demkowicz (2004).

Optimization and nonlinear programming. The choice of an opti-

mal hp-refinement is by its very nature an optimization problem. Patra

and Gupta (2001) formally stated the problem of hp-mesh design in

the language of optimization as a nonlinear programming problem and

derived its optimality criteria, see also Novotný et al. (2000).

Despite the significant interest in hp-adaptivity, for the majority of the avail-

able hp-adaptive refinement strategies, there are almost no results concern-

ing convergence of the adaptive algorithms employing them. It is the work

of Dörfler and Heuveline (2007) which contained the first result showing the

contraction property for one-dimensional hp-AFEM in the form

‖(u− uex
`+1)′‖ ≤ Cred‖(u− uex

` )′‖ with Cred < 1, (2)

with u`+1 and u` being the approximate solutions obtained by two consecutive

steps of the adaptive loop of Scheme 1 employing the hp-adaptive refinement

strategy inspired by Schmidt and Siebert (2000) (with exact algebraic solver).

This refinement strategy is based on estimating the error reduction corre-

sponding to an h- or p-refinement of elements based on the solution of local

problems. The results of Dörfler and Heuveline (2007) have been later ex-

tended to higher dimensions by Bürg and Dörfler (2011). In Bank et al. (2013)

the authors refer to (2) as saturation property and prove it in the setting of

a general second-order elliptic problem. Their adaptive algorithm is driven
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by residual a posteriori error estimates and their hp-refinement strategy fol-

lows Bank and Nguyen (2012). We note that (2) does not imply optimal

complexity of the resulting adaptive algorithm.

The state-of-the-art optimality result is (to our knowledge) given in the

work of Canuto et al. (2017a), where one iteration of their abstract hp-AFEM

algorithm consists of M iterations of the adaptive loop of Scheme 1 in com-

bination with a coarsening routine by Binev (2013, 2018). Due to the choice

of p-robust error estimator in one-dimensional setting, the number of iter-

ations M necessary to achieve the error reduction by a fixed factor Cred is

bounded and does not depend on the maximal polynomial degree employed.

Owing to the inclusion of the coarsening routine, it is consequently shown

that the method leads to an instance optimal reducer of the corresponding

error function in one dimension. However, in two and more dimensions, the

situation is more complex and the number of necessary iterations M grows

more than quadratically with the maximal polynomial degree. The same au-

thors then continued in the study of the two-dimensional case in Canuto et al.

(2017b). They replaced the error estimator of Melenk and Wohlmuth (2001)

by the solution of local problems inspired by the p-robust equilibrated flux

estimator of Braess et al. (2009) and investigated which increase of the local

polynomial degree leads to the p-robust error reduction such as (2) where Cred

is independent of p. They provided numerical evidence that the increase of

local polynomial degree by a quantity dλpe, where λ > 0, ensures the so-

called local saturation property on each marked patch of elements, which is

a sufficient condition to prove the p-robust error reduction. The question of

(optimal) convergence of the hp-AFEM algorithms still remains a subject of

active research.

Contents of this thesis

Chapter 1

In Chapter 1 of this thesis, we devise a new practical hp-refinement strategy

for the conforming hp-finite element approximation of second-order elliptic

problems in the spirit of Scheme 1. The salient feature of this work is a

computable guaranteed bound on the error reduction factor. In particular, we

derive a computable number C`,red ∈ [0, 1] such that the following contraction

property holds true:

‖∇(u− uex
`+1)‖ ≤ C`,red‖∇(u− uex

` )‖, (3)

with uex
` the available discrete solution obtained on the `-th iteration of the

adaptive loop and uex
`+1 the discrete solution that will be obtained at the next

step but is not available yet (with exact algebraic solvers), see (1.23). For

the definition of C`,red, it is essential to bound from below the incremental
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error ‖∇(uex
`+1 − uex

` )‖ in terms of ‖∇(u − uex
` )‖. In our case, such a bound

hinges on the following lower bound, cf. Lemma 1.5.1:

‖∇(uex
`+1 − uex

` )‖ω` ≥ ηMθ
`

, (4)

where the quantity ηMθ
`

is fully computable. We note that in Chapter 1

we do not prove that the reduction factor C`,red is bounded by a generic

constant strictly smaller than one. However, the numerical experiments

provided therein are more than satisfactory, showing that indeed in prac-

tice C`,red ≤ C < 1. More precisely, in a series of numerical experiments

featuring test cases with known smooth and singular solutions u, we exam-

ine the accuracy of our bound on the reduction factor C`,red by means of the

effectivity index

Ieff
`,red =

C`,red

‖∇(u−uex
`+1)‖

‖∇(u−uex
` )‖

, (5)

i.e. the ratio of the predicted reduction factor over the actual reduction fac-

tor. We find the effectivity index Ieff
`,red in general quite close to the optimal

value of one. This can be appreciated in the left panel of Figure 4, where

we plot the values of Ieff
`,red throughout all the iterations of the adaptive algo-

rithm employed to solve the model problem (1) posed on the L-shape domain

depicted previously in Figures 1–3. The analogous effectivity indices of the

corresponding lower bounds ηMθ
`

used in (4) are also presented in the right

panel of Figure 4.
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Figure 4: [Model problem (1) posed on the L-shape domain, exact solver]
Effectivity indices Ieff

`,red defined by (5) for the computed error reduction fac-
tor from (3) (left) and effectivity indices of the discrete lower bound ηMθ

`

computed as the ratio ‖∇(uex
`+1 − uex

` )‖ω`/ηMθ
`

(right) corresponding to (4)

throughout the iterations of our hp-adaptive algorithm.

Moreover, in all our numerical experiments, our hp-adaptive strategy leads

to asymptotic exponential convergence rates with respect to the total number
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of degrees of freedom used to compute the discrete solution, cf. Figure 5.
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Figure 5: [Model problem (1) posed on the L-shape domain] Relative energy

errors ‖∇(u− uex
` )‖/‖∇u‖ and ‖∇(u− u`)‖/‖∇u‖ as a function of DoF

1
3
` ,

obtained using our hp-adaptive algorithm with exact and inexact solvers in
comparison with simpler approaches (uniform mesh refinement, only using h-
adaptivity) and the a priori best possible adaptive method relying on the
knowledge of the exact solution (left) and an example of mesh and polynomial
degree distribution obtained after 34 iterations of our hp-adaptive algorithm
(right).

With some similarities to Canuto et al. (2017b), our hp-adaptive algo-

rithm relies crucially on the equilibrated flux a posteriori error estimate η(T`)
on the energy error ‖∇(u − uex

` )‖ ≤ η(T`), see Theorem 1.3.2. The roots of

this approach can be traced back to the ideas of Prager and Synge (1947)

and the hyper-circle method, see e.g. Neittaanmäki and Repin (2004). The

reconstructed flux has been used as a tool for deriving a posteriori error es-

timators in many publications, e.g. the pioneering PhD. thesis of Ladevèze

(1975), works by Kelly (1984), Destuynder and Métivet (1999), Ainsworth and

Babuška (1999), Braess and Schöberl (2008), and the references therein. For

a more recent unifying framework for (potential and) equilibrated flux recon-

structions relying on the solution of local mixed finite element problems and

leading to guaranteed and polynomial-degree robust error estimators for most

of the standard discretization schemes, we refer to Ern and Vohraĺık (2015).

Reconstruction of fluxes done by local postprocessing of the approximate so-

lution avoiding the solution of local mixed finite element problems was also

proposed by Becker et al. (2016). The equilibrated flux error estimators have

been used also in other contexts, see e.g. Ainsworth (2007), Kim (2007a,b),

Cochez-Dhondt and Nicaise (2008), Creusé and Nicaise (2008), Becker et al.

(2012), and Creusé et al. (2011, 2017).

The local error estimators are then exploited to mark mesh vertices via

Dörfler’s marking criterion, cf. Dörfler (1996). On the corresponding patches

of elements ωa
` , defined as the subset of elements sharing the marked vertex a,
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we then solve two separate local residual problems

(∇ra,?,∇va,?)ωa
`

= (f, va,?)ωa
`
−(∇u`,∇va,?)ωa

`
∀ va,? ∈ V a,?

` , and ? ∈ {h, p},

with the local finite element spaces V a,h
` and V a,p

` , see (1.14) and (1.15) below,

emulating the application of the corresponding type of refinement. This look-

ahead idea quantifying the potential benefits of h- and p-refinement then leads

to the final local refinement-decision based on the comparison of energy norms

of the residual liftings ra,?. Several other hp-refinement strategies also suggest

solving auxiliary local problems to forecast the error reduction obtained by

performing h- or p-refinement. We refer, in particular, to the works of Dörfler

and Heuveline (2007) and Bürg and Dörfler (2011), where the local problems

associated with various refinement patterns are considered on single elements

only, and an additional minimization problem is solved to make the final

refinement decision, as opposed to the local problems posed on patches of

elements and a simple comparing procedure yielding the refinement decision

in our case. The comparison of performance of our strategy with respect to

some other selected approaches is also provided within the numerics section of

Chapter 1. The details concerning our implementation of the conforming hp-

AFEM with varying polynomial degrees among the mesh elements are given

in Appendix A.

This chapter is based on the article Daniel et al. (2018a) published in the

journal Computers & Mathematics with Applications, vol. 76 (2018) pp. 967-

983, written in collaboration with Alexandre Ern, Iain Smears, and Martin

Vohraĺık.

Chapter 2

We consider in this part an extension of the hp-adaptive strategy for the

model problem (1) proposed in Chapter 1 in an inexact algebraic solver set-

ting. We avoid the unrealistic exact (up to machine precision) solution of the

underlying linear algebraic system and rather take into account the use of an

inexact algebraic solver within the adaptive algorithm. This type of analysis

is still relatively rare in the context of AFEM. To name a few exceptions,

this issue has been addressed by Stevenson (2005a, 2007), Becker and Mao

(2009), Becker et al. (2010), Arioli et al. (2013a,b) for linear elliptic problems

and by Holst et al. (2013), Carstensen et al. (2014), Gantner et al. (2017) for

nonlinear elliptic problems, and Carstensen and Gedicke (2012) for eigenvalue

problems, all in the context of the h-AFEM, and most recently in Führer et al.

(2018) in the context of adaptive BEM.

We focus our attention on recovering the contraction property (3) also

in the inexact setting. In particular, we show that while using a properly

designed stopping criterion for the algebraic solver, see Section 2.4.3, the error

reduction between the inexact discrete solution u`, available at the current
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step ` of the adaptive loop, and the next inexact approximation u`+1, still

to be computed in the next step of the adaptive loop, verifies a contraction

property analogous to (3). More precisely, the following holds true:

‖∇(u−u`+1)‖ ≤ C`,red‖∇(u−u`)‖ with 0 ≤ C`,red :=

√
1−

η2

Mθ
`

η2(u`,T`)

(1− γ`+1)
≤ 1,

(6)

where γ`+1 is a parameter of the adaptive stopping criterion (2.71), θ ∈ (0, 1]

is the fixed parameter of Dörfler’s marking procedure, η(u`, T`) denotes the

guaranteed total error upper bound further distinguishing the discretization

and algebraic error components, see Theorem 2.3.3, and ηMθ
`

is the guaranteed

lower bound on the incremental error between the current inexact approxima-

tion u` and the (unavailable) exact solution uex
`+1 at the next level

‖∇(uex
`+1 − u`)‖ω` ≥ ηMθ

`

, (7)

following the spirit of (4). In Figure 6, we give a preview of the accuracy study

of the predicted error reduction C`,red and the lower bound ηMθ
`

by means of

their effectivity indices which we find in both cases close to the optimal value

of one.
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Figure 6: [Model problem (1) posed on the L-shape domain, inexact solver]
Effectivity indices for the error reduction factor estimate C`,red of (6) defined

by
C`,red

‖∇(u−u`+1)‖/‖∇(u−u`)‖
(left) and for the lower bound ηMθ

`

from (7) computed

as the ratio ‖∇(uex
`+1 − u`)‖ω`/ηMθ

`

(right).

Following Jiránek et al. (2010), Ern and Vohraĺık (2013), Rey et al. (2014),

Becker et al. (2015), and Papež et al. (2017), we construct guaranteed equili-

brated flux a posteriori error bounds on the algebraic and the total errors in

energy norm, see Theorem 2.3.3. Namely, for the algebraic error upper bound,

we adapted the results of Papež et al. (2017), formulated in the context of h-

and p-FEM, to the present hp-AFEM setting. We focus on a specific construc-

tion of the algebraic error flux reconstruction exploiting the nested hierarchy
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of hp-finite element spaces created throughout the adaptive algorithm. The

possibility to distinguish and estimate separately the different error compo-

nents is a remarkable feature of the equilibrated flux error estimators.

In terms of algebraic solver, we opted in our numerical experiments for a

geometric multigrid employing the sequence of nested hp-finite element spaces

(cf. Bramble and Pasciak (1993), Wu and Chen (2006), and the books by Hack-

busch (1985) and Trottenberg et al. (2001)). We note, however, that our

results remain valid for an arbitrary choice of the algebraic solver. The a pos-

teriori knowledge of the algebraic and total errors enables us to design adaptive

stopping criteria tailored to ensure that the algebraic error does not signifi-

cantly contribute to the total error. We refer to the pioneering work of Becker

et al. (1995) and Becker (1998), where for a multigrid iterative solver, the

authors also investigate an objective stopping criterion taking into account

the finite element discretization instead of a usual ad-hoc stopping criterion

designed from a pure numerical algebra point of view. Among others, Ern

and Vohraĺık (2013), elaborating on Jiránek et al. (2010), devise a posteriori

stopping criteria for inexact Newton methods and iterative linear solvers in

the context of nonlinear diffusion PDEs. The control of the algebraic error

can be performed also by means of goal-oriented adaptivity based on dual-

ity techniques, see e.g. Becker and Rannacher (2001), Patera and Rønquist

(2001), or Meidner et al. (2009).

In a series of numerical experiments in Section 2.6, we present the results

illustrating the savings in terms of number of necessary iterations of the al-

gebraic solver and time spent on algebraic computations while employing the

proposed adaptive stopping criterion in comparison with the use of more clas-

sical criteria based on the relative algebraic residual. Moreover, for all the

test cases, the obtained meshes and polynomial degree distributions lead to

asymptotic exponential convergence even in the presence of an inexact solver,

as highlighted by the results depicted in Figure 5.

This chapter is based on the results of the article Daniel et al. (2018b),

submitted for publication, written in collaboration with Alexandre Ern and

Martin Vohraĺık.

Chapter 3

In the final chapter, we elaborate a theoretical analysis of the hp-refinement

strategies for the model problem (1) proposed in Chapters 1 and 2. We aim,

in particular, at providing rigorous convergence proofs. We proceed along the

lines of the works by Dörfler (1996) and Morin et al. (2000, 2002), where the

solution of the resulting linear systems on each level is assumed to be exact,

and Binev et al. (2004), Stevenson (2005b, 2007), Becker and Mao (2009),

Becker et al. (2010) and Arioli et al. (2013a) where the authors considered

the potential effect of the use of iterative linear solvers on the convergence

of the adaptive algorithm. In contrast to the previous results in the inexact
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algebraic solver setting, one important advantage of the present work is that

our bounds on algebraic, discretization, and total error do not contain any

generic constant and remain fully computable.

In order to ensure error reduction on each adaptive loop step and conver-

gence of the hp-adaptive algorithm, we show that the computable reduction

factor C`,red of the contraction properties (3) and (6) can be bounded by a

generic constant strictly smaller than one. Namely, this constant depends

only on the marking parameter θ, the space dimension d, the mesh shape-

regularity κT , the user-defined maximal polynomial degree pmax, and, in the

inexact setting, also on the coefficient γ̃` of the adaptive stopping criterion

employed to terminate the iterations of the algebraic solver.

For this, we first slightly modify the marking procedure by appending

an extra layer of elements to the marked set obtained by Dörfler’s marking

criterion. Afterwards, we introduce additional assumptions on the used h-

and p-refinements. On the one hand, the h-refinement must now ensure the

interior node property, see e.g. the full refinement of triangle elements in Binev

et al. (2004), Stevenson (2007), or Morin et al. (2002), where tetrahedral

elements were considered as well. On the other hand, the p-refinement has to

be more significant: once the element is selected to be p-refined, its polynomial

degree shall be increased by at least d. Such assumptions, in particular, allow

us to use the bubble function technique, see e.g. Verfürth (2013), in order to

show the discrete stability of the local flux equilibration in Propositions 3.4.1

and 3.7.1. This local stability then serves as the main tool in the present

convergence proofs. An example of the convergence proof avoiding the inner

node property can be found in Cascón et al. (2008), where the contraction

property is provided for a sum of the energy error and the scaled error estimate,

or Carstensen et al. (2014), where the contraction is only obtained after a

certain number of steps of the adaptive loop.

This chapter sums up the results of the article Daniel and Vohraĺık (2018),

currently in preparation.

Future perspectives

Several extensions of the current work can be made. Based on numerical

observations, we believe that a p-robust version of the convergence proofs

presented in Chapter 3 could be achieved. Taking into account more general

right-hand side terms within the theoretical analysis can be considered as

well. From a practical point of view, an improvement of our approach can

be achieved by incorporating a coarsening routine correcting the unnecessary

degrees of freedom possibly produced in the early stages of the hp-adaptation.

Another improvement of the strategy could be obtained by additionally taking

into account, within the refinement-decision criterion, the number of newly

created degrees of freedom resulting from either h- or p-refinement. A general

second-order elliptic model problem could also be examined in order to assess
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more thoroughly the practicality of our approach. In this case, incorporating

also anisotropic h- and p-refinements within the proposed methodology may

be required. Finally, the theoretical analysis concerning the computational

(quasi-)optimality of the proposed adaptive algorithms would be interesting

but would require further research.
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Abstract

We propose a new practical adaptive refinement strategy for hp-finite

element approximations of elliptic problems. Following recent the-

oretical developments in polynomial-degree-robust a posteriori error

analysis, we solve two types of discrete local problems on vertex-based

patches. The first type involves the solution on each patch of a mixed

finite element problem with homogeneous Neumann boundary condi-

tions, which leads to an H(div,Ω)-conforming equilibrated flux. This,

in turn, yields a guaranteed upper bound on the error and serves to

mark mesh vertices for refinement via Dörfler’s bulk-chasing criterion.

The second type of local problems involves the solution, on patches

associated with marked vertices only, of two separate primal finite ele-

ment problems with homogeneous Dirichlet boundary conditions, which

serve to decide between h-, p-, or hp-refinement. Altogether, we show

that these ingredients lead to a computable guaranteed bound on the

ratio of the errors between successive refinements (error reduction fac-

tor). In a series of numerical experiments featuring smooth and singular

solutions, we study the performance of the proposed hp-adaptive strat-

egy and observe exponential convergence rates. We also investigate the

accuracy of our bound on the reduction factor by evaluating the ratio

of the predicted reduction factor relative to the true error reduction,

and we find that this ratio is in general quite close to the optimal value

of one.

1.1 Introduction

Adaptive discretization methods constitute an important tool in computa-

tional science and engineering. Since the pioneering works on the hp-finite el-

ement method by Gui and Babuška (1986b,a) and Babuška and Guo (1986a,b)

in the 1980s, where it was shown that for one-dimensional problems hp-

refinement leads to exponential convergence with respect to the number of

degrees of freedom on a priori adapted meshes, there has been a great amount

of work devoted to developing adaptive hp-refinement strategies based on

a posteriori error estimates. Convergence of hp-adaptive finite element ap-

proximations for elliptic problems, has, though, been addressed only very

recently in Dörfler and Heuveline (2007), Bürg and Dörfler (2011), and Bank

et al. (2013). The first optimality result we are aware of is by et al. Canuto

et al. (2017a), where an important ingredient is the hp-coarsening routine

by Binev (2013, 2018). These works extend to the hp-context the previous

h-convergence and optimality results by Dörfler (1996), Morin et al. (2002,

2003), Stevenson (2007), Cascón et al. (2008), Carstensen et al. (2014), see
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also Nochetto et al. (2009) and the references therein. It is worth mention-

ing that most of the available convergence results are formulated for adaptive

methods driven by residual-type a posteriori error estimators; other estimators

have in particular been addressed by Cascón and Nochetto (2012) and Kreuzer

and Siebert (2011).

A key ingredient for adaptive hp-refinement is a local criterion in each

mesh cell marked for refinement that allows one to decide whether h-, p-, or

hp-refinement should be performed. There is a substantial amount of such

criteria proposed in the literature; a computational overview can be found

in Mitchell and McClain (2014, 2011). Some of the mathematically moti-

vated hp-decision criteria include, among others, those proposed by Eibner

and Melenk (2007), Houston and Süli (2005) which both estimate the local

regularity of the exact weak solution. Our proposed strategy fits into the

group of algorithms based on solving local boundary value problems allowing

us to forecast the benefits of performing h- or p-refinement, as recently consid-

ered in, e.g., Bürg and Dörfler (2011), Dörfler and Heuveline (2007). Similarly

to Dörfler and Heuveline (2007), we use the local finite element spaces associ-

ated with a specific type of refinement to perform the above forecast and to

take the local hp-refinement decision. We also mention the work of Demkowicz

et al. (2002) for an earlier, yet more expensive, version of the look-ahead idea,

where it is proposed to solve an auxiliary problem on a global finite element

space corresponding to a mesh refined uniformly either in h or in p.

In the present work, we focus on the Poisson model problem with (homo-

geneous) Dirichlet boundary conditions. In weak form, the model problem

reads as follows: Find u ∈ H1
0 (Ω) such that

(∇u,∇v) = (f, v) ∀v ∈ H1
0 (Ω), (1.1)

where Ω ⊂ Rd, d = 2, 3, is a polygonal/polyhedral domain (open, bounded,

and connected set) with a Lipschitz boundary, f ∈ L2(Ω), H1
0 (Ω) denotes

the Sobolev space of all functions in L2(Ω) which have all their first-order

weak derivatives in L2(Ω) and a zero trace on ∂Ω, and (·, ·) stands for the

L2(Ω) or [L2(Ω)]d inner product. Our first goal is to propose a reliable and

computationally-efficient hp-adaptive strategy to approximate the model prob-

lem (1.1) that hinges on the recent theoretical developments on polynomial-

degree-robust a posteriori error estimates due to Braess et al. (2009) and Ern

and Vohraĺık (2015, 2016). The present hp-adaptive algorithm follows the

well-established paradigm based on an iterative loop where each step consists

of the following four modules:

SOLVE→ ESTIMATE→ MARK→ REFINE. (1.2)

Here, SOLVE stands for application of the conforming finite element method

on a matching (no hanging nodes) simplicial mesh to approximate the model

problem (1.1); spatially-varying polynomial degree is allowed. The module
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ESTIMATE is based on an equilibrated flux a posteriori error estimate, obtained

by solving, for each mesh vertex, a local mixed finite element problem with a

(homogeneous) Neumann boundary condition on the patch of cells sharing the

given vertex. The module MARK is based on a bulk-chasing criterion inspired

by the well-known Dörfler’s marking proposed in Dörfler (1996); here we mark

mesh vertices and not simplices since we observe a smoother performance in

practice and since we later work with some vertex-based auxiliary quantities.

The module REFINE, where we include our hp-decision criterion, is orga-

nized into three steps. First, we solve two local finite element problems on each

patch of simplices attached to a mesh vertex marked for refinement, with either

the mesh refined or the polynomial degree increased. This is inspired by the

key observation from (Ern and Vohraĺık, 2015, Lemma 3.23) that guaranteed

local efficiency can be materialized by some local conforming finite element

solves. These conforming residual liftings allow us, in particular, to estimate

the effect of applying h- or p-refinement, and lead to a partition of the set

of marked vertices into two disjoint subsets, one collecting the mesh vertices

flagged for h-refinement and the other collecting the mesh vertices flagged for

p-refinement. The second step of the module REFINE uses these two subsets

to flag the simplices for h-, p, or hp-refinement. Finally, the third step of

the module REFINE uses the above sets of flagged simplices to build the next

simplicial mesh and the next polynomial-degree distribution. Let us mention

that recently, Doleǰśı et al. (2016) also devised an hp-adaptive algorithm driven

by polynomial-degree-robust a posteriori error estimates based on the equili-

brated fluxes from Braess et al. (2009), Ern and Vohraĺık (2015, 2016). The

differences with the present work are that the interior penalty discontinuous

Galerkin method is considered in Doleǰśı et al. (2016), and more importantly,

that the present hp-decision criterion hinges on local primal solves on patches

around marked vertices.

The second goal of the present work is to show that the proposed hp-

adaptive strategy automatically leads to a computable guaranteed bound on the

error reduction factor between two consecutive steps of the adaptive loop (1.2).

More precisely, we show how to compute explicitly a real number Cred ∈ [0, 1]

so that

‖∇(u− u`+1)‖ ≤ Cred‖∇(u− u`)‖, (1.3)

where u` denotes the discrete solution on `-th iteration of the adaptive loop,

see Theorem 1.5.2. Thus the number Cred gives a guaranteed (constant-free)

bound on the ratio of the errors between successive refinements. This must not

be confused with saying that the error is guaranteed to be reduced, since the

case Cred = 1 cannot be ruled out in general without additional assumptions

(e.g. an interior node property, see Morin et al. (2002) for further details).

The computation of Cred crucially relies on a combined use of the equilibrated

fluxes and of the conforming residual liftings, which were already used for the

error estimation and hp-refinement decision criterion respectively. It is worth

noting that we consider a homogeneous Dirichlet boundary condition for the
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local residual liftings in order to obtain an estimate on the error reduction

factor that is as sharp as possible.

The rest of this chapter is organized as follows. Section 1.2 describes the

discrete setting and introduces some useful notation. Section 1.3 presents the

modules SOLVE, ESTIMATE, and MARK, whereas Section 1.4 presents the module

REFINE. Section 1.5 contains our main result on a guaranteed bound on the

error reduction factor. Finally, numerical experiments on two-dimensional test

cases featuring smooth and singular solutions are discussed in Section 1.6, and

conclusions are drawn in Section 1.7.

1.2 Discrete setting

The main purpose of the adaptive loop (1.2) is to generate a sequence of finite-

dimensional H1
0 -conforming finite element spaces (V`)`≥0, where the integer

` ≥ 0 stands for the iteration counter in (1.2). H1
0 -conformity means that

V` ⊂ H1
0 (Ω) for all ` ≥ 0. In this work, we shall make the following nestedness

assumption:

V` ⊂ V`+1, ∀` ≥ 0. (1.4)

The space V` is built from two ingredients: (i) a matching simplicial mesh

T` of the computational domain Ω, that is, a finite collection of (closed) non-

overlapping simplices K ∈ T` covering Ω exactly and such that the intersection

of two different simplices is either empty, a common vertex, a common edge, or

a common face; (ii) a polynomial-degree distribution described by the vector

p` := (p`,K)K∈T` that assigns a polynomial degree to each simplex K ∈ T`.
The conforming finite element space V` is then defined as

V` := Pp`(T`) ∩H1
0 (Ω), ∀` ≥ 0,

where Pp`(T`) denotes the space of piecewise polynomials of total degree p`,K ≥
1 on each simplex K ∈ T`. In other words, any function v` ∈ V` satisfies

v` ∈ H1
0 (Ω) and v`|K ∈ Pp`,K (K) for all K ∈ T`, where for an integer p ≥ 1,

Pp(K) stands for the space of polynomials of total degree at most p on the

simplex K.

The initial mesh T0 and the initial polynomial-degree distribution p0 are

given, and the purpose of each step ` ≥ 0 of the adaptive loop (1.2) is to

produce the next mesh T`+1 and the next polynomial-degree distribution p`+1.

In order to ensure the nestedness property (1.4), the following two properties

are to be satisfied: (i) The sequence (T`)`≥0 is hierarchical, i.e., for all ` ≥ 0

and all K̃ ∈ T`+1, there is a unique simplex K ∈ T`, called the parent of K̃

so that K̃ ⊆ K; (ii) The local polynomial degree is locally increasing, i.e., for

all ` ≥ 0 and all K̃ ∈ T`+1, p`+1,K̃ ≥ p`,K where K ∈ T` is the parent of K̃.

Moreover, we assume the following shape-regularity property: There exists a

constant κT > 0 such that maxK∈T` hK/ρK ≤ κT for all ` ≥ 0, where hK is
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the diameter of K and ρK is the diameter of the largest ball inscribed in K.

Before closing this section, we introduce some further useful notation. The

set of vertices V` of each mesh T` is decomposed into V int
` and Vext

` , the set

of inner and boundary vertices, respectively. For each vertex a ∈ V`, the so-

called hat function ψa
` is the continuous, piecewise affine function that takes

the value 1 at the vertex a and the value 0 at all the other vertices of V`;
the function ψa

` is in V` for all a ∈ V int
` . Moreover, we consider the simplex

patch T a
` ⊂ T` which is the collection of the simplices in T` sharing the vertex

a ∈ V`, and we denote by ωa
` the corresponding open subdomain. Finally, for

each simplex K ∈ T`, VK denotes the set of vertices of K.

1.3 The modules SOLVE, ESTIMATE, and MARK

In this section we present the modules SOLVE, ESTIMATE, and MARK from the

adaptive loop (1.2). Let ` ≥ 0 denote the current iteration number.

1.3.1 The module SOLVE

The module SOLVE takes as input the H1
0 -conforming finite element space V`

and outputs the discrete function u` ∈ V` which is the unique solution of

(∇u`,∇v`) = (f, v`) ∀v` ∈ V`. (1.5)

1.3.2 The module ESTIMATE

Following Destuynder and Métivet (1999), Braess et al. (2009), Ern and

Vohraĺık (2015), Doleǰśı et al. (2016), Ern and Vohraĺık (2016), see also the

references therein, the module ESTIMATE relies on an equilibrated flux a pos-

teriori error estimate on the energy error ‖∇(u−u`)‖. The module ESTIMATE

takes as input the finite element solution u` and outputs a collection of local

error indicators {ηK}K∈T` . The equilibrated flux is constructed locally from

mixed finite element solves on the simplex patches T a
` attached to each ver-

tex a ∈ V`. For this construction, we consider as in Doleǰśı et al. (2016)

the local polynomial degree pest
a := maxK∈T a

`
p`,K (any other choice so that

pest
a ≥ maxK∈T a

`
p`,K can also be employed). We consider the local Raviart–

Thomas–Nédélec mixed finite element spaces (Va
` , Q

a
` ) which are defined for

all a ∈ V int
` by

Va
` := {v` ∈ H(div, ωa

` ); v`|K ∈ RTNpest
a

(K), ∀K ∈ T a
` , v`·nωa

`
= 0 on ∂ωa

` },

Qa
` := {q` ∈ Ppest

a
(T a
` ); (q`, 1)ωa

`
= 0},
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and, for all a ∈ Vext
` ,

Va
` :={v`∈H(div, ωa

` ); v`|K∈RTNpest
a

(K), ∀K∈T a
` , v`·nωa

`
= 0 on ∂ωa

` \∂Ω},
Qa
` :=Ppest

a
(T a
` ),

where RTNpest
a

(K) := [Ppest
a

(K)]d + Ppest
a

(K)x, and nωa
`

denotes the unit

outward-pointing normal to ωa
` .

Definition 1.3.1 (Flux reconstruction σ`). Let u` solve (1.5). The global

equilibrated flux σ` is constructed as σ` :=
∑

a∈V` σ
a
` , where, for each vertex

a ∈ V`, (σa
` , γ

a
` ) ∈ Va

` ×Qa
` solves

(σa
` ,v`)ωa

`
− (γa` ,∇·v`)ωa

`
= −(ψa

`∇u`,v`)ωa
`

∀v` ∈ Va
` , (1.6a)

(∇·σa
` , q`)ωa

`
= (fψa

` −∇u`·∇ψa
` , q`)ωa

`
∀q` ∈ Qa

` ; (1.6b)

or, equivalently,

σa
` := arg min

v`∈Va
` ,∇·v`=ΠQa

`
(fψa

`−∇u`·∇ψ
a
` )

‖ψa
`∇u` + v`‖ωa

`
,

and where σa
` is extended by zero outside ωa

` .

Note that the Neumann compatibility condition for the problem (1.6) is

satisfied for all a ∈ V int
` (take v` = ψa

` as a test function in (1.5)). Moreover,

Definition 1.3.1 yields a globally H(div,Ω)-conforming flux reconstruction σ`
such that

(∇·σ`, v`)K = (f, v`)K ∀v` ∈ Pmina∈VK pest
a

(K), for all K ∈ T`, (1.7)

see (Doleǰśı et al., 2016, Lemma 3.6).

A possible “best” choice for a flux reconstruction would actually be

σ` := arg min
v`∈V`,∇·v`=ΠPp` (T`) f

‖∇u` + v`‖,

with V` a discrete subspace of H(div,Ω). However, this global minimization

would be too expensive to compute; its cost is comparable to the cost required

to obtain the approximate solution u` itself. This is the reason why we rely

on the local partition-of-unity-based versions of the above global minimization

problem in the Definition 1.3.1. We provide an illustration of the exact flux

−∇u in Figure 1.1 (right) and an illustration of the approximate flux −∇u2

and the resulting flux reconstruction σ2 in Figure 1.2. The functions are

plotted on a subdomain ωa
2 ⊂ Ω, a ∈ V2, with the corresponding pair (T a

2 ,p
a
2).

Using the current notation, (Doleǰśı et al., 2016, Theorem 3.3) states the

following result:
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P1

P2

Figure 1.1: [L-shape domain of Section 1.6.2] The illustration of flux recon-
struction on a single patch ωa

2 , a ∈ V2; global position of the patch ωa
2 (left)

and the exact flux −∇u ∈ H(div,Ω) on the patch ωa
2 (right).

Figure 1.2: [L-shape domain of Section 1.6.2] The illustration of flux recon-
struction on a single patch ωa

2 , a ∈ V2; approximate flux −∇u2 /∈ H(div,Ω)
(left) and the flux reconstruction σ2 ∈ V2 ⊂ H(div,Ω) on the patch ωa

(right).

Theorem 1.3.2 (Guaranteed upper bound on the error). Let u solve (1.1) and

u` solve (1.5). Let σ` be the equilibrated flux reconstruction of Definition 1.3.1.

Then

‖∇(u−u`)‖ ≤ η(T`) :=

{∑
K∈T`

η2
K

} 1
2

, ηK := ‖∇u`+σ`‖K+
hK
π
‖f−∇·σ`‖K .

(1.8)

Proof. From the definitions of the weak solution u and its finite element ap-

proximation u` we have (u− u`) ∈ H1
0 (Ω). Then the energy norm of the error
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(u− u`) can be characterized as a dual norm

‖∇(u− u`)‖ = sup
v∈H1

0 (Ω),‖∇v‖=1

(∇(u− u`),∇v).

Fix v ∈ H1
0 (Ω) with ‖∇v‖ = 1. We proceed with using the weak solution

characterization (3.1), adding and subtracting (σ`,∇v),

(∇(u− u`),∇v) = (f, v)− (∇u`,∇v) = (f −∇·σ`, v)− (∇u` + σ`,∇v),

where we have also employed the Green theorem (σ`,∇v) = −(∇·σ`, v). We

will proceed with bounding the two terms on the above right-hand side sepa-

rately.

Namely, we obtain the following upper bound

(f −∇·σ`, v) =
∑
K∈T`

(f −∇·σ`, v − ΠP0(K)v)K

≤
∑
K∈T`

‖f −∇·σ`‖K‖v − ΠP0(K)v‖K ,

where we crucially employed the equilibration property (1.7) of the flux re-

construction σ` together with the definition of L2-orthogonal projection to

enforce the zero mean value of test function inside the scalar product. The

Cauchy–Schwarz inequality was also used. We finish by using the Poincaré

inequality∑
K∈T`

‖f −∇·σ`‖K‖v − ΠP0(K)v‖K ≤
∑
K∈T`

hK
π
‖f −∇·σ`‖K‖∇v‖K . (1.10)

For the second term the Cauchy–Schwarz inequality yields

− (∇u` + σ`,∇v) ≤
∑
K∈T`

‖∇u` + σ`‖K‖∇v‖K . (1.11)

The estimate (1.8) then follows from combining (1.10) and (1.11) with the

Cauchy–Schwarz inequality once again and using the property ‖∇v‖ = 1.

As discussed in, e.g., (Ern and Vohraĺık, 2015, Remark 3.6), the term
hK
π
‖f − ∇·σ`‖K represents, for all K ∈ T`, a local oscillation in the source

datum f that, under suitable smoothness assumptions, converges to zero two

orders faster than the error. To cover the whole computational range in our

numerical experiments, this term is kept in the error indicator ηK .

1.3.3 The module MARK

The module MARK takes as input the local error estimators {ηK}K∈T` from The-

orem 1.3.2 and outputs a set of marked vertices Ṽθ` ⊂ V` using a bulk-chasing
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criterion inspired by the well-known Dörfler’s marking criterion, cf. Dörfler

(1996). The reason why we mark vertices and not simplices is that our hp-

decision criterion in the module REFINE (see Section 1.4) hinges on the solution

of local primal solves posed on the patches T a
` associated with the marked ver-

tices a ∈ Ṽθ` ; we also observe in practice a smoother performance of the overall

hp-adaptive procedure when marking vertices than when marking elements.

Vertex-marking strategies are also considered, among others, in Morin et al.

(2002), Canuto et al. (2017b).

For a subset S ⊂ T`, we use the notation η(S) := {
∑

K∈S η
2
K}1/2. In the

module MARK, the set of marked vertices Ṽθ` is selected in such a way that

η

( ⋃
a∈Ṽθ`

T a
`

)
≥ θ η(T`), (1.12)

where θ ∈ (0, 1] is a fixed threshold. Letting

Mθ
` :=

⋃
a∈Ṽθ`

T a
` ⊂ T` (1.13)

be the collection of all the simplices that belong to a patch associated with

a marked vertex, we observe that (1.12) means that η(Mθ
`) ≥ θ η(T`). To

select a set Ṽθ` of minimal cardinality, the mesh vertices in V` are sorted by

comparing the vertex-based error estimators η(T a
` ) for all a ∈ V`, and a greedy

algorithm is employed to build the set Ṽθ` . The module MARK is summarized in

Algorithm 1. A possibly slightly larger set Ṽθ` can be constructed with linear

cost in terms of the number of mesh vertices by using the algorithm proposed

in (Dörfler, 1996, Section 5.2).

Algorithm 1 (module MARK)

1: procedure MARK({ηK}K∈T` , θ)
2: B Input: error indicators {ηK}K∈T` , marking parameter θ ∈ (0, 1]

3: B Output: set of marked vertices Ṽθ`
4: for all a ∈ V` do
5: Compute the vertex-based error estimator η(T a

` )
6: end for
7: Sort the vertices according to η(T a

` )

8: Set Ṽθ` := ∅
9: while η(

⋃
a∈Ṽθ`
T a
` ) < θ η(T`) do

10: Add to Ṽθ` the next sorted vertex a ∈ V` \ Ṽθ`
11: end while
12: end procedure
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1.4 The module REFINE

The module REFINE takes as input the set of marked vertices Ṽθ` and outputs

the mesh T`+1 and the polynomial-degree distribution p`+1 to be used at the

next step of the adaptive loop (1.2); the integer ` ≥ 0 is the current iteration

number therein. This module is organized into three steps. First, an hp-

decision is made on all the marked vertices so that each marked vertex a ∈ Ṽθ`
is flagged either for h-refinement or for p-refinement. This means that the

set Ṽθ` is split into two disjoint subsets Ṽθ` = Ṽh` ∪ Ṽ
p
` with obvious notation

(here we drop the superscript θ to simplify the notation). Then, in the second

step, the subsets Ṽh` and Ṽp` are used to define subsets Mh
` and Mp

` of the

set of marked simplices Mθ
` (see (1.13)). The subsets Mh

` and Mp
` are not

necessarily disjoint which means that some simplices can be flagged for hp-

refinement. Finally, the two subsets Mh
` and Mp

` are used to construct T`+1

and p`+1.

1.4.1 hp-decision on vertices

Our hp-decision on marked vertices is made on the basis of two local primal

solves on the patch T a
` attached to each marked vertex a ∈ Ṽθ` . The idea is

to construct two distinct local patch-based spaces in order to emulate sepa-

rately the effects of h- and p-refinement. Let us denote the polynomial-degree

distribution in the patch T a
` by the vector pa

` := (p`,K)K∈T a
`

.

Figure 1.3: An example of patch T a
` together with its polynomial-degree dis-

tribution pa
` (left) and its h-refined (center) and p-refined versions (right)

from Definitions 1.4.1 and 1.4.2 respectively.

Definition 1.4.1 (h-refinement residual). Let a ∈ Ṽθ` be a marked vertex

with associated patch T a
` and polynomial-degree distribution pa

` . We set

V a,h
` := Ppa,h

`
(T a,h
` ) ∩H1

0 (ωa
` ), (1.14)

where T a,h
` is obtained as a matching simplicial refinement of T a

` by dividing

each simplex K ∈ T a
` into at least two children simplices, and the polynomial-

degree distribution pa,h
` is obtained from pa

` by assigning to each newly-created
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simplex the same polynomial degree as its parent. Then, we let ra,h ∈ V a,h
`

solve

(∇ra,h,∇va,h)ωa
`

= (f, va,h)ωa
`
− (∇u`,∇va,h)ωa

`
∀ va,h ∈ V a,h

` .

Definition 1.4.2 (p-refinement residual). Let a ∈ Ṽθ` be a marked vertex

with associated patch T a
` and polynomial-degree distribution pa

` . We set

V a,p
` := Ppa,p

`
(T a,p
` ) ∩H1

0 (ωa
` ), (1.15)

where T a,p
` := T a

` , and the polynomial-degree distribution pa,p
` is obtained from

pa
` by assigning to each simplex K ∈ T a,p

` = T a
` the polynomial degree p`,K+δaK

where

δaK :=

{
1 if p`,K = minK′∈T a

`
p`,K′ ,

0 otherwise.
(1.16)

Then, we let ra,p ∈ V a,p
` solve

(∇ra,p,∇va,p)ωa
`

= (f, va,p)ωa
`
− (∇u`,∇va,p)ωa

`
∀ va,p ∈ V a,p

` .

The local residual liftings ra,h and ra,p from Definitions 1.4.1 and 1.4.2,

respectively, are used to define the following two disjoint subsets of the set of

marked vertices Ṽθ` :

Ṽh` := {a ∈ Ṽθ` | ‖∇ra,h‖ωa
`
≥ ‖∇ra,p‖ωa

`
}, (1.17a)

Ṽp` := {a ∈ Ṽθ` | ‖∇ra,h‖ωa
`
< ‖∇ra,p‖ωa

`
}, (1.17b)

in such a way that

Ṽθ` = Ṽh` ∪ Ṽ
p
` , Ṽh` ∩ Ṽ

p
` = ∅.

The above hp-decision criterion on vertices means that a marked vertex is

flagged for h-refinement if the local residual norm ‖∇ra,h‖ωa
`

is larger than

‖∇ra,p‖ωa
`
; otherwise, this vertex is flagged for p-refinement. Further motiva-

tion for this choice is discussed in Remark 1.5.3.

Remark 1.4.3 (p-refinement). Other choices are possible for the polynomial-

degree increment defined in (1.16). One possibility is to set δaK = 1 for all

K ∈ T a
` . However, in our numerical experiments, we observe that this choice

leads to rather scattered polynomial-degree distributions over the whole com-

putational domain. The choice (1.16) is more conservative and leads to a

smoother overall polynomial-degree distribution. We believe that this choice

is preferable, at least as long as a polynomial-degree coarsening procedure is

not included in the adaptive loop. Another possibility is to use dαp`,Ke with

α > 1 instead of p`,K + δaK, which corresponds to the theoretical developments

in Canuto et al. (2017b).
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1.4.2 hp-decision on simplices

The second step in the module REFINE is to use the subsets Ṽh` and Ṽp` to

decide whether h-, p- , or hp-refinement should be performed on each simplex

having at least one flagged vertex. To this purpose, we define the following

subsets:

Mh
` := {K ∈ T` | VK ∩ Ṽh` 6= ∅} ⊂ Mθ

` , (1.18a)

Mp
` := {K ∈ T` | VK ∩ Ṽp` 6= ∅} ⊂ M

θ
` . (1.18b)

In other words, a simplex K ∈ T` is flagged for h-refinement (resp., p-

refinement) if it has at least one vertex flagged for h-refinement (resp., p-

refinement). Note that the subsets Mh
` and Mp

` are not necessarily disjoint

since a simplex can have some vertices flagged for h-refinement and others

flagged for p-refinement; such simplices are then flagged for hp-refinement.

Note also that Mh
` ∪ M

p
` = ∪a∈Ṽθ`

T a
` = Mθ

` is indeed the set of marked

simplices considered in the module MARK.

1.4.3 hp-refinement

In this last and final step, the subsets Mh
` and Mp

` are used to produce first

the next mesh T`+1 and then the next polynomial-degree distribution p`+1 on

the mesh T`+1.

The next mesh T`+1 is a matching simplicial refinement of T` obtained by

dividing each flagged simplex K ∈ Mh
` into at least two simplices in a way

that is consistent with the matching simplicial refinement of T a
` considered in

Definition 1.4.1 to build T a,h
` , i.e., such that T a,h

` ⊂ T`+1 for all a ∈ Ṽh` . Note

that to preserve the conformity of the mesh, additional refinements beyond the

set of flagged simplices Mh
` may be carried out when building T`+1. Several

algorithms can be considered to refine the mesh. In our numerical experiments,

we used the newest vertex bisection algorithm, see Sewell (1972).

After having constructed the next mesh T`+1, we assign the next

polynomial-degree distribution p`+1 as follows. For all K̃ ∈ T`+1, let K denote

its parent simplex in T`. We then set

p`+1,K̃ := p`,K if K 6∈ Mp
` , (1.19)

that is, we assign the same polynomial degree to the children of a simplex

that is not flagged for p-refinement, whereas we set

p`+1,K̃ := max
a∈VK∩Ṽp`

(
p`,K + δaK

)
if K ∈Mp

` , (1.20)

that is, we assign to the children of a simplex K ∈Mp
` flagged for p-refinement

the largest of the polynomial degrees considered in Definition 1.4.2 to build the

local residual liftings associated with the vertices ofK flagged for p-refinement.
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1.4.4 Summary of the module REFINE

The module REFINE is summarized in Algorithm 2.

Algorithm 2 (module REFINE)

1: module REFINE(Ṽθ` )

2: B Input: set of marked vertices Ṽθ`
3: B Output: next level mesh T`+1, polynomial-degree distribution p`+1

4: for all a ∈ Ṽθ` do
5: Compute the h-refinement residual lifting ra,h from Definition 1.4.1
6: Compute the p-refinement residual lifting ra,p from Definition 1.4.2
7: end for
8: hp-decision on vertices: build the subsets Ṽh` and Ṽp` from (1.17)
9: hp-decision on simplices: build the subsets Mh

` and Mp
` from (1.18)

10: Build T`+1 from T` and Mh
`

11: Build p`+1 on T`+1 from p`, {δaK}a∈Ṽp` ,K∈T a
`

, and Mp
` using (1.19)

and (1.20)
12: end module

To illustrate Algorithm 2, we examine in detail a particular situation with

three marked vertices as encountered on the 6th iteration (` = 6) of the

adaptive loop applied to the L-shape problem described in Section 1.6.2. In

Figure 1.4 (left panel), we display the mesh T6 and the polynomial-degree

distribution p6. There are three marked vertices in Ṽθ6 . In Figure 1.5, for the

three marked vertices, we visualize the norms ‖∇ra,h‖ωa
6

and ‖∇ra,p‖ωa
6

which

are the key ingredients for the hp-decision on vertices. The resulting simplices

flagged for h- and p-refinement are shown in the central panel of Figure 1.4,

whereas the right panel of Figure 1.4 displays the next mesh T7 and the next

polynomial-degree distribution p7.

(T6;p6)

P1

P2

P3

P4

P5

no ref.

Mh
6

Mp
6

(T7;p7)

P1

P2

P3

P4

P5

Figure 1.4: [L-shape problem from Section 1.6.2] The mesh and the polynomial
degree distribution on the 6th iteration of the adaptive procedure (left). Result
of the hp-decision: simplices inMh

6 are shown in red and simplices inMp
6 are

shown in green, the two subsets Mh
6 and Mp

6 being here disjoint (center).
The resulting mesh T7 and polynomial-degree distribution p7 (right).
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Figure 1.5: [L-shape problem from Section 1.6.2] For the three marked vertices

in Ṽθ6 , we display the piecewise P1 functions which take the value ‖∇ra,h‖ωa
6

in the vertex a and 0 elsewhere (left) and the value ‖∇ra,p‖ωa
6

in the vertex a
and 0 elsewhere (right).

1.5 Guaranteed bound on the error reduction

factor

In this section we show that it is possible to compute, at marginal additional

costs, a guaranteed bound on the energy error reduction factor Cred from (1.3)

on each iteration ` of the adaptive loop (1.2). This bound can be computed

right after the end of module REFINE at the modest price of one additional

primal solve in each patch T a
` associated with each marked vertex a ∈ Ṽθ` .

Recall the set of marked simplices Mθ
` = ∪a∈Ṽθ` T

a
` . Let us denote by ω` :=

∪a∈Ṽθ` ω
a
` the corresponding open subdomain; notice that a point x is in ω` if

and only if there is K ∈ Mθ
` so that x ∈ K. We start with the following

discrete lower bound result:

Lemma 1.5.1 (Guaranteed lower bound on the incremental error on marked

simplices). Let the mesh T`+1 and the polynomial-degree distribution p`+1 re-

sult from Algorithm 2, and recall that V`+1 = Pp`+1
(T`+1)∩H1

0 (Ω) is the finite

element space to be used on iteration (` + 1) of the adaptive loop (1.2). For

all the marked vertices a ∈ Ṽθ` , let us set, in extension of (1.14), (1.15),

V a,hp
` := V`+1|ωa

`
∩H1

0 (ωa
` ),

and construct the residual lifting ra,hp ∈ V a,hp
` by solving

(∇ra,hp,∇va,hp)ωa
`

= (f, va,hp)ωa
`
− (∇u`,∇va,hp)ωa

`
∀ va,hp ∈ V a,hp

` . (1.21)
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Then, extending ra,hp by zero outside ωa
` , the following holds true:

‖∇(u`+1 − u`)‖ω` ≥ ηMθ
`

, ηMθ
`

:=


∑

a∈Ṽθ
`

∥∥∇ra,hp∥∥2

ωa
`∥∥∥∇(∑a∈Ṽθ

`
ra,hp

)∥∥∥
ω`

if
∑

a∈Ṽθ`
ra,hp 6= 0,

0 otherwise.

(1.22)

Proof. Let V`+1(ω`) stand for the restriction of the space V`+1 to the subdo-

main ω` and let V 0
`+1(ω`) := V`+1(ω`)∩H1

0 (ω`) stand for the corresponding ho-

mogeneous Dirichlet subspace. Note that (u`+1−u`) is a member of V`+1(ω`),

but not necessarily of V 0
`+1(ω`). Then, the following holds true:

‖∇(u`+1 − u`)‖ω` = sup
v`+1∈V`+1(ω`)

(∇(u`+1 − u`),∇v`+1)ω`
‖∇v`+1‖ω`

≥ sup
v`+1∈V 0

`+1(ω`)

(∇(u`+1 − u`),∇v`+1)ω`
‖∇v`+1‖ω`

= sup
v`+1∈V 0

`+1(ω`)

(f, v`+1)ω` − (∇u`,∇v`+1)ω`
‖∇v`+1‖ω`

,

where we have used the definition (1.5) of u`+1 on the mesh T`+1, since v`+1

extended by zero outside of ω` belongs to the space V`+1 whenever v`+1 ∈
V 0
`+1(ω`). Now, choosing v`+1 =

∑
a∈Ṽθ`

ra,hp (note that this function indeed

belongs to V 0
`+1(ω`)), we infer that(

f,
∑
a∈Ṽθ`

ra,hp

)
ω`

−

(
∇u`,∇

(∑
a∈Ṽθ`

ra,hp

))
ω`

=
∑
a∈Ṽθ`

{(
f, ra,hp

)
ωa
`

−
(
∇u`,∇ra,hp

)
ωa
`

}
=
∑
a∈Ṽθ`

∥∥∇ra,hp∥∥2

ωa
`

,

where we have employed ra,hp as a test function in (1.21). This finishes the

proof.

Our main result is summarized in the following contraction property in the

spirit of (Cascón and Nochetto, 2012, Theorem 5.1), (Canuto et al., 2017b,

Proposition 4.1), and the references therein. The specificity of the present

work is that we obtain a guaranteed and computable bound on the error

reduction factor. In contrast to these references, however, we do not prove

here that Cred is strictly smaller than one, although we observe it numerically

in Section 1.6. We believe that one could show Cred < 1 under additional

assumptions on the refinements, such as the interior node property, see Morin

et al. (2002), but we will not pursue this consideration further here.
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Theorem 1.5.2 (Guaranteed bound on the energy error reduction factor).

Let the mesh T`+1 and the polynomial-degree distribution p`+1 result from Al-

gorithm 2, and let V`+1 = Pp`+1
(T`+1) ∩ H1

0 (Ω) be the finite element space to

be used on iteration (` + 1) of the adaptive loop (1.2). Let ηMθ
`

be defined

by (1.22). Then, unless η(Mθ
`) = 0 in which case u` = u and the adaptive

loop terminates, the new numerical solution u`+1 ∈ V`+1 satisfies

‖∇(u−u`+1)‖ ≤ Cred‖∇(u−u`)‖ with 0 ≤ Cred :=

√
1− θ2

η2
Mθ

`

η2(Mθ
`)
≤ 1.

(1.23)

Proof. We first observe that η(Mθ
`) = 0 implies using (1.12) and (1.8) that

the error is zero on iteration `, i.e., u = u`, so that the adaptive loop (1.2)

terminates. Let us now assume that η(Mθ
`) 6= 0. Since the spaces {V`}`≥0 are

nested, cf. (1.4), Galerkin’s orthogonality implies the following Pythagorean

identity:

‖∇(u− u`+1)‖2 = ‖∇(u− u`)‖2 − ‖∇(u`+1 − u`)‖2.

Moreover, owing to Lemma 1.5.1, we infer that

‖∇(u`+1 − u`)‖ ≥ ‖∇(u`+1 − u`)‖ω` ≥ ηMθ
`

=
ηMθ

`

η(Mθ
`)
η(Mθ

`).

Using the marking criterion (1.12) and the definition ofMθ
` , we next see that

‖∇(u− u`+1)‖2 ≤ ‖∇(u− u`)‖2 −
η2
Mθ

`

η2(Mθ
`)
η2(Mθ

`)

≤ ‖∇(u− u`)‖2 − θ2
η2
Mθ

`

η2(Mθ
`)
η2(T`).

The assertion (1.23) follows from the error estimate (1.8) and taking the square

root.

Remark 1.5.3 (Local residual optimization). The use of the local residual

liftings ra,h and ra,p from Definitions 1.4.1 and 1.4.2 respectively in the hp-

decision criterion (1.17) on marked vertices is motivated by the result of Theo-

rem 1.5.2. Indeed, suppose that ra,h is larger than ra,p in norm, and that only

h-refinement is performed in the subdomain ωa
` at the end of Algorithm 2.

Then, the local residual ra,hp from Lemma 1.5.1 coincides with ra,h which

means that by flagging the marked vertex a for h-refinement, one maximizes

the contribution ‖∇ra,hp‖2
ωa
`

in the numerator of (1.22) defining ηMθ
`

. It is

also possible to design a more complex hp-refinement strategy exploiting di-

rectly (1.23). Here we simply stick to Algorithm 2 which in our numerical

experiments reported in Section 1.6 leads to exponential convergence rates.
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Remark 1.5.4 (Sharper bound). Theorem 1.5.2 obviously also holds true

with the slightly sharper constant Cred =

√
1−

η2

Mθ
`

η2(T`)
. This is equivalent to

considering in (1.23) θ` such that η(Mθ
`) = θ` η(T`) in place of θ, a strategy

adopted in the numerical experiments in Section 1.6 below. We note that

θ` ≥ θ, however employing θ` in Algorithm 1 would lead to the same set of

marked simplices Mθ`
` = Mθ

` .

1.6 Numerical experiments

We consider two test cases for the model problem (1.1), both in two space

dimensions, one with a (relatively) smooth weak solution and one with a

singular weak solution. Our main goal with the numerical experiments is to

verify that the hp-refinement strategy of Algorithm 2 leads to an exponential

rate of convergence with respect to the number of degrees of freedom DoF` of

the finite element spaces V` in the form

‖∇(u− u`)‖ ≤ C1 exp
(
−C2DoF

1
3
`

)
, (1.24)

with positive constants C1, C2 independent of DoF`. In addition, we assess

the sharpness of the guaranteed bound on the reduction factor Cred from

Theorem 1.5.2 by means of the effectivity index defined as

Ieff
red =

Cred

‖∇(u−u`+1)‖
‖∇(u−u`)‖

. (1.25)

We always consider the (well-established) choice θ = 0.5 for the marking

parameter, fine-tuning it on each step to θ` as described in Remark 1.5.4.

As mentioned above, we apply the newest vertex bisection algorithm (Sewell

(1972)) to perform h-refinement and we use the polynomial-degree incre-

ment (1.16) to perform p-refinement.

We compare the performance of our hp-refinement algorithm to two other

algorithms based on a different hp-decision criteria, namely the PARAM and

PRIOR criteria from the survey paper by Mitchell and McClain (2014) which

are both based on a local smoothness estimation. These criteria hinge on

the local L2-orthogonal projection up−1
` of the numerical solution u` onto the

local lower-polynomial-degree space Pp`,K−1(K) for all the marked simplices

K ∈ Mθ
` . This leads to the local quantity ηp−1

K := ‖∇(u` − up−1
` )‖K ; in case

of p`,K = 1, when the quantity ηp−1
K is not available, for both criteria, the

marked simplex K is p-refined. The criterion PARAM, proposed in Gui and

Babuška (1986a), relies on the local smoothness indicator gK := ηK/η
p−1
K and

a user-defined parameter γ > 0; the marked simplex K is h-refined if gK > γ,

and otherwise it is p-refined. The presence of the parameter γ is a drawback

of this criterion; in our experiments we use the values γ = 0.3 and γ = 0.6,
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as suggested in Mitchell and McClain (2014). The criterion PRIOR, which

is a simplified version of the one proposed in Süli et al. (2000), relies on the

quantity sK := 1 − log(ηK/η
p−1
K )/ log(p`,K/(p`,K − 1)); the marked simplex

K is h-refined if p`,K > sK − 1, and otherwise it is p-refined. To make the

comparison with our approach more objective, we apply for both criteria the

suggested p-refinement only to those simplices such that p`,K = minK′∈Ta p`,K′ .

1.6.1 Smooth solution (sharp Gaussian)

We consider a square domain Ω = (−1, 1)× (−1, 1) and a weak solution that

is smooth but has a rather sharp peak

u(x, y) = (x2 − 1)(y2 − 1) exp (−100(x2 + y2)).

We start from a criss-cross initial mesh T0 with maxK∈T0 hK = 0.25 and a

uniform polynomial-degree distribution equal to 1 on all triangles.

Figure 1.6 presents the final mesh and polynomial-degree distribution ob-

tained after 30 steps of the hp-adaptive procedure (1.2) (left panel) along

with the obtained numerical solution (right panel). Figure 1.7 displays the

relative error ‖∇(u − u`)‖/‖∇u‖ as a function of DoF
1
3
` in logarithmic-linear

scale to illustrate that the present hp-adaptive procedure leads to an asymp-

totic exponential rate of convergence. The values of the constants C1 and

C2 from (1.24) given by the 2-parameter least squares fit are 3.97 and 0.70,

respectively. The value of C2 indicates the slope steepness of the fitted line

in logarithmic-linear scale, in particular, the higher value of C2, the steeper

slope. For comparison, we also plot the relative error obtained when using

the hp-decision criteria PRIOR and PARAM described above and also for the

pure h-version of the adaptive loop. The quality of the a posteriori error es-

timators of Theorem 1.3.2 throughout the whole hp-adaptive process can be

appreciated in Figure 1.8 where the effectivity indices, defined as the ratio

of the error estimator η(T`) and the actual error ‖∇(u− u`)‖, are presented.

Then, in Figure 1.9 we compare the actual and estimated error distributions

on iteration ` = 20 of the adaptive loop, showing excellent agreement. Fig-

ure 1.10 (left panel) presents the effectivity index for the reduction factor Cred,

see (1.25), throughout the adaptive process. Overall, values quite close to one

are obtained, except at some of the first iterations where the values are larger

but do not exceed 2.5. Moreover, all the values are larger than one, confirming

that the bound on the reduction factor Cred is indeed guaranteed. Figure 1.10

(right panel) examines the quality of the lower bound ηMθ
`

from Lemma 1.5.1

by plotting the ratio of the left-hand side to the right-hand side of the lower

bound in (1.22). Except for one iteration where this ratio takes a larger value

close to 4.5, we observe that this ratio takes always values quite close to, and

larger than, one, indicating that ηMθ
`

delivers a sharp and guaranteed lower

bound on the energy error decrease. To give some further insight into the pro-
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posed hp-adaptive process, we present in Tables 1.1 and 1.2 some details on

the hp-refinement decisions throughout the first 10 and the last 10 iterations

of the adaptive loop. Finally, Table 1.5 (top) compares the different strategies

namely in terms of the number of iterations of the adaptive loop (1.2); here

our strategy is a clear winner.

P1

P2

P3

P4

P5

Figure 1.6: [Sharp-Gaussian of Section 1.6.1] The final mesh and polynomial-
degree distribution obtained after 30 iterations of the hp-adaptive procedure
(left) and the obtained numerical solution u30 (right).
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Figure 1.7: [Sharp-Gaussian of Section 1.6.1] Relative energy error

‖∇(u− u`)‖/‖∇u‖ as a function of DoF
1
3
` , obtained using the present hp-

decision criterion, the criteria PRIOR and PARAM (γ = 0.3, γ = 0.6), and
using only h-refinement.
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Figure 1.8: [Sharp-Gaussian of Section 1.6.1] Effectivity indices of the error
estimators η(T`) from Theorem 1.3.2, defined as the ratio η(T`)/‖∇(u− u`)‖,
throughout the hp-adaptive procedure.
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Figure 1.9: [Sharp-Gaussian of Section 1.6.1] The distribution of the en-
ergy error ‖∇(u− u`)‖K (left) and of the error estimators ηK from Theo-
rem 1.3.2 (right), ` = 20. The effectivity index of the estimate defined as
η(T20)/‖∇(u− u20)‖ is 1.1108.

Iteration 1 2 3 4 5 6 7 8 9 10
Triangles 256 256 256 256 264 264 264 264 264 264
Maximal polynomial degree 1 2 3 4 4 4 4 4 4 4
Marked vertices 1 1 1 1 2 2 2 1 1 1
Triangles flagged for h-refinement 0 0 0 8 0 0 0 0 0 8
Triangles flagged for p-refinement 8 8 8 0 12 12 4 2 2 0
Triangles flagged for hp-refinement 0 0 0 0 0 0 0 0 0 0

Table 1.1: [Sharp-Gaussian of Section 1.6.1] Refinement decisions in Algo-
rithm 2 during the first 10 iterations of the adaptive loop (1.2).
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Figure 1.10: [Sharp-Gaussian of Section 1.6.1] Effectivity indices (1.25) for
the error reduction factor Cred from Theorem 1.5.2 (left) and effectivity
indices for the lower bound ηMθ

`

from Lemma 1.5.1 defined as the ratio

‖∇(u`+1 − u`)‖ω` /ηMθ
`

(right).

Iteration 20 21 22 23 24 25 26 27 28 29
Triangles 392 406 430 450 478 514 552 580 612 612
Maximal polynomial degree 5 5 5 5 5 5 5 5 5 5
Marked vertices 2 3 3 3 4 3 2 3 4 4
Triangles flagged for h-refinement 12 24 16 24 30 23 14 21 0 28
Triangles flagged for p-refinement 0 0 4 0 0 0 0 0 16 0
Triangles flagged for hp-refinement 0 0 0 0 0 0 0 0 0 0

Table 1.2: [Sharp-Gaussian of Section 1.6.1] Refinement decisions in Algo-
rithm 2 during the last 10 iterations of the adaptive loop (1.2).

1.6.2 Singular solution (L-shape domain)

In our second test case, we consider the L-shape domain Ω = (−1, 1)×(−1, 1) \
[0, 1]× [−1, 0] with f = 0 and the exact solution (in polar coordinates)

u(r, ϕ) = r
2
3 sin

(
2ϕ

3

)
.

For this test case, following (Doleǰśı et al., 2016, Theorem 3.3) and the refer-

ences therein, the error estimator η(T`) employed within the adaptive proce-

dure takes into account also the error from the approximation of the inhomo-

geneous Dirichlet boundary condition prescribed by the exact solution on ∂Ω.

We start the computation on a criss-cross grid T0 with maxK∈T0 hK = 0.25

and all the polynomial degrees set uniformly to 1.

Figure 1.11 presents the final mesh and polynomial-degree distribution af-

ter 65 steps of the hp-adaptive procedure (1.2) (left panel) along with a zoom
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in the window [−10−6, 10−6]× [−10−6, 10−6] near the re-entrant corner (right

panel). Figure 1.12 (left panel) displays the relative error ‖∇(u− u`)‖/‖∇u‖
as a function of DoF

1/3
` in logarithmic-linear scale to illustrate that, as in the

previous test case, the present hp-adaptive procedure leads to an asymptotic

exponential rate of convergence. The corresponding values of constants C1

and C2 in expression (1.24) obtained by the 2-parameter least squares fit are

4.73 and 0.69, respectively. For the direct comparison with other methods, we

refer to the long version (Mitchell and McClain, 2011, Table 15) of the survey

paper Mitchell and McClain (2014). However, note that data sets of greater

sizes than in our case have been used for the least squares fitting therein. A

detailed view when the error takes lower values is provided in the right panel

of Figure 1.12. We also plot the relative errors obtained when using the hp-

decision criteria PRIOR and PARAM, as well as those obtained using APRIORI

criterion exploiting the a priori knowledge of the exact solution (marked sim-

plices are h-refined only if they touch the corner singularity, otherwise they

are p-refined). In addition, we provide also the relative errors obtained by

employing the (non-adaptive) strategy which we refer to as LINEAR, inspired

by the theoretical results for the one-dimensional problem with singular solu-

tion Gui and Babuška (1986b,a), Szabó and Babuška (1991). When employing

this strategy, we start from a coarse grid T0 with maxK∈T0 hK = 0.5. At each

iteration, only the patch containing the re-entrant corner is h-refined. Thus,

the elements of each mesh T`, ` ≥ 1, decrease in size in geometric progression

(in our case with factor 0.5) toward the re-entrant corner. For each T`, ` ≥ 1,

we group the elements in layers L1,L2, . . . ,Lm(`) depending on their distance

from the origin (L1 containing the singularity), such that T` =
⋃m(`)
i=1 Li. The

total number of layers m(`) depends on how many times the current mesh T`
has been refined. Each element K ∈ T` is then assigned a polynomial degree

p`,K layer-wise, increasing linearly away from the singularity, in the way

p`,K :=

⌈
1 +

(i− 1)

3

⌉
,

where i is the index of the layer Li containing the element K. For the strategy

APRIORI (Figure 1.13) and the strategy LINEAR (Figure 1.14), we illustrate

also the resulting polynomial-degree distribution at the step when the relative

error reaches 10−5. As for the previous test case, in Figure 1.15 we illustrate

the quality of the error estimator from Theorem 1.3.2 in terms of the effec-

tivity index η(T`)/‖∇(u − u`)‖ throughout all the iterations of the present

hp-adaptive process. Figure 1.16 then compares the actual and estimated

error distributions on iteration ` = 45 of the adaptive loop, showing excel-

lent agreement. Figure 1.17 (left panel) presents the effectivity index for the

reduction factor Cred, see (1.25), throughout the adaptive process, whereas

the right panel of Figure 1.17 examines the quality of the lower bound ηMθ
`

from Lemma 1.5.1 by plotting the ratio of the left-hand side to the right-hand
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side of the lower bound in (1.22). For both quantities, we can draw similar

conclusions to the previous test case, thereby confirming that sharp estimates

on the error reduction factor are available. Additional numerical experiments

(not shown here) indicate that the lower bound estimate can be made even

sharper by performing h-refinement so as to satisfy the interior node property.

Finally, to give some further insight into the hp-adaptive process, we present

in Tables 1.3 and 1.4 some details on the hp-refinement decisions made by the

proposed hp-refinement criterion during the first 10 and the last 10 iterations

of the adaptive loop. We observe that in the initial iterations, where the un-

derlying mesh is still rather coarse, the polynomial degree is increased also

on the simplices touching the re-entrant corner. Nevertheless, this decision

does not occur anymore later when the mesh around the singularity is already

more strongly refined than in the rest of the domain. Therefore, an improve-

ment of our approach is expected, as suggested in Canuto et al. (2017a), in

conjunction with an appropriate coarsening strategy correcting the excessive

p-refinement in the early stages. Table 1.5 (bottom) again brings some ad-

ditional comparisons with other strategies in terms of number of iterations

and number of degrees of freedom necessary to reach relative error 10−5. We

observe that the results achieved using the present strategy are comparable

with those achieved by other (established) strategies.

P3
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P5

Figure 1.11: [L-shape domain of Section 1.6.2] The final mesh and polynomial-
degree distribution obtained after 65 iterations of the hp-adaptive procedure
(left) and a zoom in [−10−6, 10−6]× [−10−6, 10−6] near the re-entrant corner
(right).
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Figure 1.12: [L-shape domain of Section 1.6.2] Relative energy error

‖∇(u− u`)‖/‖∇u‖ as a function of DoF
1
3
` , obtained using the present hp-

decision criterion, the criteria PRIOR and PARAM (γ = 0.3 and γ = 0.6), the
APRIORI, and LINEAR strategy (left) and a detailed view (right).
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Figure 1.13: [L-shape domain of Section 1.6.2] Mesh and polynomial-degree
distribution obtained after 70 iterations (when the relative error reaches 10−5)
of the adaptive procedure employing the APRIORI hp-strategy (left) and a
zoom in [−10−7, 10−7]× [−10−7, 10−7] near the re-entrant corner (right).

Iteration 1 2 3 4 5 6 7 8 9 10
Triangles 192 192 192 192 192 198 204 210 216 222
Maximal polynomial degree 1 2 3 4 5 5 5 5 5 5
Marked vertices 1 1 1 2 2 3 4 4 6 6
Triangles flagged for h-refinement 0 0 0 0 6 6 6 6 6 6
Triangles flagged for p-refinement 6 6 6 12 6 12 16 18 16 18
Triangles flagged for hp-refinement 0 0 0 0 2 0 0 0 0 0

Table 1.3: [L-shape domain of Section 1.6.2] Refinement decisions in Algo-
rithm 2 during the first 10 iterations of the adaptive loop (1.2).
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Figure 1.14: [L-shape domain of Section 1.6.2] Mesh and polynomial-degree
distribution obtained after 45 iterations (when the relative error reaches 10−5)
of the procedure employing the refinement strategy LINEAR (left) and a zoom
in [−10−6, 10−6]× [−10−6, 10−6] near the re-entrant corner (right).
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Figure 1.15: [L-shape domain of Section 1.6.2] The effectivity indices of the er-
ror estimate η(T`), defined as η(T`)/‖∇(u− u`)‖, throughout the 65 iterations
of the present hp-adaptive procedure.

Iteration 56 57 58 59 60 61 62 63 64 65
Triangles 492 512 518 524 538 568 574 580 614 660
Maximal polynomial degree 5 5 5 5 5 5 5 5 5 5
Marked vertices 4 4 5 4 3 3 3 4 5 5
Triangles flagged for h-refinement 16 6 6 6 18 6 6 28 30 32
Triangles flagged for p-refinement 8 16 13 22 0 6 6 0 0 8
Triangles flagged for hp-refinement 0 0 0 0 0 0 0 0 0 4

Table 1.4: [L-shape domain of Section 1.6.2] Refinement decisions in Algo-
rithm 2 during the last 10 iterations of the adaptive loop (1.2).
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Figure 1.16: [L-shape domain of Section 1.6.2] Distribution of the energy
error ‖∇(u− u`)‖K (left) and of the local error estimators ηK from Theo-
rem 1.3.2 (right), ` = 45. The effectivity index of the estimate defined as
η(T45)/‖∇(u− u45)‖ is 1.0468.
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Figure 1.17: [L-shape domain of Section 1.6.2] Effectivity indices (1.25)
for the error reduction factor Cred from Theorem 1.5.2 (left) and effectiv-
ity indices for the lower bound ηMθ

`

from Lemma 1.5.1 defined as the ratio

‖∇(u`+1 − u`)‖ω` / ηMθ
`

(right).

1.7 Conclusions

In this work, we have devised an hp-adaptive strategy to approximate model

elliptic problems using conforming finite elements. Mesh vertices are marked

using polynomial-degree-robust a posteriori error estimates based on equi-

librated fluxes. Then marked vertices are flagged either for h- or for p-

refinement based on the solution of two local finite element problems where

local residual liftings are computed. Moreover, by solving a third local finite

element problem once the hp-decision has been taken and the next mesh and

polynomial-degree distribution have been determined, it is possible to compute
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our APRIORI PRIOR PARAM 0.3 PARAM 0.6
Sharp Gaussian iter 27 – 37 36 40

(relative error 10−3) DoF1/3 12.56 – 14.29 14.06 12.49
L-shape domain iter 65 70 68 67 68

(relative error 10−5) DoF1/3 19.24 17.35 20.82 20.07 18.18

Table 1.5: Comparison of the different adaptive hp-strategies in terms of the
number of iterations of the loop (1.2) and of the number of degrees of freedom
necessary to reach the given relative error for model problems of Sections 1.6.1
and 1.6.2.

a guaranteed bound on the error reduction factor. Our numerical experiments

featuring two-dimensional smooth and singular weak solutions indicate that

the present hp-adaptive strategy leads to asymptotic exponential convergence

rates with respect to the total number of degrees of freedom employed to com-

pute the discrete solution. Moreover, our bound on the error reduction factor

appears to be, in most cases, quite sharp. Several extensions of the present

work can be considered. On the theoretical side, it is important to prove that

our bound on the reduction factor Cred is smaller than one and to study how

it depends on the mesh-size and especially on the polynomial degree. On the

numerical side, three-dimensional test cases and taking into account an inex-

act algebraic solver are on the agenda. We note that the use of anisotropic

h- and p-refinements may become mandatory while applying the proposed

methodology to three-dimensional problems or more general two-dimensional

problems, such as, for instance, convection-dominated problems.
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strategy with inexact solvers
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We expose in this chapter the results of the article Daniel et al. (2018b), sub-

mitted for publication. This work was done in collaboration with Alexandre

Ern and Martin Vohraĺık.
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Abstract

In this work we extend our recently proposed adaptive refinement strat-

egy for hp-finite element approximations of elliptic problems by tak-

ing into account an inexact algebraic solver. Namely, on each level of

refinement and on each iteration of an (arbitrary) iterative algebraic

solver, we compute guaranteed a posteriori error bounds on the al-

gebraic and the total errors in energy norm. For the algebraic error

upper bound, we crucially exploit the nested hierarchy of hp-finite el-

ement spaces created throughout the adaptive algorithm, whereas the

rest of the components of the total error upper and lower bounds are

computed using the finest space only. These error bounds allow us to

formulate adaptive stopping criteria for the algebraic solver ensuring

that the algebraic error does not significantly contribute to the total

error. Next, we use the total error bound to mark mesh vertices for

refinement via Dörfler’s bulk-chasing criterion. On patches associated

with marked vertices only, we solve two separate primal finite element

problems with homogeneous Dirichlet (Neumann) boundary conditions,

which serve to decide between h-, p-, or hp-refinement. Altogether, we

show that these ingredients lead to a computable guaranteed bound

on the ratio of the total errors of the inexact approximations between

successive refinements (the error reduction factor), when the stopping

criteria are satisfied. Finally, in a series of numerical experiments, we

investigate the practicality of the proposed adaptive solver, the accu-

racy of our bound on the reduction factor, and show that exponential

convergence rates are also achieved even in the presence of an inexact

algebraic solver.

2.1 Introduction

The adaptive finite element method (AFEM), developed back in the 1980s (see

e.g. Gui and Babuška (1986b,a), Babuška and Guo (1986a,b)), is still one of

the fundamental and widely used numerical methods for solving the boundary

value problems arising in physics or engineering sciences. In short, it can be

described as a numerical method which automatically, in an iterative fashion,

adapts the employed finite element space until a sufficiently accurate approx-

imation of the solution is obtained. For an overview and further insight, we

refer the reader to work of Nochetto et al. (2009), and the references therein.
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In the vast majority of the publications, the resulting linear systems are

assumed to be solved exactly. However, in practical applications, including

large scale numerical computations, the exact solve is not feasible in most

cases; it may actually be greatly advantageous to employ an inexact (iter-

ative) algebraic solver. The incorporation of an inexact algebraic solver, as

an alternative to the use of (sparse) direct solvers, within the AFEM frame-

work and its rigorous analysis is rather an exception. It has been addressed

by Stevenson (2005a, 2007), Becker and Mao (2009), Becker et al. (2010),

Arioli et al. (2013a,b) for linear elliptic problems and by Holst et al. (2013),

Carstensen et al. (2014) and Gantner et al. (2017) for nonlinear elliptic prob-

lems, all in the context of the h-AFEM. We also mention the work of Becker

et al. (1995), where the authors deal with the issue of settling an objective

stopping criterion for a multigrid iterative solver, and the work of Ern and

Vohraĺık (2013) where the authors devise a posteriori stopping criteria for in-

exact Newton methods and iterative linear solvers in the context of diffusion

PDEs.

The main goal of this chapter is to extend the hp-adaptive refinement

strategy with computable guaranteed bound on the error reduction factor re-

cently proposed by Daniel et al. (2018a) to approximate elliptic problems by

taking into account an inexact algebraic iterative solver inside the adaptive

loop. In this work, we consider as a model problem the Poisson equation with

homogeneous Dirichlet boundary conditions. Let Ω ⊂ Rd, d = 2, 3, be a poly-

topal domain (open, bounded and connected set) with a Lipschitz boundary

∂Ω. The model problem in its weak form reads as follows: Seek u ∈ H1
0 (Ω),

such that

(∇u,∇v) = (f, v) ∀v ∈ H1
0 (Ω), (2.1)

where H1
0 (Ω) denotes the Sobolev space of all functions in L2(Ω) which have

all their first-order weak derivatives in L2(Ω) and a vanishing trace on ∂Ω, and

(·, ·) stands for the L2(Ω) or [L2(Ω)]
d

inner product. We employ the conform-

ing hp-finite element method to discretize the model problem (2.1) on a match-

ing (no hanging nodes) simplicial mesh. The well-established paradigm of the

adaptive iterative procedures, used by Daniel et al. (2018a) as well, comprises

at each step the four independent, but concatenated, modules, see Scheme 2.1.

The module SOLVE, as already mentioned, usually stands for rather unrealistic

Scheme 2.1: Paradigm of an adaptive loop with exact algebraic solver.

exact (up to machine precision) solution of the underlying, possibly very large

and/or ill-conditioned, linear algebraic problem. Thus, we opt to replace the

module SOLVE in Scheme 2.1 by the module ONE_SOLVER_STEP coupled di-

rectly together with the module ESTIMATE in an adaptive sub-loop. This is
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conceptually described in Scheme 2.2.

Scheme 2.2: Paradigm of an adaptive loop employing an inexact algebraic
solver.

The ONE_SOLVER_STEP in Scheme 2.2 stands for performing only one (or

a certain small number of) iteration(s) of the iterative solver to the resulting

algebraic system. The obtained inexact solution is then immediately analyzed

within the ESTIMATE module which now distinguishes the algebraic error and

the total error. The interplay between the modules ONE_SOLVER_STEP and

ESTIMATE, which is indicated by the forward and backward arrows between

them in Scheme 2.2, corresponds to the progressive improvement of the current

approximate solution by performing additional iteration(s) of the algebraic

solver within module ONE_SOLVER_STEP with the immediate calls of module

ESTIMATE. Our present choice of the module ESTIMATE amounts to a natural

extension of the developments of algebraic a posteriori error bounds via a

multilevel approach by Papež et al. (2017) to the present setting with variable

polynomial degree. The adaptive sub-loop is piloted by a tailored adaptive

stopping criterion, namely, we stop at the moment when we are sure that the

algebraic error lies below the total error.

The remaining two modules extend the workflow of the strategy proposed

by Daniel et al. (2018a). The module MARK refers to applying a bulk-chasing

criterion inspired by the well-known Dörfler’s marking (see Dörfler (1996));

we mark mesh vertices and not simplices since we observe a smoother perfor-

mance in practice and since we later work with some vertex-based auxiliary

quantities. The module REFINE, including our hp-decision criterion, then pro-

ceeds in three steps. First, we solve two local finite element problems on each

patch of simplices attached to a mesh vertex marked for refinement, with ei-

ther the mesh refined or the polynomial degree increased. These conforming

residual liftings allow us, in particular, to estimate the effect of applying h-

or p-refinement, and lead to a partition of the set of marked vertices into two

disjoint subsets, one collecting the mesh vertices flagged for h-refinement and

the other collecting the mesh vertices flagged for p-refinement. The second

step of the module REFINE uses these two subsets to flag the simplices for h-,

p-, or hp-refinement. Finally, the third step of the module REFINE uses the

above sets of flagged simplices to build the next simplicial mesh and the next

polynomial-degree distribution.

We are particularly interested in recovering the computable guaranteed

bound on the error reduction factor introduced in Daniel et al. (2018a) also in

the inexact setting described in Scheme 2.2, and for this reason our bounds are
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derived using various equilibrated flux reconstructions in the spirit of Ern and

Vohraĺık (2013). One of the main contributions of the present work is to show

that using a properly designed stopping criterion for the algebraic solver, see

Section 2.4.3, it is possible, at the end of each iteration of the inexact adaptive

loop given in Scheme 2.2, to compute a real number Cred ∈ [0, 1] such that

‖∇(u− u`+1)‖ ≤ Cred‖∇(u− u`)‖, (2.2)

where u is the unknown weak solution of (2.1), u` and u`+1 are its discrete

inexact approximations on step `, and `+1 respectively, of the adaptive loop of

Scheme 2.2. Note that in (2.2), the inexact solution u` on the `-th iteration is

at our disposal while the weak solution u and the next level’s inexact solution

u`+1 are unknown. The number Cred is fully computable, giving a guaranteed

upper bound on the ratio of the total errors of the inexact approximations

between two successive refinements.

The rest of this chapter is organized as follows: in Section 2.2 we specify

the discrete setting and some useful notation, in particular, concerning the

inexact finite element approximation. In Section 2.3, we introduce the the-

oretical background of the a posteriori error bounds computed later within

our ESTIMATE module. The overall description of all the modules of the pro-

posed inexact hp-adaptive algorithm follows in Section 2.4. The result on a

computable guaranteed bound on the reduction factor in the inexact setting

is given in Section 2.5. Section 2.6 illustrates our theoretical findings and

applicability of the proposed strategy with numerical experiments carried out

on two-dimensional test cases. Finally, conclusions are drawn in Section 2.7.

2.2 Setting and notation

While using the adaptive loop of Scheme 2.2 a sequence of discrete finite

element spaces {V`}`≥0, with ` ≥ 0 the iteration counter, is generated. We

enforce the H1
0 -conformity V` ⊂ H1

0 (Ω) for all ` ≥ 0 and make the following

nestedness assumption:

V` ⊂ V`+1, ∀` ≥ 0. (2.3)

Each space V` is built up on the pair (T`,p`), where T` denotes a matching sim-

plicial mesh of the computational domain Ω, i.e. a finite collection of (closed)

non-overlapping simplices K ∈ T` covering Ω exactly and such that the inter-

section of two different simplices is either empty, a common vertex, a common

edge, or a common face, and where the polynomial-degree distribution vector

p` := {p`,K}K∈T` assigns a degree p`,K ∈ N≥1 to each simplex K ∈ T`. The

conforming finite element space V` is then defined as

V` := Pp`(T`) ∩H1
0 (Ω), ∀` ≥ 0, (2.4)
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where Pp`(T`) denotes the space of piece-wise polynomials of total degree at

most p`,K on each simplex K ∈ T`. In other words, any function v` ∈ V`
satisfies v` ∈ H1

0 (Ω) and v`|K ∈ Pp`,K (K) for all K ∈ T`, where Pp(K) stands

for the space of all polynomials of total degree at most p on the simplex K.

Let us denote by N` the dimension of the `-th level space V`.

The initial coarse mesh and the initial polynomial-degree distribution

(T0,p0) are assumed to be given. The purpose of each step ` ≥ 0 of the adap-

tive loop of Scheme 2.2 is to produce the next pair (T`+1,p`+1). The nestedness

property (2.3) gives us two restrictions on the meshes and polynomial-degree

distributions defining the spaces V`: (i) the sequence of meshes {T`}`≥0 needs

to be hierarchically nested, i.e., for all ` ≥ 1 the mesh T` is a refinement of

T`−1 such that for all K ∈ T`, there is a unique simplex K̃ ∈ T`−1, called the

parent of K, satisfying K ⊆ K̃; (ii) The local polynomial degree is locally

increasing, i.e., for all ` ≥ 1 and all K ∈ T`, p`,K ≥ p`−1,K̃ , where K̃ ∈ T`−1 is

the parent of K. Moreover, we assume the following standard shape-regularity

property: There exists a constant κT > 0 such that maxK∈T` hK/ρK ≤ κT for

all ` ≥ 0, where hK is the diameter of K and ρK is the diameter of the largest

ball inscribed in K.

Let us now introduce some additional useful notation. We denote by V` the

set of vertices of T` decomposed into interior vertices V int
` and vertices on the

boundary Vext
` . For each vertex a ∈ V`, ` ≥ 0, the so-called hat function ψa

` is

the continuous, piecewise affine function that takes the value 1 at the vertex

a and the value 0 at all the other vertices of V`; the function ψa
` is in V` for all

a ∈ V int
` . Furthermore, we consider the simplex patch T a

` ⊂ T` which is the

collection of the simplices sharing the vertex a ∈ V`, with ωa
` the corresponding

open subdomain coinciding with the support of ψa
` . Finally, for each simplex

K ∈ T`, VK denotes the set of vertices of K.

The Galerkin finite element method constructs an approximation of the

weak solution u of (2.1) by solving the problem: Find uex
` ∈ V` such that

(∇uex
` ,∇v`) = (f, v`) ∀v` ∈ V`. (2.5)

The problem (2.5) is equivalent to solving the system of linear algebraic equa-

tions

A`U
ex
` = F`, (2.6)

where we employed ψn` , 1 ≤ n ≤ N`, the basis of the `-th level space V` such

that uex
` :=

∑N`
n=1 (Uex

` )n ψ
n
` . Hence, (A`)mn := (∇ψn` ,∇ψm` ) is the symmetric

positive-definite stiffness matrix and (F`)m := (f, ψm` ) is the corresponding

right-hand side vector.

However, in this work we do not assume that the algebraic system (2.6) is

solved exactly (for ` ≥ 1). Let us denote by U` ∈ RN` an arbitrary approxima-

tion to the exact solution Uex
` of system (2.6), corresponding to a continuous

piecewise polynomial u` =
∑N`

n=1 (U`)n ψ
n
` ∈ V`. The algebraic residual vector
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R` associated with U` is given by

R` := F` − A`U`. (2.7)

Moreover, we introduce its functional representation r` ∈ Pp`(T`), r`|∂Ω = 0,

i.e. a discontinuous polynomial of total degree at most p`,K on each K ∈ T`
vanishing on the boundary ∂Ω and satisfying

(r`, ψ
n
` ) = (R`)n 1 ≤ n ≤ N`. (2.8)

Following (Papež et al., 2018, Section 5.1), we define r` in an elementwise

manner by prescribing r`|K ∈ Pp`,K (K), r`|∂K∩∂Ω = 0 for each simplex K ∈ T`
individually such that

(r`, ψ
n
` )K =

(R`)n
Nn
`

for each ψn` non-vanishing on K, (2.9)

where Nn
` denotes the number of elements forming the support of the basis

function ψn` . Note that the property (2.8) together with the definition of the

algebraic system (2.6) yield the functional equivalent of algebraic relation (2.7)

(r`, v`) = (f, v`)− (∇u`,∇v`) v` ∈ V`. (2.10)

2.3 Guaranteed total and algebraic a posteri-

ori error bounds

Let the iteration number ` ≥ 0 and an arbitrary approximate solution u` ∈ V`
be fixed. In this section we derive the a posteriori error bounds based on equili-

brated flux reconstructions by local problems, see e.g. Destuynder and Métivet

(1999), Braess et al. (2009), Ern and Vohraĺık (2015), Doleǰśı et al. (2016), Ern

and Vohraĺık (2016), adapted to the present setting of conforming hp-finite

elements. To be more precise, we will follow the concepts from the works

of Jiránek et al. (2010), Ern and Vohraĺık (2013), Rey et al. (2014) and Papež

et al. (2017) in order to distinguish in the guaranteed upper bound η(u`, T`)
on the total energy error ‖∇ (u− u`)‖ two different contributions: one serving

as the guaranteed upper bound on the algebraic error ‖∇ (uex
` − u`)‖, and the

rest which corresponds to the discretization error ‖∇ (u− uex
` )‖. Finally, for

the total energy error; we also need to construct a guaranteed lower bound,

so that a reliable confidence interval for the true value of ‖∇ (u− u`)‖ is at

our disposal. The two main ingredients for the error estimators bounding

from above the total and the algebraic error in energy norm are an H(div,Ω)-

conforming total flux reconstruction and an H(div,Ω)-conforming algebraic

error flux reconstruction:

Definition 2.3.1 (Total flux reconstruction σ`,tot). We call total flux recon-
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struction any function σ`,tot constructed from the approximate solution u` sat-

isfying

σ`,tot ∈ H(div,Ω), (2.11a)

(∇·σ`,tot, q`)K = (f, q`)K ∀K ∈ T`, ∀q` ∈ Pp`,K (K). (2.11b)

Definition 2.3.2 (Algebraic error flux reconstruction σ`,alg). We call alge-

braic error flux reconstruction any function σ`,alg constructed from r` defined

in (2.9), which satisfies

σ`,alg ∈ H(div,Ω), (2.12a)

(∇·σ`,alg, q`)K = (r`, q`)K ∀K ∈ T`, ∀q` ∈ Pp`,K (K). (2.12b)

Moreover, as we uncover in Theorem 2.3.3, there exists a natural decom-

position of the total flux reconstruction σ`,tot from Definition 2.3.1 in the form

σ`,tot := σ`,alg + σ`,dis, (2.13)

with σ`,alg of Definition 2.3.2 and σ`,dis ∈ H(div,Ω), the discretization flux

reconstruction, for which (2.12b) and (2.11b) yield

(∇·σ`,dis, q`)K = (f − r`, q`)K ∀K ∈ T`, ∀q` ∈ Pp`,K(K). (2.14)

Note that unlike in the work Papež et al. (2017), here the properties (2.11b),

(2.12b), and (2.14) are imposed on the divergences of the flux reconstructions

σ`,tot, σ`,alg, and σ`,dis only in a weak sense.

Theorem 2.3.3 (Guaranteed upper bound on total and algebraic errors).

Let u ∈ H1
0 (Ω) be the weak solution of the problem (2.1) and uex

` ∈ V` be its

exact finite element approximation given by (2.5). Let u` ∈ V` be arbitrary.

Furthermore, let σ`,tot, σ`,alg be given by Definitions 2.3.1 and 2.3.2, respec-

tively, and σ`,dis ∈ H(div,Ω) by (2.13). Then the following upper bound on

the energy norm of the total error holds true:

‖∇ (u− u`)‖ ≤ η(u`, T`) :=

{∑
K∈T`

η2
K(u`)

} 1
2

, (2.15a)

ηK(u`) := ‖∇u` + σ`,dis‖K︸ ︷︷ ︸
ηdis,K(u`)

+ ‖σ`,alg‖K︸ ︷︷ ︸
ηalg,K(u`)

+
hK
π
‖f −∇·σ`,tot‖K︸ ︷︷ ︸

ηosc,K(u`)

, (2.15b)

and we have the upper bound on the energy norm of the algebraic error

‖∇ (uex
` − u`)‖ ≤ ηalg(u`, T`) :=

{∑
K∈T`

η2
alg,K(u`)

} 1
2

. (2.16)
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Proof. The proof follows the proofs of equivalent statements in Ern and

Vohraĺık (2015), Doleǰśı et al. (2016), Papež et al. (2017) in a straightforward

way: Since (u− u`) ∈ V`, the energy norm of the total error reads

‖∇(u− u`)‖ = sup
v∈H1

0 (Ω),‖∇v‖=1

(∇(u− u`),∇v). (2.17)

Fix v ∈ H1
0 (Ω) with ‖∇v‖ = 1. Employing the definition of the weak

solution (2.1), adding and subtracting the total error flux reconstruction

σ`,tot ∈ H(div,Ω) in combination with the Green theorem yield

(∇(u− u`),∇v) = (f, v)− (∇u`,∇v) = (f −∇·σ`,tot, v)− (∇u` + σ`,tot,∇v).

(2.18)

The first term of the right-hand side of (2.18) is treated as in the proof of (Ern

and Vohraĺık, 2015, Theorem 3.3), employing the equilibrium property (2.11b)

per simplex K ∈ T`, followed by applying Cauchy-Schwarz and Poincaré in-

equality

(f−∇·σ`,tot, v)=
∑
K∈T`

(f−∇·σ`,tot, v−ΠP0(K)(v))K≤
∑
K∈T`

‖f−∇·σ`,tot‖K‖∇v‖K .

(2.19)

The second term is then bounded simply using the Cauchy Schwarz inequality

on each simplex

(∇u` + σ`,tot,∇v) ≤
∑
K∈T`

‖∇u` + σ`,tot‖K‖∇v‖K (2.20)

Combining (2.19) and (2.20), using the Cauchy-Schwarz inequality once again,

the fact that ‖∇v‖ = 1 and the triangle inequality together with the decom-

position (2.13) give the upper bound (2.15).

For the upper bound of the algebraic error, recalling that (uex
` − u`) ∈ V`,

we have ‖∇(uex
` − u`)‖ = supv`∈V`,‖∇v`‖=1(∇(uex

` − u`),∇v`). Fixing v` ∈ V`,
employing the definition of the exact finite element approximation (2.5) and

the relation (2.10) lead to applying the crucial equilibration property (2.12b)

of the algebraic residual lifting σ`,alg

(∇(uex
` − u`),∇v`) = (f, v`)− (∇u`,∇v`) = (r`, v`) =

∑
K∈T`

(∇·σ`,alg, v`)K .

(2.21)

Let us remark that it is sufficient to enforce weakly the equilibration prop-

erty (2.12b), as opposed to Papež et al. (2017) where it is enforced strongly,

to prove the algebraic error upper bound (2.16). As σ`,alg ∈ H(div,Ω) and

V` ⊂ H1
0 (Ω), we are allowed to use the Green theorem also on each term of

the sum in (2.21) without any redundant boundary terms. Finally using the

Cauchy-Schwarz inequality twice and the constraint ‖∇v`‖ = 1 conclude the

proof of (2.16).
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As discussed in, e.g. (Ern and Vohraĺık, 2015, Remark 3.6), the term

ηosc,K(u`) represents, for all K ∈ T`, a local oscillation in the source da-

tum f that, under suitable smoothness assumptions, converges to zero two

orders faster than the error. The detailed description of the actual construc-

tion of the algebraic error flux reconstruction σ`,alg and the discretization flux

reconstruction σ`,dis, yielding the total flux reconstruction σ`,tot, is given in

Section 2.4.2.

Following (Papež et al., 2018, Theroem 2), the key ingredient for bounding

the total energy error from below is:

Definition 2.3.4 (Total residual lifting ρ`,tot). For each vertex a ∈ V`, let V a
`

be a finite-dimensional subspace of H1
∗ (ω

a
` )

H1
∗ (ω

a
` ) := {v ∈ H1(ωa

` ), (v, 1)ωa
`

= 0}, a ∈ V int
` , (2.22a)

H1
∗ (ω

a
` ) := {v ∈ H1(ωa

` ), v = 0 on ∂ωa
` ∩ ∂Ω}, a ∈ Vext

` . (2.22b)

The total residual lifting is constructed as ρ`,tot :=
∑

a∈V` ψ
a
` ρ

a
`,tot ∈ H1

0 (Ω),

where each vertex contribution solves the local primal finite element problem(
∇ρa`,tot,∇v`

)
ωa
`

= (f, ψa
` v`)ωa

`
− (∇u`,∇(ψa

` v`))ωa
`

∀v` ∈ V a
` . (2.23)

Theorem 2.3.5 (Guaranteed lower bound on the total error). Let u ∈ H1
0 (Ω)

be the weak solution of the problem (2.1). Let ρ`,tot be associated with the

approximate solution u` as in Definition 2.3.4. Then, the following holds

true:

‖∇ (u− u`)‖ ≥
∑

a∈V`‖∇ρ
a
`,tot‖2

ωa
`

‖∇ρ`,tot‖
=: µ(u`). (2.24)

2.4 The inexact hp-adaptive algorithm

In this section we present the modules ONE_SOLVER_STEP, ESTIMATE, MARK,

and REFINE of the adaptive loop described in Scheme 2.2. We recall that

` ≥ 0 denotes the iteration number.

2.4.1 The module ONE_SOLVER_STEP

First, let the current iteration number be ` = 0. Note that at this stage the

nested sequence of spaces characterized by (2.3) and (2.4) contains only the

initial H1
0 -conforming finite element space V0. This represents a special case

where the module ONE_SOLVER_STEP takes as input only the space V0 and sets

the output function u0 ∈ V0 directly to be the exact solution of (2.5); here

the corresponding (still small) linear algebraic problem (2.6) is considered to

be solved exactly.

Otherwise, for the iteration ` ≥ 1, the module ONE_SOLVER_STEP may

and in most cases will be called several times due to the coupling with the
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ESTIMATE module (cf. Scheme 2.2). Let P `
`−1 : V`−1 → V` be a canonical

prolongation operator between the consecutive nested finite element spaces.

Before the initial call of ONE_SOLVER_STEP at iteration `, we initialize the `-

th level approximation u` ∈ V` of the exact finite element solution uex
` , by

setting u` := P `
`−1u`−1. This corresponds to setting the initial guess for the

algebraic solver. The module ONE_SOLVER_STEP for ` ≥ 1 takes as input

not only the space V`, but also the current approximation u` which is in turn

improved and returned as the output of the module. Here, by the improvement

of u`, we mean applying one or a given small number of steps of the given

iterative algebraic solver to the system (2.6) assembled within the initial call

of ONE_SOLVER_STEP at the iteration `.

The quality of the output u` is then assessed by the module ESTIMATE and

if necessary, see section 2.4.3, u` is passed again as an input to the successive

call of module ONE_SOLVER_STEP.

2.4.2 The module ESTIMATE

The module ESTIMATE crucially relies on the theoretical developments of

Section 2.3. It takes as input the current approximation u` to the ex-

act finite element solution uex
` , computes the corresponding flux recon-

structions σ`,alg, σ`,dis, σ`,tot and the total residual lifting ρ`,tot defined

in Section 2.3, and finally outputs a collection of local error indica-

tors {ηalg,K(u`), ηdis,K(u`), ηosc,K(u`)}K∈T` together with the lower bound µ(u`)

defined in Theorems 2.3.3 and 2.3.5, respectively. In what follows, we outline

all the necessary details concerning the actual construction of the flux recon-

structions σ`,alg and σ`,dis, hence also their sum σ`,tot, and the lifting ρ`,tot.

Once they are all properly constructed, the local error indicators η∗,K(u`)

of (2.15b) and µ(u`) defined in (2.24) are evaluated.

2.4.2.1 Multilevel construction of algebraic error flux reconstruc-

tion σ`,alg

In order to obtain the algebraic error flux reconstruction σ`,alg of Defini-

tion 2.3.2, we use the multilevel approach introduced by Papež et al. (2017).

We extend it here to the present conforming hp-finite element setting. The

multilevel approach seems like a natural choice, especially in the present adap-

tive framework, where for the current space V`, built up on the pair (T`,p`),
the hierarchy of its nested finite element subspaces {Vj}0≤j<`, together with

the meshes and polynomial degree distributions {(Tj,pj)}0≤j<`, are readily at

hand from the previous iterations of the adaptive loop. We will refer to the

mesh levels 0 and ` as the coarsest and the finest level, respectively.

Firstly, following Papež et al. (2017), for the algebraic residual r` ∈ Pp`(T`)
given by (2.9) we introduce the coarsest-level Riesz representer ϕ0,alg ∈ V0

(∇ϕ0,alg,∇v0) = (r`, v0) ∀v0 ∈ V0. (2.25)



2.4. The inexact hp-adaptive algorithm 55

For each a ∈ Vj, 0 ≤ j ≤ `, recall the definition of a simplex patch T a
j

with the corresponding subdomain ωa
j . In addition, let us introduce for each

coarse vertex a ∈ Vj−1, 1 ≤ j ≤ `, a simplex patch T a
j,j−1 of all the next

finer level simplices K ∈ Tj such that K ⊂ ωa
j−1, cf. Figure 2.1, and the

local polynomial degree palg
a := maxK∈T a

j,j−1
pj,K (any other choice so that

palg
a ≥ maxK∈T a

j,j−1
pj,K can also be considered).

Figure 2.1: Patches of simplices T a
j−1 (left) and T a

j,j−1 (right) on the subdo-
main ωa

j−1 around a coarse vertex a ∈ Tj−1 together with the corresponding
polynomial degree distributions. Note that in this case, the local polynomial
degree palg

a = 2.

Let the mesh level 1 ≤ j ≤ ` be fixed together with the vertex from the

next coarser mesh a ∈ Vj−1. We define the local p-th order Raviart–Thomas–

Nédélec space on the subdomain ωa
j−1 with the mesh induced by the next finer

mesh Tj by

RTNp

(
ωa
j−1

)
= {vj ∈ H(div, ωa

j−1); vj|K ∈ RTNp(K), ∀K ∈ T a
j,j−1},

(2.26)

where RTNp(K) = [Pp(K)]d + Pp(K)x is the usual p-th order Raviart–

Thomas–Nédélec space (cf. Brezzi and Fortin (1991), Roberts and Thomas

(1991)) on a simplex K ∈ Tj. Furthermore, we consider the pair of local

mixed finite element spaces (Va
j,j−1, Q

a
j,j−1) which are defined by

Va
j,j−1 := {vj ∈ RTNpalg

a

(
ωa
j−1

)
; vj·nωa

j−1
= 0 on ∂ωa

j−1},
Qa
j,j−1 := {qj ∈ Ppalg

a

(
T a
j,j−1

)
; (qj, 1)ωa

j−1
= 0},

if a ∈ V int
j−1,

(2.27a)

Va
j,j−1 := {vj ∈ RTNpalg

a

(
ωa
j−1

)
; vj·nωa

j−1
= 0 on ∂ωa

j−1 \ ∂Ω},
Qa
j,j−1 := Ppalg

a

(
T a
j,j−1

)
,

if a ∈ Vext
j−1,

(2.27b)

where nωa
j−1

denotes the unit outward normal to ωa
j−1. For an interior vertex

a ∈ V int
j−1, the degrees of freedom of the spaces Va

j,j−1 and Qa
j,j−1 with the local
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polynomial degree palg
a equal to two are illustrated in Figure 2.2.

Figure 2.2: Degrees of freedom of the local mixed finite element spaces Va
j,j−1

(left, arrows and bullets) and Qa
j,j−1 (right, bullets) with palg

a = 2; interior
vertex a ∈ V int

j−1. On the right, leaving out one degree of freedom of the broken

space Ppalg
a

(
T a
j,j−1

)
corresponds to the zero mean value constraint posed on the

functions in Qa
j,j−1. The underlying mesh and the choice of palg

a correspond to
the simplex patch T a

j,j−1 from Figure 2.1.

Once the coarsest-level Riesz representer ϕ0,alg of (2.25) is computed, the

algebraic error flux reconstruction σ`,alg is constructed via solving the local

dual mixed finite element problems on simplex patches T a
j,j−1 around the coarse

vertices a ∈ Vj−1, starting from j = 1 and up to the current finest level j = `:

Definition 2.4.1 (Construction of σ`,alg). Let u` ∈ V` be arbitrary. The

algebraic error flux reconstruction σ`,alg is constructed as

σ`,alg :=
∑̀
j=1

∑
a∈Vj−1

σa
j,alg, (2.28)

where:

� On level j = 1, for each vertex a ∈ V0, (σa
1,alg, γ

a
1 ) ∈ Va

1,0 ×Qa
1,0 solves(

σa
1,alg,v1

)
ωa

0

− (γa1 ,∇·v1)ωa
0

= 0 ∀v1 ∈ Va
1,0,

(2.29a)(
∇·σa

1,alg, q1

)
ωa

0

= (r`ψ
a
0 −∇ϕ0,alg·∇ψa

0 , q1)ωa
0
∀q1 ∈ Qa

1,0;

(2.29b)

or, equivalently,

σa
1,alg := arg min

v1∈Va
1,0,∇·v1=ΠQa

1,0
(r`ψa

0−∇ϕ0,alg·∇ψa
0)
‖v1‖ωa

0
. (2.30)
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� On level 2 ≤ j ≤ `, for each vertex a ∈ Vj−1, (σa
j,alg, γ

a
j ) ∈ Va

j,j−1×Qa
j,j−1

solves(
σa
j,alg,vj

)
ωa
j−1

−
(
γaj ,∇·vj

)
ωa
j−1

= 0 ∀vj ∈ Va
j,j−1,

(2.31a)(
∇·σa

j,alg, qj
)
ωa
j−1

=

(
r`ψ

a
j−1 −

j−1∑
i=1

ψa
j−1∇·σi,alg, qj

)
ωa
j−1

∀qj ∈ Qa
j,j−1;

(2.31b)

where we set σi,alg :=
∑

a∈Vi−1
σa
i,alg, for 1 ≤ i ≤ j − 1. Equivalently,

problem (2.31) can be restated as

σa
j,alg := arg min

vj∈Va
j,j−1,∇·vj=ΠQa

j,j−1
(r`ψa

j−1−
∑j−1
i=1 ψ

a
j−1∇·σi,alg)

‖vj‖ωa
j−1
. (2.32)

Here, each vertex contribution σa
·,alg is extended by zero outside its initial do-

main of definition.

Note that the Neumann compatibility condition for problem (2.29) is sat-

ified for all a ∈ V int
0 due to the definition of ϕ0,alg (take v0 = ψa

0 as a

test function in (2.25)). Thus (2.29b) is satisfied for all the test functions

from Ppalg
a

(T a
1,0), not only those with zero mean value. Due to the discontinu-

ous nature of this broken polynomial space and the fact that for each K ∈ T1,

with the parent element K̃ ∈ T0, p1,K ≤ mina∈V
K̃
palg
a , we have

(∇·σ1,alg, q1)K =
∑
a∈V

K̃

(
∇·σa

1,alg, q1

)
K

=
∑
a∈V

K̃

(r`ψ
a
0 −∇ϕ0,alg·∇ψa

0 , q1)K

(2.33)

= (r`, q1)K ∀K ∈ T1 ∀q1 ∈ Pp1,K
(K),

where we have employed the partition of unity via
∑

a∈V
K̃
ψa

0 |K = 1|K . At

level j = 2, for each interior vertex a ∈ V int
1 , the Neumann compatibility

condition for problem (2.31) (r` −∇·σ1,alg, ψ
a
1 )ωa

1
= 0 is a direct consequence

of (2.33), since ψa
1 |K ∈ Pp1,K

(K) for each K ∈ T a
1 . Thus, similarly to (2.29b)

also (2.31b), so far only at level j = 2, is satisfied for all the test functions

from Ppalg
a

(T a
2,1) without any zero-mean value restrictions. Then, similarly

to (2.33), we use the discontinuous nature of the broken space Ppalg
a

(T a
2,1), our

choice of local polynomial degrees palg
a used in definition of the spaces (2.27),

for each vertex a ∈ V1, such that p2,K ≤ mina∈V
K̃
palg
a , for each K ∈ T2 with

the parent element K̃ ∈ T1, and the partition of unity via
∑

a∈V
K̃
ψa

1 |K = 1 to
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obtain

(r` −
2∑
i=1

∇·σi,alg, q2)K = 0 ∀K ∈ T2 ∀q2 ∈ Pp2,K
(K). (2.34)

Property (2.34) in turn yields the Neumann compatibility condition on the

third level. Progressing successively, at remaining levels 3 ≤ j ≤ ` − 1, we

always have the property(
r` −

j∑
i=1

∇·σi,alg, qj

)
K

= 0 ∀K ∈ Tj ∀qj ∈ Ppj,K (K), (2.35)

yielding the Neumann compatibility condition on the next level j + 1,

thus (2.31b) is satisfied for all the test functions from the broken polyno-

mial space Ppalg
a

(T a
j,j−1), for each a ∈ Vj−1, 2 ≤ j ≤ `. Furthermore, as a

result of the Neumann compatibility condition on the finest level, on each

finest simplex K ∈ T`, the sum of local contributions
∑

a∈V`−1
σa
`,alg admits

the following property:∑
a∈V`−1

∇·σa
`,alg, q`


K

=
∑
a∈V

K̃

(
∇·σa

`,alg, q`
)
K

=

(
r` −

`−1∑
i=1

∇·σi,alg, q

)̀
K

∀q`∈Pp`,K (K).

(2.36)

Lemma 2.4.2 (Properties of σ`,alg). The algebraic error flux reconstruc-

tion σ`,alg constructed in Defintion 2.4.1 satisfies the properties of Defini-

tion 2.3.2.

Proof. For 1 ≤ j ≤ `, each local contribution σa
j,alg ∈ H(div, ωa

j−1), a ∈ Vj−1,

by construction. Imposing the homogeneous Neumann boundary conditions

in the definition of the local spaces (2.27) and extending by zero outside of

ωa
j−1 then give the overall H(div,Ω)-conformity (2.12a) of σ`,alg as it is defined

by (2.28). Then, splitting the sum in the definition (2.28) in combination with

the property (2.36) yields for each K ∈ T`,

(∇·σ`,alg, q`)K =

 ∑
a∈V`−1

∇·σa
`,alg +

`−1∑
i=1

∇·σi,alg, q`


K

= (r`, q`)K ∀q` ∈ Pp`,K (K).

Hence, the algebraic error flux reconstruction σ`,alg indeed satisfies (2.12b).

Remark 2.4.3 (Comparison with previous developments). The local prob-

lems in Definition 2.4.1 differ from those of (Papež et al., 2017, Definition

6.3) in two aspects: (i) the local spaces on each simplex patch are assigned a

specific polynomial degree along the lines of Daniel et al. (2018a), Doleǰśı et al.
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(2016); (ii) the right-hand sides of the local problems (2.31), namely the diver-

gence constraints in (2.31b), differ from their counterparts in (Papež et al.,

2017, Definition 6.3). In particular, the first level algebraic error flux recon-

struction σ1,alg is now successively corrected on the finer levels without the need

of introducing the L2-orthogonal projections onto global coarser spaces, which

is not suitable anymore because of the possibly varying polynomial degrees palg
a

across the neighboring patches.

2.4.2.2 Construction of the discretization flux reconstruction σ`,dis

Next, we present the details on the actual construction of the H(div,Ω)-

conforming discretization flux reconstruction σ`,dis. Similarly to the above

construction of σ`,alg, we construct σ`,dis locally via mixed finite element solves,

but this time only on the finest simplex patches T a
` around the finest mesh

vertices a ∈ V`. Namely, we follow the approach of (Papež et al., 2017,

Definition 7.1), (Papež et al., 2018, Sec. 4.4), and (Ern and Vohraĺık, 2013,

Definition 6.9) adapted to the present setting with varying polynomial degree.

For each a ∈ V`, we consider the local polynomial degree pdis
a := maxK∈T a

`
p`,K

(again any other choice so that pdis
a ≥ maxK∈T a

`
p`,K can also be employed).

For a fixed finest vertex a ∈ V`, let

RTNp (ωa
` ) = {v` ∈ H(div, ωa

` ); v`|K ∈ RTNp(K), ∀K ∈ T a
` }. (2.37)

Then, we define the local spaces with homogeneous Neumann boundary con-

dition

Va
` := {v` ∈ RTNpdis

a
(ωa

` ) ; v`·nωa
`

= 0 on ∂ωa
` },

Qa
` := {q` ∈ Ppdis

a
(T a
` ) ; (q`, 1)ωa

`
= 0},

if a ∈ V int
` , (2.38a)

Va
` := {v` ∈ RTNpdis

a
(ωa

` ) ; v`·nωa
`

= 0 on ∂ωa
` \ ∂Ω},

Qa
` := Ppdis

a
(T a
` ) ,

if a ∈ Vext
` ,

(2.38b)

with nωa
`

denoting the unit outward normal to ωa
` .

Definition 2.4.4 (Construction of σ`,dis). Let u` ∈ V` be the approxima-

tion used in Definition 2.4.1. We construct the discretization flux reconstruc-

tion σ`,dis as

σ`,dis :=
∑
a∈V`

σa
`,dis, (2.39)

where, for each vertex a ∈ V`, (σa
`,dis, γ

a
` ) ∈ Va

` ×Qa
` solves(

σa
`,dis,v`

)
ωa
`

− (γa` ,∇·v`)ωa
`

= −(ψa
`∇u`,v`)ωa

`
∀v` ∈ Va

` ,

(2.40a)(
∇·σa

`,dis, q`
)
ωa
`

= (fψa
` −∇u`·∇ψa

` − r`ψ
a
` , q`)ωa

`
∀q` ∈ Qa

` ,

(2.40b)
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and where σa
`,dis is extended by zero outside ωa

` .

The Neumann compatibility condition for problem (2.40) is satisfied for

all a ∈ V int
` as a direct consequence of (2.10).

Lemma 2.4.5 (Properties of σ`,dis). The discretization flux reconstruc-

tion σ`,dis from Definition 2.4.4 belongs to H(div,Ω) and on each simplex

K ∈ T`, it satisfies

(∇·σ`,dis, q`)K = (f − r`, q`)K ∀K ∈ T`, ∀q` ∈ Pp`,K(K). (2.41)

Proof. Since each local contribution σa
`,dis, a ∈ V`, lies in H(div, ωa

` ), the

overall H(div,Ω)-conformity is a direct consequence of (2.39). Next, as

a result of the Neumann compatibility condition, we are allowed to take

any function q` ∈ Ppdis
a

(T a
` ) as a test function in (2.40b), without any zero

mean value restriction. On each K ∈ T`, we have p`,K ≤ mina∈VK p
dis
a .

Hence, combining (2.39) with (2.40b) and employing the partition of unity∑
a∈VK ψ

a
` |K = 1|K , we see that

(∇·σ`,dis, q`)K =
∑
a∈VK

(
∇·σa

`,dis, q`
)
K

=
∑
a∈VK

(fψa
` −∇u`·∇ψa

` − r`ψ
a
` , q`)K

(2.42)

= (f − r`, q`)K ∀K ∈ T` ∀q` ∈ Pp`,K (K),

which concludes the proof.

2.4.2.3 Discrete spaces for the total residual lifting ρ`,tot

Finally, for each finest vertex a ∈ V`, we specify our choice for the H1
∗ (ω

a
` )-

conforming scalar-valued spaces V a
` , in which we seek the local contributions

of the total residual lifting ρ`,tot of Definition 2.3.4:

V a
` := {v` ∈ H1(ωa

` ); v` ∈ Ppdis
a

(K), ∀K ∈ T a
` , (v`, 1)ωa

`
= 0} a ∈ V int

` ,

(2.43a)

V a
` := {v` ∈ H1(ωa

` ); v` ∈ Ppdis
a

(K), ∀K ∈ T a
` , v` = 0 on ∂ωa

` \ ∂Ω} a ∈ Vext
` .

(2.43b)

Other choices of V a
` could be also considered, in particular considering the

actual polynomial degree p`,K , on each simplex K ∈ T a
` , instead of the local

degree pdis
a would be, from a theoretical viewpoint, also sufficient.

2.4.3 Adaptive stopping criteria for the algebraic solver

The output of the ESTIMATE module enables us to assess the quality of the

current approximation u` and thus make a reasonable decision if another call
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of the module ONE_SOLVER_STEP is really needed. It is considered to be un-

necessary, as discussed e.g. in Becker et al. (1995), Jiránek et al. (2010), Arioli

et al. (2013a), Ern and Vohraĺık (2013), Papež et al. (2018) and the refer-

ences therein, if the current algebraic error is smaller than the total error by

a factor 0 < γ` < 1 (typically of order 0.1), i.e.

‖∇ (uex
` − u`)‖ ≤ γ`‖∇ (u− u`)‖. (2.44)

In order to ensure (2.44), we require that our current approximation u` satisfies

the following global (safe) stopping criterion

ηalg(u`, T`) ≤ γ` µ(u`). (2.45)

This typically allows us to avoid possible unnecessary iterations of the alge-

braic solver within the ONE_SOLVER_STEP module in case of the use of the

classical stopping criterion for the algebraic solver based on the Euclidean

norm of the algebraic residual vector (2.7)

‖R`‖
‖F`‖

≤ ε, (2.46)

with ε prescribed at a very small value,thus without exploiting any knowledge

of the error estimators.

2.4.4 The module MARK

The module MARK takes as input the local error estimators computed within

the ESTIMATE module, corresponding to the current approximation u` satis-

fying the stopping criterion from Section 2.4.3. It outputs a set of marked

vertices Ṽθ` ⊂ V` using a bulk-chasing criterion inspired by the well-known

Dörfler’s marking criterion Dörfler (1996). The choice of marking vertices

instead of marking simplices directly is motivated by the nature of our hp-

decision criterion in the module REFINE (see Section 2.4.5).

For a fixed threshold parameter θ ∈ (0, 1], the set of marked vertices Ṽθ` is

selected in such a way that

η

(
u`,

⋃
a∈Ṽθ`

T a
`

)
≥ θ η(u`, T`), (2.47)

where, for a subset S ⊂ T`, we employ the notation

η(u`,S) :=
{∑

K∈S ηK(u`)
2
}1/2

. Then, letting

Mθ
` :=

⋃
a∈Ṽθ`

T a
` ⊂ T` (2.48)

be the collection of all the simplices that belong to a patch associated with
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a marked vertex, we observe that (2.47) means that η(u`,Mθ
`) ≥ θ η(u`, T`).

To select a set Ṽθ` of minimal cardinality, the mesh vertices in V` are sorted

by comparing the vertex-based error estimators η(u`, T a
` ) for all a ∈ V`, and

a greedy algorithm is employed to build the set Ṽθ` . A possibly slightly larger

set Ṽθ` can be constructed with linear cost in terms of the number of mesh

vertices by using the algorithm proposed in (Dörfler, 1996, Section 5.2).

2.4.5 The module REFINE

The module REFINE, as in the previous paper by Daniel et al. (2018a), takes

as input the set of marked vertices Ṽθ` and outputs the mesh T`+1 and the

polynomial-degree distribution p`+1 to be used at the next iteration of the

adaptive loop from Scheme 2.2. This module proceeds in three steps. First,

an hp-decision is made on all the marked vertices, so that each marked vertex

a ∈ Ṽθ` is flagged either for h-refinement or for p-refinement. This means that

the set Ṽθ` is split into two disjoint subsets Ṽθ` = Ṽh` ∪Ṽ
p
` with obvious notation.

Then, in the second step, the subsets Ṽh` and Ṽp` are used to define subsets

Mh
` andMp

` of the set of marked simplicesMθ
` (see (2.48)). The subsetsMh

`

and Mp
` are not necessarily disjoint which means that some simplices can be

flagged for hp-refinement. Finally, the two subsets Mh
` and Mp

` are used to

construct T`+1 and p`+1.

2.4.5.1 hp-decision on vertices

Our hp-decision on marked vertices is made on the basis of two local primal

solves on the patch T a
` attached to each marked vertex a ∈ Ṽθ` . The idea is to

construct two distinct local patch-based spaces in order to emulate separately

the effects of h- and p-refinement. We first consider the case where the two

local primal solves use Dirichlet conditions. Let us denote the polynomial-

degree distribution in the patch T a
` by the vector pa

` := (p`,K)K∈T a
`

.

Figure 2.3: An example of patch T a
` together with its polynomial-degree dis-

tribution pa
` (left), its h-refined version (center), and its p-refined version

(right) from Definitions 2.4.6 and 2.4.7, respectively.
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Definition 2.4.6 (h-refinement residual – Dirichlet conditions). Let a ∈ Ṽθ` be

a marked vertex with associated patch T a
` and polynomial-degree distribution

pa
` . We set

V a,h
` := Ppa,h

`
(T a,h
` ) ∩H1

0 (ωa
` ), (2.49)

where T a,h
` is obtained as a matching simplicial refinement of T a

` by dividing

each simplex K ∈ T a
` into at least two children simplices, and the polynomial-

degree distribution pa,h
` is obtained from pa

` by assigning to each newly-created

simplex the same polynomial degree as its parent. Then, we let ra,h ∈ V a,h
`

solve

(∇ra,h,∇va,h)ωa
`

= (f, va,h)ωa
`
− (∇u`,∇va,h)ωa

`
∀ va,h ∈ V a,h

` .

Definition 2.4.7 (p-refinement residual – Dirichlet conditions). Let a ∈ Ṽθ` be

a marked vertex with associated patch T a
` and polynomial-degree distribution

pa
` . We set

V a,p
` := Ppa,p

`
(T a,p
` ) ∩H1

0 (ωa
` ), (2.50)

where T a,p
` := T a

` , and the polynomial-degree distribution pa,p
` is obtained from

pa
` by assigning to each simplex K ∈ T a,p

` = T a
` the polynomial degree p`,K+δaK

where

δaK :=

{
1 if p`,K = minK′∈T a

`
p`,K′ ,

0 otherwise.
(2.51)

Then, we let ra,p ∈ V a,p
` solve

(∇ra,p,∇va,p)ωa
`

= (f, va,p)ωa
`
− (∇u`,∇va,p)ωa

`
∀ va,p ∈ V a,p

` .

The local residual liftings ra,h and ra,p from Definitions 2.4.6 and 2.4.7,

respectively, are used to define the following two disjoint subsets of the set of

marked vertices Ṽθ` :

Ṽh` := {a ∈ Ṽθ` | ‖∇ra,h‖ωa
`
≥ ‖∇ra,p‖ωa

`
}, (2.52a)

Ṽp` := {a ∈ Ṽθ` | ‖∇ra,h‖ωa
`
< ‖∇ra,p‖ωa

`
}, (2.52b)

in such a way that

Ṽθ` = Ṽh` ∪ Ṽ
p
` , Ṽh` ∩ Ṽ

p
` = ∅.

The above hp-decision criterion on vertices means that a marked vertex is

flagged for h-refinement if ‖∇ra,h‖ωa
`

is larger than ‖∇ra,p‖ωa
`
; otherwise, this

vertex is flagged for p-refinement.

For the construction of the residuals ra,h and ra,p in Definitions 2.4.6

and 2.4.7, respectively, we considered homogeneous Dirichlet boundary condi-

tions as in Daniel et al. (2018a). Alternatively, while keeping the local crite-

rion (2.52) unchanged, it is possible to define the h- and p-refinement residuals

by solving the local problems with homogeneous Neumann boundary condi-
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tions. We will also consider these alternative definitions in our numerical

experiments.

Definition 2.4.8 (h-refinement residual – Neumann conditions). Let a ∈ Ṽθ`
be a marked vertex. Let the simplicial submesh T a,h

` and the corresponding

polynomial degree distribution pa,h
` be as in Definition 2.4.6. We recall the

definition of space H1
∗ (ω

a
` ) in (2.22) and we set

V a,h
` := Ppa,h

`
(T a,h
` ) ∩H1

∗ (ω
a
` ). (2.53)

Then, we let ra,h ∈ V a,h
` solve

(∇ra,h,∇va,h)ωa
`

= (f, wψa
`
(va,h))ωa

`
− (∇u`,∇wψa

`
(va,h))ωa

`
∀ va,h ∈ V a,h

` ,

(2.54)

where wψa
`
(va,h) stands for weighting a function va,h ∈ V a,h

` by the hat function

ψa
` such that

wψa
`
(va,h) ∈ Ppa,h

`
(T a,h
` ) ∩H1(ωa

` ) and wψa
`
(va,h)(x) = ψa

` (x) · va,h(x)

(2.55)

with the nodes x uniquely determining a function in Ppa,h
`

(T a,h
` ) ∩H1(ωa

` ).

Definition 2.4.9 (p-refinement residual – Neumann conditions). Let a ∈ Ṽθ`
be a marked vertex associated with the simplicial mesh T a,p

` and corresponding

polynomial degree distribution pa,p
` as in Definition 2.4.7. We set

V a,p
` := Ppa,p

`
(T a,p
` ) ∩H1

∗ (ω
a
` ). (2.56)

Then, we let ra,p ∈ V a,p
` solve

(∇ra,p,∇va,p)ωa
`

= (f, wψa
`
(va,p))ωa

`
− (∇u`,∇wψa

`
(va,p))ωa

`
∀ va,p ∈ V a,p

` ,

(2.57)

where wψa
`
(va,h), similarly to (2.55), stands for weighting a function va,p ∈ V a,p

`

by a hat function ψa
` such that

wψa
`
(va,p) ∈ Ppa,p

`
(T a,p
` ) ∩H1(ωa

` ) and wψa
`
(va,p)(x) = ψa

` (x) · va,p(x)

with the nodes x uniquely determining a function in Ppa,p
`

(T a,p
` ) ∩H1(ωa

` ).

2.4.5.2 hp-decision on simplices

The second step in the module REFINE is to use the subsets Ṽh` and Ṽp` to

decide whether h-, p- , or hp-refinement should be performed on each simplex

having at least one flagged vertex. To this purpose, we define the following

subsets:

Mh
` := {K ∈ T` | VK ∩ Ṽh` 6= ∅} ⊂ Mθ

` , (2.58a)
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Mp
` := {K ∈ T` | VK ∩ Ṽp` 6= ∅} ⊂ M

θ
` . (2.58b)

In other words, a simplex K ∈ T` is flagged for h-refinement (resp., p-

refinement) if it has at least one vertex flagged for h-refinement (resp., p-

refinement). Note that the subsets Mh
` and Mp

` are not necessarily disjoint

since a simplex can have some vertices flagged for h-refinement and others

flagged for p-refinement; such simplices are then flagged for hp-refinement.

Note also that Mh
` ∪ M

p
` = ∪a∈Ṽθ` T

a
` = Mθ

` is indeed the set of marked

simplices considered in the module MARK.

2.4.5.3 hp-refinement

In this last and final step, the subsets Mh
` and Mp

` are used to produce first

the next mesh T`+1 and then the next polynomial-degree distribution p`+1 on

the mesh T`+1.

The next mesh T`+1 is a matching simplicial refinement of T` obtained by

dividing each flagged simplex K ∈ Mh
` into at least two simplices in a way

that is consistent with the matching simplicial refinement of T a
` considered in

Definition 2.4.6 to build T a,h
` , i.e., such that T a,h

` ⊂ T`+1 for all a ∈ Ṽh` . Note

that to preserve the conformity of the mesh, additional refinements beyond the

set of flagged simplices Mh
` may be carried out when building T`+1. Several

algorithms can be considered to refine the mesh. In our numerical experiments,

we used the newest vertex bisection algorithm, cf. Sewell (1972), Mitchell

(1989).

After having constructed the next mesh T`+1, we assign the next

polynomial-degree distribution p`+1 as follows. For all K ∈ T`+1, let K̃ denote

its parent simplex in T`. We then set

p`+1,K := p`,K̃ if K̃ 6∈ Mp
` , (2.59)

that is, we assign the same polynomial degree to the children of a simplex

that is not flagged for p-refinement, whereas we set

p`+1,K := max
a∈V

K̃
∩Ṽp`

(
p`,K̃ + δa

K̃

)
if K̃ ∈Mp

` , (2.60)

that is, we assign to the children of a simplex K̃ ∈Mp
` flagged for p-refinement

the largest of the polynomial degrees considered in Definition 2.4.7 to build the

local residual liftings associated with the vertices of K̃ flagged for p-refinement.

2.5 Guaranteed bound on the error reduction

In this section we extend the results of our previous work (Daniel et al., 2018a,

Section 5), where a computable guaranteed bound on the error reduction factor

between two consecutive steps of an adaptive procedure with an exact solver
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has been derived. We recall that the adaptive strategy of Daniel et al. (2018a)

generates a sequence of exact finite element solutions {uex
` }`≥0. For a fixed

` ≥ 0, let us denote by Cex
red the bound on the energy error reduction factor

between uex
` ∈ V` and uex

`+1 ∈ V`+1 derived in (Daniel et al., 2018a, Theorem

5.2) such that

‖∇(u− uex
`+1)‖ ≤ Cex

red‖∇(u− uex
` )‖ with 0 ≤ Cex

red ≤ 1. (2.61)

Using the current notation, and letting ω` := ∪a∈Ṽθ` ω
a
` , the definition of Cex

red

reads

Cex
red :=

√√√√1−

(
θ

ηex
Mθ

`

η(uex
` ,M`)

)2

, (2.62)

with the total error estimator η(uex
` ,M`) of Theorem 2.3.3 (the local algebraic

error estimator ηalg,K(uex
` ) := 0 for each K ∈ T`), and the discrete lower bound

ηex
Mθ

`

≤ ‖∇(uex
`+1 − uex

` )‖ω` defined in (Daniel et al., 2018a, Lemma 5.1).

The aim of this section is to derive an equivalent of the bound (2.61)

between the two inexact solutions u` ∈ V` and u`+1 ∈ V`+1 obtained by the

iterative procedure of Scheme 2.2 in the form

‖∇(u− u`+1)‖ ≤ Cred‖∇(u− u`)‖.

It turns out essential to first estimate a guaranteed bound on the error re-

duction between the current inexact solution u` ∈ V` and the (unavailable)

exact solution on the next level uex
` ∈ V`+1. For this we start by extending

the discrete lower bound of (Daniel et al., 2018a, Lemma 5.1) to the present

setting:

Lemma 2.5.1 (Guaranteed lower bound on the incremental error on marked

simplices). Let the mesh T`+1 and the polynomial-degree distribution p`+1

result from the REFINE module of Section 2.4.5, and recall that V`+1 =

Pp`+1
(T`+1) ∩H1

0 (Ω) is the finite element space to be used on iteration (`+ 1)

of the adaptive loop of Scheme 2.2. For all the marked vertices a ∈ Ṽθ` , let

us set, in extension of (2.49), (2.50),

V a,hp
` := V`+1|ωa

`
∩H1

0 (ωa
` ), (2.63)

and construct the residual lifting ra,hp ∈ V a,hp
` by solving

(∇ra,hp,∇va,hp)ωa
`

= (f, va,hp)ωa
`
− (∇u`,∇va,hp)ωa

`
∀ va,hp ∈ V a,hp

` . (2.64)

Then, after extending ra,hp by zero outside ωa
` , for the current inexact approx-

imation u` ∈ V` and the exact approximation uex
`+1 ∈ V`+1 on the next level,
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the following holds true:

‖∇(uex
`+1 − u`)‖ω` ≥ ηMθ

`

, ηMθ
`

:=


∑

a∈Ṽθ
`

∥∥∇ra,hp∥∥2

ωa
`∥∥∥∇(∑a∈Ṽθ

`
ra,hp

)∥∥∥
ω`

if
∑

a∈Ṽθ`
ra,hp 6= 0,

0 otherwise.

(2.65)

Proof. We remark that the definition of the residual liftings ra,hp (2.64) em-

ploys directly the inexact approximation u` unlike in (Daniel et al., 2018a,

Lemma 5.1) where uex
` (in the present notation) was considered. Nevertheless,

the arguments to prove the lower bound ηex
Mθ

`

of (Daniel et al., 2018a, Lemma

5.1) stay valid and can be used to show (2.65).

In case of the use of residuals ra,h and ra,p from Definitions 2.4.8 and 2.4.9,

respectively, in the local criterion (2.52) within the REFINE module, the above

lower bound can be adjusted as well.

Lemma 2.5.2 (Guaranteed lower bound on the incremental error on marked

simplices – alternative definition). Let the assumptions of Lemma 2.5.1 be

satisfied. Moreover, let us set for all the marked vertices a ∈ Ṽθ` , in extension

of (2.53) and (2.56),

V a,hp
` := V`+1|ωa

`
∩H1

∗ (ω
a
` ). (2.66)

Then, for each marked vertex a ∈ Ṽθ` , construct the residual lifting

ra,hp ∈ V a,hp
` by solving

(∇ra,hp,∇va,hp)ωa
`

= (f, wψa
`
(va,hp))ωa

`
−(∇u`,∇wψa

`
(va,hp))ωa

`
∀ va,hp ∈ V a,hp

` ,

(2.67)

where wψa
`
(va,hp) stands for weighting a function va,hp ∈ V a,hp

` by hat function

ψa
` such that

wψa
`
(va,p) ∈ V`+1|ωa

`
and wψa

`
(va,p)(x) = ψa

` (x) · va,p(x)

with the nodes x uniquely determining a function in V`+1|ωa
`
. After extending

each ra,hp by zero outside ωa
` , the following lower bound holds true:

‖∇(uex
`+1−u`)‖ω` ≥ ηMθ

`

, ηMθ
`

:=


∑

a∈Ṽθ
`

∥∥∇ra,hp∥∥2

ωa
`∥∥∥∇(∑a∈Ṽθ

`
wψa

`
(ra,hp)

)∥∥∥
ω`

if
∑

a∈Ṽθ`
ra,hp 6= 0,

0 otherwise.

(2.68)

Proof. Let us note that (uex
`+1−u`)|ω` belongs to the space V`+1(ω`), a restric-

tion of the finite element space V`+1 to ω`. However, note that it does not
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necessarily belong to the homogeneous Dirichlet subspace V 0
`+1(ω`). The defi-

nition of the energy norm ‖∇(uex
`+1 − u`)‖ω` and the fact that v`+1 ∈ V 0

`+1(ω`)

extended by zero outside ω` is a member of the space V`+1 so that it can be

used as a test function in the definition (2.5) of uex
`+1 on the mesh T`+1 yield

‖∇(uex
`+1 − u`)‖ω` = sup

v`+1∈V`+1(ω`)

(∇(uex
`+1 − u`),∇v`+1)ω`
‖∇v`+1‖ω`

≥ sup
v`+1∈V 0

`+1(ω`)

(∇(uex
`+1 − u`),∇v`+1)ω`
‖∇v`+1‖ω`

= sup
v`+1∈V 0

`+1(ω`)

(f, v`+1)ω` − (∇u`,∇v`+1)ω`
‖∇v`+1‖ω`

.

Now, choose the test function v`+1 :=
∑

a∈Ṽθ`
wψa

`
(ra,hp); note that, due to the

weighting wψa
`
(·), such choice of v`+1 indeed belongs to V 0

`+1(ω`). Then, we

infer thatf,∑
a∈Ṽθ`

wψa
`
(ra,hp)


ω`

−

∇u`,∑
a∈Ṽθ`

wψa
`
(ra,hp)


ω`

=
∑
a∈Ṽθ`

{(f, wψa
`
(ra,hp))ω` − (∇u`,∇wψa

`
(ra,hp))ω`}

=
∑
a∈Ṽθ`

‖∇ra,hp‖2
ωa
`
,

where we have employed (2.67) with ra,hp as a test function. This implies the

assertion (2.68).

We now proceed with an intermediate result giving a guaranteed bound

on the error reduction factor between the current inexact approximation u`
and the (unavailable) next level exact solution uex

`+1.

Lemma 2.5.3 (Auxiliary guaranteed bound on the energy error reduction

factor). Let θ be the threshold parameter used within the module MARK of

Section 2.4.4 and let the mesh T`+1 and the polynomial degree distribution

p`+1 be given by the REFINE module of Section 2.4.5. Next, let V`+1 :=

Pp`+1
(T`+1) ∩ H1

0 (Ω) be the space to be used on iteration (` + 1) of the algo-

rithm prescribed by Scheme 2.2. Let ηMθ
`

be the lower bound defined by (2.65)

or (2.68), depending on the choice of the construction of residuals ra,h, ra,p

used within the REFINE module. Then, unless η(u`, T`) = 0, in which case

u` = u, and the adaptive loop terminates, the exact finite element solution
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uex
`+1 ∈ V`+1 satisfies

‖∇(u− uex
`+1)‖ ≤ C∗red‖∇(u− u`)‖ with 0 ≤ C∗red :=

√
1−

η2
Mθ

`

η2(u`, T`)
≤ 1.

(2.69)

Proof. Since the Galerkin orthogonality property between the current approx-

imation u` ∈ V` and the exact finite element solution uex
`+1 ∈ V`+1 holds true,

we have

‖∇(u− uex
`+1)‖2 = ‖∇(u− u`)‖2 − ‖∇(uex

`+1 − u`)‖2. (2.70)

Afterwards, employing the lower bound ηMθ
`

and the total error upper

bound η(u`, T`) from (2.15) in (2.70) yields

‖∇(u− uex
`+1)‖2 ≤ ‖∇(u− u`)‖2 − η2

Mθ
`

‖∇(u− u`)‖2

‖∇(u− u`)‖2

≤ ‖∇(u− u`)‖2

(
1−

η2
Mθ

`

η2(u`, T`)

)
.

The assertion (2.69) then follows by taking the square root.

Finally, we are ready to present the result on a computable guaranteed

bound on the reduction factor in the inexact setting:

Theorem 2.5.4 (Guaranteed bound on the energy error reduction factor be-

tween two inexact solutions). Let the assumptions of Lemma 2.5.3 be satisfied

and let C∗red be given by (2.69). Moreover, let u`+1 ∈ V`+1 be the inexact fi-

nite element approximation on iteration (`+ 1) of the procedure prescribed by

Scheme 2.2, satisfying the global stopping criterion

ηalg(u`+1, T`+1) ≤ γ`+1 µ(u`+1), (2.71)

with the parameter

0 ≤ γ`+1 ≤ (1− C∗red). (2.72)

Then, the resulting error reduction between the inexact solution u` ∈ V` from

the current iteration ` and the next approximation u`+1 to be computed on the

next iteration verifies

‖∇(u− u`+1)‖ ≤ Cred‖∇(u− u`)‖ with 0 ≤ Cred :=
C∗red

(1− γ`+1)
≤ 1.

(2.73)

Proof. We start by adding and subtracting ∇uex
`+1 inside the norm on the left

hand side of (2.73). The triangle inequality then yields

‖∇(u− u`+1)‖ ≤ ‖∇(u− uex
`+1)‖+ ‖∇(uex

`+1 − u`+1)‖. (2.74)
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For bounding the first term, we employ the auxiliary bound (2.69). The sec-

ond term of (2.74), the algebraic error on iteration (` + 1), is first bounded

from above by the algebraic error estimate (2.16). Then, the stopping crite-

rion (2.71) with the parameter γ`+1 in combination with the total energy error

lower bound (2.24) give

‖∇(uex
`+1 − u`+1)‖ ≤ ηalg(u`+1, T`+1) ≤ γ`+1 µ(u`+1) ≤ γ`+1 ‖∇(u− u`+1)‖,

whence we infer (2.73). The condition (2.72) on parameter γ`+1 then ensures

the upper bound Cred ≤ 1.

Remark 2.5.5 (Extreme case equivalent to the use of an exact solver). In

Theorem 2.5.4 we do not exclude the extreme case when the auxiliary upper

bound C∗red = 1. This in turn leads to the stopping criterion (2.71) with the

parameter γ`+1 = 0, which is equivalent to computing the exact finite element

solution uex
`+1. However, we note that in our numerical experiments, reported

in Section 2.6, we never encountered such a situation when the exact solver

would be necessary.

Remark 2.5.6 (Motivation). We believe that, under some additional assump-

tions on the refinements, such as the the interior node property Morin et al.

(2002), one could actually show C∗red < 1 . The convergence of the proposed

method would then easily follow. We do not address this topic here, however,

it represents a subject of our active research.

2.6 Numerical experiments

We now illustrate the capabilities and robustness of the proposed adaptive

solver using two types of test cases in two space dimensions. We consider two

problems with a (relatively) smooth weak solution and one with a singular

weak solution.

We focus on the influence of the inexact algebraic solver on the performance

of the proposed hp-refinement strategy described in Section 2.4.5. While em-

ploying the adaptive stopping criterion (2.45) with the parameter γ` satisfy-

ing (2.72), we assess the quality of the guaranteed bound on the reduction

factor Cred from Theorem 2.5.4 throughout the adaptive process in terms of

the effectivity index defined as

Ieff
red :=

Cred

‖∇(u−u`+1)‖
‖∇(u−u`)‖

. (2.75)

We also verify the sharpness of the underlying discrete lower bound ηMθ
`

given

by (2.65) or (2.68) in terms of the effectivity index defined as

Ieff
LB :=

‖∇(uex
`+1 − u`)‖ω`
ηMθ

`

. (2.76)
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Besides that, we are interested in the comparison of the different stop-

ping criteria for the algebraic solver with regard to the number of necessary

iterations per step of the adaptive loop, the time spent on algebraic compu-

tations and their influence on the overall adaptive process. In all the example

problems, we use the hp-multigrid method with 5 pre-smoothing Gauss-Seidel

steps and no post-smoothing as the algebraic solver. We always take into

account at most 10 last levels available from the current hierarchy of adap-

tively refined meshes at our disposal for the hp-multigrid solver, as well as for

the algebraic error flux reconstruction σ`,alg from Definition 2.4.1. In other

words, if the adaptive loop iteration counter ` ≥ 10, we adjust the range of

the sum (2.28) in the following way

σ`,alg :=
∑̀
j=`−8

∑
a∈Vj−1

σa
j,alg,

thus we solve problem (2.29) on level j = ` − 8 and problem (2.31) on levels

`−7 ≤ j ≤ `. Similarly, the multigrid solver uses the hierarchy {Tj,pj}`−9≤j≤`,

for ` ≥ 10, instead of the complete available hierarchy {Tj,pj}0≤j≤`, which

is used in case of the iteration counter ` being lower than 10. The (well-

established) choice θ = 0.5 for the marking parameter in (2.47) is considered.

We examine the proposed hp-refinement strategy employing the local residuals

ra,h and ra,p defined via solving the local problems with either homogeneous

Dirichlet (Definitions 2.4.6 and 2.4.7) or homogeneous Neumann boundary

conditions (Definitions 2.4.8 and 2.4.9). As mentioned above, we employ the

newest vertex bisection algorithm Sewell (1972) to perform h-refinement and

we use the polynomial-degree increment (2.51) to perform p-refinement.

2.6.1 Smooth solution (sharp Gaussian)

As the first test case, we consider the model problem (2.1) posed on a square

domain Ω := (−1, 1)× (−1, 1) with a weak solution containing a rather sharp

peak

u(x, y) = (x2 − 1)(y2 − 1) exp (−100(x2 + y2)).

We start the computation with a coarse criss-cross mesh T0 with

maxK∈T0 hK = 0.25 and a uniform polynomial-degree distribution equal to

1 on all triangles. In the following, we present the results obtained using the

proposed hp-refinement strategy employing the local residuals ra,h and ra,p

defined by either the local Dirichlet or local Neumann problems.

2.6.1.1 Strategy driven by the local Dirichlet problems

Firstly, in Figure 2.4 we investigate the accuracy of the predicted reduction

factor Cred (left panel) and the lower bound ηMθ
`

(center panel) by means

of their effectivity indices (2.75) and (2.76) throughout the whole adaptive



72 Chapter 2. An adaptive hp-refinement strategy with inexact solvers

procedure described in Scheme 2.2 with the module REFINE driven by solv-

ing the local Dirichlet problems from Definitions 2.4.6 and 2.4.7. We find

the effectivity indices in both cases close to the optimal value of one. The

corresponding values of the parameter γ`+1 used within the employed stop-

ping criterion (2.71) are given in the right panel of Figure 2.4. A quantitative
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Figure 2.4: [Sharp-Gaussian of Section 2.6.1] The effectivity index for the
error reduction factor estimate Cred of Theorem 2.5.4 given by (2.75) (left);
the effectivity index of the discrete lower bound ηMθ

`

of Lemma 2.5.1 given

by (2.76) (center); corresponding values of the parameter γ`+1 used in (2.73)
(right).

assessment of the proposed adaptive strategy with the inexact solver and var-

ious stopping criteria is presented in Figure 2.5 (left panel) where we plot the

relative error ‖∇(u−u`)‖/‖∇u‖ as a function of the cumulative time spent on

the algebraic computations in linear-logarithmic scale. We observe that the

strategy with inexact solver piloted by the adaptive stopping criterion leads

to the steepest error decrease with respect to the computational effort. This

is mostly due to cutting off unnecessary algebraic iterations as reported in

the right panel of Figure 2.5. Figure 2.6 (left panel) displays the mesh and

polynomial-degree distribution obtained after 17 steps of the adaptive pro-

cedure. On the right panel of Figure 2.6, we plot the corresponding inexact

numerical solution obtained with the adaptive stopping criterion (2.45) for the

algebraic solver, i.e. after the second V-cycle of the hp-multigrid solver. The

detailed evolution of the total error lower bound (2.24) and algebraic error up-

per bound (2.16), the two main ingredients for the stopping criterion (2.45),

throughout the iterations of the algebraic solver at the 17th level of refinement

is plotted on the left panel of Figure 2.7. The annotations illustrate when the

classical stopping criterion (2.46) with various levels for the tolerance ε are

reached. The corresponding values of the true algebraic error in comparison

with the algebraic error upper bound, and the norm of the algebraic resid-

ual vector ‖R`‖ are given on the right panel of Figure 2.7. We observe that

the algebraic error upper bound, as well as the norm ‖R`‖, closely follow the

actual value of the algebraic error, with our error estimate giving a slightly

tighter bound during the first three multigrid iterations. In Figure 2.8, left

panel, we depict the total energy error along with its upper and lower bounds
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Figure 2.5: [Sharp-Gaussian of Section 2.6.1] The relative energy error
‖∇(u− u`)‖/‖∇u‖ as a function of cumulative time spent on algebraic com-
putations with the stopping criteria (2.45) and (2.46) (left) and the respective
numbers of algebraic solver iterations per step of the adaptive procedure of
Scheme 2.2 (right).
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Figure 2.6: [Sharp-Gaussian of Section 2.6.1] The mesh and polynomial-degree
distribution (T17,p17) (left) along with the corresponding numerical solution
u17 obtained after 17 iterations of the hp-adaptive procedure (right).

during the multigrid iterations. The quantitative evaluation of all the esti-

mators computed within the module ESTIMATE in terms of their effectivity

indices, i.e. the ratio of the estimates over the error for the upper bounds and

the reciprocal for the lower bound, is given on the right panel of Figure 2.8.

We note that also these effectivity indices take values close to the optimal

value of one. The spatial distributions of the actual total and algebraic errors

with the total upper error indicators and algebraic upper error indicators at

the moment when the algebraic iterations are stopped on step ` = 17 of the

hp-adaptive loop, as dictated by the adaptive stopping criterion (2.45), are

displayed in Figures 2.9 and 2.10. We see that the actual and predicted error

distributions match very nicely.
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Figure 2.7: [Sharp-Gaussian of Section 2.6.1] Algebraic error upper
bound ηalg(u17, T17) in comparison with total error lower bound µ(u17) (left)
and with true algebraic error ‖∇(uex

17 − u17)‖ and norm of algebraic residual
vector ‖R17‖ (right) as a function of algebraic solver iterations.
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Figure 2.8: [Sharp-Gaussian of Section 2.6.1] Total energy error with its upper
and lower bound (left) and effectivity indices of total error upper bound (2.15),
total error lower bound (2.24), and algebraic error upper bound (2.16) (right),
throughout the iterations of the multigrid solver.

2.6.1.2 Strategy driven by the local Neumann problems

We also present the results obtained while employing in the adaptive proce-

dure the local residuals ra,h and ra,p defined via solving the local Neumann

problems as proposed in Definitions 2.4.8 and 2.4.9. The use of these residuals

leads to slightly different meshes and polynomial-degree distributions during

the adaptive process (not presented here). In particular, we plot the effec-

tivity indices of the estimated reduction factor Cred and of the underlying

lower bound ηMθ
`

in Figure 2.11. We find these estimates a little less pre-

cise compared to the ones presented in Figure 2.4, yet the effectivity indices

are still quite close to one. The savings when using the adaptive stopping
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Figure 2.9: [Sharp-Gaussian of Section 2.6.1] Elementwise distribution of the
total energy error ‖∇(u− u17)‖ (left) and total upper error indicators ηK(u17)
(right).
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Figure 2.10: [Sharp-Gaussian of Section 2.6.1] Elementwise distribution of
the algebraic energy error ‖∇(uex

17 − u17)‖ (left) and algebraic upper error
indicators (right) with the adaptive stopping criterion (2.45) satisfied, γ17 =
0.1.

criterion (2.45) compared to the classical stopping criterion (2.46) are then

demonstrated in Figure 2.12 in terms of the time spent on algebraic compu-

tations and in terms of the number of necessary iterations of the algebraic

solver.

2.6.2 Exponential convergence

In Figure 2.13 we show that the proposed hp-refinement strategy (driven by

solving either local Dirichlet problems or local Neumann problems) still leads,

even in the presence of inexact solver, to meshes and polynomial degree dis-

tributions for which the relative error decreases exponentially fast. We plot

the relative error ‖∇(u − u`)‖/‖∇u‖ as a function of DoF
1
3
` in logarithmic-

linear scale for our strategy with inexact solver, the pure h-version of the

adaptive loop with exact solver as given in Scheme 2.1, and while using the
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uniform h-refinement. For further comparison with different adaptive hp-

refinement strategies (with exact algebraic solver) for this model problem we

refer to (Daniel et al., 2018a, Section 6.1).
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Figure 2.11: [Sharp-Gaussian of Section 2.6.1, strategy with local Neumann
problems] The effectivity index for the error reduction factor estimate Cred of
Theorem 2.5.4 (left); the effectivity index of the discrete lower bound ηMθ

`

of

Lemma 2.5.2 given by (2.76) (center); corresponding values of parameter γ`+1

used in (2.73) (right).

0 1 2 3 4 5 6 7

cumulative time spent on algebraic computations [s]

10-4

10-3

10-2

10-1

100

re
la

tiv
e 

er
ro

r 
in

 e
ne

rg
y 

no
rm

0 5 10 15 20 25 30 35

adaptive loop iteration

0

5

10

15

20

25

nu
m

be
r 

of
 it

er
at

io
ns

 o
f a

lg
eb

ra
ic

 s
ol

ve
r

Figure 2.12: [Sharp-Gaussian of Section 2.6.1, strategy with local Neumann
problems] The relative energy error ‖∇(u− u`)‖/‖∇u‖ as a function of cu-
mulative time spent on algebraic computations of the stopping criteria (2.45)
and (2.46) (left) and the respective numbers of algebraic solver iterations per
step of the adaptive procedure of Scheme 2.2 (right).

2.6.3 Smooth solution (asymmetric wave front)

Looking at the results of Section 2.6.1, namely Figures 2.5 and 2.12, one could

be tempted to employ at each iteration of the adaptive procedure only a single

iteration of the algebraic solver with the hope to eventually converge to the

correct solution, while saving a substantial amount of computational effort.
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Figure 2.13: [Sharp-Gaussian of Section 2.6.1] Relative energy er-

ror ‖∇(u− u`)‖/‖∇u‖ as a function of DoF
1
3
` , obtained with our hp-refinement

strategy (driven by solving local Dirichlet problems and also local Neumann
problems) with inexact algebraic solver, purely h-adaptive version with exact
solver and using uniform h-refinement.

This kind of heuristic approach may actually be beneficial in cases when we

launch the adaptive process with a good enough initial guess. However, as we

demonstrate here in a fabricated setting, in case of an inaccurate initial guess,

it is our adaptive strategy that represents a safe choice, while outperforming

both the heuristic approach and the adaptive strategies with algebraic solver

piloted by the classical stopping criteria.

To illustrate our point, we consider as the second test case a problem posed

on the square domain Ω := (0, 1) × (0, 1) with the exact solution (in polar

coordinates)

u(r) = arctan (α(r − r0)), r =
√

(x− xc)2 + (y − yc)2

containing a wave front asymmetric within the domain. The parameter α :=

100 prescribes the steepness of the circular wave front with radius r0 := 0.92

centred at the point (xc, yc) := (1.5, 0.25), see Figure 2.14 (left panel) (for

other variants of the wave front problem, we refer to (Mitchell and McClain,

2011, Sections 5.16–5.19)). For this test case and also the test case of Sec-

tion 2.6.4, the total error upper bound η(u`, T`) employed within the adaptive

procedure takes into account the error from the approximation of the inhomo-

geneous Dirichlet boundary condition prescribed by the exact solution on ∂Ω;

to this purpose, we proceed as described in (Doleǰśı et al., 2016, Theorem 3.3)

and the references therein.

We start the computation with a criss-cross grid T0 with maxK∈T0 hK =

0.125. In contrast to the other test cases and the description of the module

ONE_SOLVER_STEP in Section 2.4.1, this time we solve the algebraic system

inexactly even at the initial level ` = 0 using a geometric V-cycle multigrid
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solver with hierarchy of 4 additional meshes obtained by uniform coarsen-

ing of the mesh T0. As the initial guess for the algebraic solver, we consider

a vector corresponding to a function which does not approximate the wave

front well and contains a peak in the region where the exact solution is more

or less flat. We display the contour plot of the initial guess function in the

right panel of Figure 2.14. In the left panel of Figure 2.15, we plot the ob-

tained mesh and polynomial degree distribution (T20,p20) after 20 iterations

of the adaptive procedure driven by solving local Neumann problems (Defi-

nitions 2.4.8 and 2.4.9) and when employing the so-called heuristic approach,

i.e. performing only a single iteration of the algebraic solver at each level of

refinement. Note the extra refinements present in the region of the peak of

the initial guess function: these are not at all present when employing the

adaptive stopping criterion (2.45) for the algebraic solver, see the right panel

of Figure 2.15. Figure 2.16 shows the spatial distribution of the actual total

error and the total upper error indicators corresponding to (T20,p20) from

Figure 2.15 (right panel) at the moment when the algebraic solver is stopped

using (2.45) with γ20 = 0.1. Moreover, Figure 2.17 presents the comparison of

our adaptive strategy with different stopping criteria for the algebraic solver

in terms of the number of necessary algebraic iterations per iteration of the

adaptive loop, and in terms of the amount of time spent on the algebraic

computations in order to reach a relative estimated error lower than 0.01. We

observe that while using the heuristic approach, compared to the use of the

adaptive stopping criterion, nine additional iterations of the adaptive loop

were necessary (due to incorrect refinements at the beginning of the adaptive

process). Even though only one single iteration is performed per each adap-

tive loop iteration, we altogether spend approximately 4 times more time on

algebraic computations than in the case of using adaptive stopping criterion.

The heuristic approach surprisingly turns out to be comparable with the use

of the classical criterion with ε = 10−6 in this overall cost assessment. Then,

Figure 2.18 presents the effectivity indices for the reduction factor Cred and

the lower bound ηMθ
`

which are quite promising even for this test case. The

value of parameter γ` was throughout the whole adaptive procedure equal to

0.1. Lastly, Figure 2.19 shows the error decay with respect to DoF
1
3
` when us-

ing the proposed strategy with inexact algebraic solver and, for comparison,

also while using a pure h-adaptive version of the loop given by Scheme 2.1,

and using simply uniform h-refinement. We observe that also for this model

problem, the proposed strategy leads to an exponential convergence rate.

2.6.4 Singular solution (L-shape domain)

As a model problem with singular exact solution, we consider the classic re-

entrant corner problem, cf. Mitchell and McClain (2011), Doleǰśı et al. (2016),

Daniel et al. (2018a), posed on the L-shape domain Ω = (−1, 1) × (−1, 1) \
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Figure 2.14: [Asymmetric wave front of Section 2.6.3] Contour plots of the
exact solution (left) and the function inducing the initial guess for the algebraic
solver (right).
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Figure 2.15: [Asymmetric wave front of Section 2.6.3] The mesh and polyno-
mial degree distribution (T20,p20) obtained while using the so-called heuristic
approach (one multigrid iteration on each hp-adaptive step) (left) and while
employing the adaptive stopping criterion (2.45) (right).
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Figure 2.16: [Asymmetric wave front of Section 2.6.3] Elementwise distri-
bution of the total energy error ‖∇(u− u20)‖ (left) and total upper error
indicators ηK(u20) (right). The effectivity index of the estimate is 1.1106.
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Figure 2.17: [Asymmetric wave front of Section 2.6.3] The relative energy error
‖∇(u− u`)‖/‖∇u‖ as a function of cumulative time spent on algebraic com-
putations for various stopping criteria of Section 2.4.3 (left) and the respective
numbers of algebraic solver iterations per step of the adaptive procedure of
Scheme 2.2 (right).
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Figure 2.18: [Asymmetric wave front of Section 2.6.3] The effectivity indices
for the error reduction factor estimate Cred of Theorem 2.5.4 given by (2.75)
(left) and the discrete lower bound ηMθ

`

of Lemma 2.5.2 given by (2.76) (right).

[0, 1]× [−1, 0] with f = 0 and the weak solution (in polar coordinates)

u(r, ϕ) = r
2
3 sin

(
2ϕ

3

)
.

We start the computation on a coarse criss-cross grid T0 with maxK∈T0 hK =

0.25 and all the polynomial degrees set uniformly to 1. We present here

the results obtained with our strategy driven by solving the local Dirichlet

problems only. We note that the results obtained with the strategy employing

the local residuals ra,h and ra,p from Definitions 2.4.8 and 2.4.9 are very similar.

First, in Figure 2.20, we assess the quality of the estimated reduction fac-
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Figure 2.19: [Asymmetric wave front of Section 2.6.3] Relative energy er-

ror ‖∇(u− u`)‖/‖∇u‖ as a function of DoF
1
3
` , obtained with our hp-refinement

strategy (driven by solving local Neumann problems) with inexact algebraic
solver, purely h-adaptive version with exact solver and using uniform h-
refinement.
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Figure 2.20: [L-shape domain of Section 2.6.4] The effectivity index for the
error reduction factor estimate Cred of Theorem 2.5.4 given by (2.75) (left);
the effectivity index of the discrete lower bound ηMθ

`

of Lemma 2.5.1 given

by (2.76) (center); corresponding values of the parameter γ`+1 used in (2.73)
(right).

tor Cred and the lower bound ηMθ
`

. We observe that the effectivity indices

remain close to the optimal value of one also for this test case. In the right

panel of Figure 2.20, we plot the corresponding values of the parameter γ`+1

used within the stopping criterion (2.71). Next, Figure 2.21 demonstrates how

the use of the stopping criterion (2.71) allows one to cut off the unnecessary

iterations of the multigrid solver and save a substantial portion of the com-

putational time spent on algebraic computations. Using the multigrid solver

controlled by (2.71), to reach the relative error lower than 10−5, one saves

about 50%, or even 75%, of the computational time dedicated to the alge-

braic solver in case of the use of the classical stopping criterion (2.46) with

ε = 10−8 or ε = 10−10, respectively. In the left panel of Figure 2.22, we in-



82 Chapter 2. An adaptive hp-refinement strategy with inexact solvers

cumulative time spent on algebraic computations [s]
0 5 10 15 20 25 30 35 40

re
la

tiv
e 

er
ro

r 
in

 e
ne

rg
y 

no
rm

10-6

10-5

10-4

10-3

10-2

10-1

classical stopping criterion, " = 10!8

classical stopping criterion, " = 10!10

adaptive stopping criterion

adaptive loop iteration
0 10 20 30 40 50 60 70

nu
m

be
r 

of
 it

er
at

io
ns

 o
f a

lg
eb

ra
ic

 s
ol

ve
r

0

2

4

6

8

10

12

14

classical stopping criterion, " = 10!8

classical stopping criterion, " = 10!10

adaptive stopping criterion

Figure 2.21: [L-shape domain of Section 2.6.4] The relative energy error
‖∇(u− u`)‖/‖∇u‖ as a function of cumulative time spent on algebraic com-
putations for various stopping criteria of Section 2.4.3 (left) and the respective
numbers of algebraic solver iterations per step of the adaptive procedure of
Scheme 2.2 (right).

vestigate the evolution of the total error lower bound (2.24) and the algebraic

error upper bound (2.16) throughout the iterations of the multigrid solver at

the 7th level of refinement. The annotations therein indicate at which itera-

tion of the algebraic solver our adaptive and the classical stopping criteria are

satisfied. The quality of all the error bounds computed within the ESTIMATE

module, at the same level of refinement, can be appreciated in the right panel

of Figure 2.22. The corresponding mesh and polynomial degree distribution

(T7,p7) is displayed in the left panel of Figure 2.23. In Figure 2.23 (central

and right panels) and Figure 2.24, we show the spatial distribution of the

actual total and algebraic errors along with the total upper error indicators

and algebraic upper error indicators after the 2nd iteration of multigrid solver

on the 7th step of the hp-adaptive loop, i.e. at the moment when we stopped

the multigrid solver as dictated by the adaptive stopping criterion (2.45). To

conclude, we display in Figure 2.25 the overall decay of the relative error as

a function of DoF
1
3
` in logarithmic-linear scale, to illustrate that also for this

problem with singular exact solution, the present hp-adaptive strategy with

inexact algebraic solver leads to an asymptotic exponential convergence rate.

We display also the results obtained with uniform h-refinement, with pure

h-version of the adaptive loop from Scheme 2.1, and its hp-version based on a

priori knowledge of the weak solution leading to the best possible convergence

rate. For further comparison with some other hp-refinement strategies (with

exact algebraic solver), we refer to (Daniel et al., 2018a, Section 6.2), (Mitchell

and McClain, 2011, Section 5.4).
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Figure 2.22: [L-shape domain of Section 2.6.4] Algebraic error upper
bound ηalg(u7, T7) in comparison with total error lower bound µ(u7) (left);
effectivity indices of total error upper bound (2.15), total error lower
bound (2.24), and algebraic error upper bound (2.16) (right), throughout the
iterations of the multigrid solver.
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degree distrbution (T7,p7); the corresponding elementwise distribution of the
total energy error ‖∇(u− u7)‖ (left) and the total error indicators ηK(u7)
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2.7 Conclusions

In this work, we extended our adaptive hp-refinement strategy for solving el-

liptic problems by taking into account an inexact algebraic solver within the

adaptive loop. We constructed flux reconstructions and a total residual lifting

by solving small local problems on patches of elements, yielding guaranteed

a posteriori error bounds on algebraic and total errors. Then we proposed

an adaptive stopping criterion for the iterative algebraic solver ensuring the

desired balance between the algebraic and the total error. The total error

indicators are employed to mark mesh vertices; the actual hp-refinement deci-

sion is driven by solving additional local problems on the patches of elements

associated with the marked vertices. Once the next mesh and polynomial

degree distribution have been determined, solving one additional local prob-

lem per marked vertex leads to a fully computable guaranteed bound on the



84 Chapter 2. An adaptive hp-refinement strategy with inexact solvers

Algebraic error on elements

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

10-4 Algebraic error indicators

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

10-4
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algebraic energy error ‖∇(uex

7 − u7)‖ (left) and the algebraic error indicators
ηalg,K(u7) (right) obtained with the adaptive stopping criterion (2.45) satisfied,
γ` = 0.04.

error reduction factor between two successive inexact approximations. We

considered here two options for the local problems on patches around marked

vertices, with homogeneous Dirichlet and homogeneous Neumann boundary

conditions. The numerical experiments demonstrated the accuracy of the esti-

mated quantities while highlighting the applicability of the presented strategy.

For all the test cases the obtained meshes and polynomial degree distributions

lead to asymptotic exponential convergence rates. The further analysis of the

reduction factor Cred, as indicated in Remark 2.5.6, is on the agenda.
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Abstract

We analyze the adaptive refinement strategies for conforming hp-finite

element approximations of elliptic problems proposed in Daniel et al.

(2018a) for exact solvers and in Daniel et al. (2018b) for inexact alge-

braic solvers. Both of these strategies are driven by guaranteed equili-

brated flux a posteriori error estimators. The employed hp-refinement

criterion stems from solving two separate local residual problems posed

only on the patches of elements around marked vertices selected by a

bulk-chasing criterion. In particular, these references derived a fully

computable real number serving as a guaranteed bound on the ratio

of the error on two successive steps of the hp-adaptive loop. Here, our

focus is on theoretical analysis of such error reduction factors. Upon

introducing some additional assumptions on the h- and p-refinements

which ensure discrete stability of the equilibrated fluxes, we prove that

the computable reduction factors are strictly lower than one, in both

exact and inexact algebraic solver setting. Hence, a linear convergence

of the two adaptive strategies is granted.

3.1 Introduction

The adaptive finite element method (AFEM) is used in practice and the-

oretically studied for more than three decades. The analysis of the (op-

timal) convergence of AFEM is surely catalysed by the extensive research

dedicated to efficient and reliable a posteriori error estimates, see e.g. the

survey books by Ainsworth and Oden (2000) and Verfürth (2013). Roughly

a decade after the pioneering works by Gui and Babuška (1986b,a), Babuška

and Guo (1986a,b), the h-adaptive strategy for elliptic problems of Dörfler

(1996) laid the ground for Morin et al. (2000), to prove a plain conver-

gence result. Binev et al. (2004) followed with a modification of the method

from Morin et al. (2000) which they proved to have not only optimal con-

vergence rate but also optimal complexity in terms of the number of degrees

of freedom. Other important results are to be found in Morin et al. (2003,

2008), Cascón et al. (2008), and Carstensen et al. (2014). Most of the con-

vergence results were stated for methods driven by residual-type a posteriori

error estimates; the works addressing other types of estimators include those
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by Kreuzer and Siebert (2011) and Cascón and Nochetto (2012). In contrast,

convergence of hp-AFEM approximations has been addressed only recently

in Dörfler and Heuveline (2007), Bürg and Dörfler (2011), and Bank et al.

(2013). The most recent state of the art optimality result is to our knowledge

by Canuto et al. (2017a) hinging on an coarsening module due to Binev (2013,

2018) and the result of Canuto et al. (2017b) hinging on a saturation condition

assumption.

In this work, we aim to complete our recently proposed hp-adaptive re-

finement strategy with computable guaranteed bound on the error reduction

factor (Daniel et al. (2018a)) and its counterpart in an inexact algebraic solver

setting (Daniel et al. (2018b)) by rigorous convergence proofs. As in Daniel

et al. (2018a,b), we examine the Poisson equation with homogeneous Dirich-

let boundary conditions. Let Ω ⊂ Rd, d = 2, 3, be a polygonal/polyhedral

domain (open, bounded, and connected set) with a Lipschitz boundary ∂Ω,

and let H1
0 (Ω) denote the Sobolev space of all functions in L2(Ω) which have

all their first-order weak derivatives in L2(Ω) and a vanishing trace on ∂Ω.

Assuming that f ∈ L2(Ω), the model problem in its weak form reads: find

u ∈ H1
0 (Ω) such that

(∇u,∇v) = (f, v) ∀v ∈ H1
0 (Ω), (3.1)

where (·, ·) stands for the L2(Ω) or [L2(Ω)]
d

inner product. The conforming hp-

finite element method is used to discretize the model problem (3.1). Therein,

we consider only matching simplicial meshes without hanging nodes.

Scheme 3.1: Paradigm of an hp-adaptive algorithm employing an exact alge-
braic solver.

The first part of this chapter (Sections 3.2–3.5) is dedicated to the study

of the hp-adaptive algorithm in the exact setting, i.e. we assume exact (up

to machine precision) solution of all the resulting linear algebraic problems.

Typically, such algorithms follow the well-established paradigm presented in

Scheme 3.1. Particularly, in Daniel et al. (2018a), we showed that between

two consecutive steps of the adaptive loop from Scheme 3.1, it is possible to

compute explicitly a real number C`,red ∈ [0, 1] such that

‖∇(u− uex
`+1)‖ ≤ C`,red‖∇(u− uex

` )‖, (3.2)

where uex
` and uex

`+1 denote the exact finite element solutions from the respec-

tive iterations ` and ` + 1 of the adaptive loop. Even though we provided

numerical evidence in (Daniel et al., 2018a, Section 6), we did not prove that

the reduction factor C`,red of (Daniel et al., 2018a, Section 5) is bounded by
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a generic constant strictly smaller than one; this is the subject of our study

here. In order to achieve it, in contrast to Daniel et al. (2018a), in Sec-

tion 3.3 we introduce slightly modified versions of the modules MARK and RE-

FINE of Scheme 3.1 with some additional assumptions on the employed h- and

p-refinement methods. The key ingredients of the proof are the extension of

marked region in module MARK by one layer of elements, see Section 3.3.2, some

interior node properties requested for h-refinement, a stronger p-refinement

used within module REFINE, see Section 3.3.3, and the discrete stability of the

local equilibrated fluxes computed within the module ESTIMATE, proved in

Section 3.4. The only assumption is that we need to limit the maximal poly-

nomial degree since the present analysis is not p-robust. This is restrictive

from the theoretical viewpoint but completely reasonable in practice.

Scheme 3.2: Paradigm of an adaptive loop employing an inexact algebraic
solver.

However, as discussed in Daniel et al. (2018b), see also the references

therein, the use of exact algebraic solvers within the hp-adaptive algorithm is

not desirable, and not even feasible in most cases. Hence, in the second part

of this chapter (starting with Section 3.6), we extend our results concerning

the convergence of the hp-adaptive algorithm in the exact setting to the in-

exact setting. Following Daniel et al. (2018b), we incorporate the use of an

arbitrary inexact algebraic solver within the framework of adaptive algorithm

of Scheme 3.1 by replacing the module SOLVE by an adaptive sub-loop con-

sisting of modules ONE_SOLVER_STEP and ESTIMATE, see Scheme 3.2. We note

that incorporating the inexact solver is essential also for bounding the compu-

tational complexity of AFEM algorithms, cf. the seminal works of Binev et al.

(2004) and Stevenson (2005b, 2007). In these seminal works, however, the

authors present their h-adaptive AFEM algorithms in an abstract setting and

the inexact approximations are assumed to be sufficiently/arbitrarily close to

the exact ones. We treat carefully our choice of a practical adaptive stopping

criterion for the algebraic solver in order to ensure the convergence of the

adaptive algorithm. The idea is to balance adaptively the algebraic error and

the discretization error at each step of the adaptive procedure, cf. Becker et al.

(1995), Becker and Mao (2009), Becker et al. (2010), Jiránek et al. (2010), Ar-

ioli et al. (2013a), Ern and Vohraĺık (2013), Becker et al. (2015), Rey et al.

(2014), Papež et al. (2017) and the references therein. In particular, the alge-

braic error estimates proposed by Becker and Mao (2009), Becker et al. (2010)

depend on a constant ρit < 1 from an a priori argument which requires that the

employed iterative solver contracts the algebraic error at least by a factor ρit
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on each iteration, see (Becker and Mao, 2009, (6.2)–(6.3)). Arioli et al. (2013a)

proposed a practical stopping criterion leading to convergence of the inexact

adaptive algorithm employing the conjugate gradient method as the algebraic

solver, where the results are conditioned by a good estimate on the smallest

eigenvalue of the finite element system matrix. In contrast to these results,

the advantage of the present work is that no request on the algebraic solver

is made and our bounds on algebraic, discretization, and total error do not

contain any generic constant and remain fully computable, see Section 3.6.1.

Consequently, the values of the stopping parameter γ̃`, which expresses the

percentage of the algebraic error with respect to the total error, do not need to

theoretically take excessively small (and unknown) values but can stay around

the reasonable-in-practice value 0.1. The proper choice of stopping criterion

together with the modifications of modules MARK and REFINE, introduced in

the exact setting, then allow us to show, in extension of (3.2), the error re-

duction property between two consecutive inexact approximations u` and u`+1

produced by the adaptive loop of Scheme 3.2

‖∇(u− u`+1)‖ ≤ C`,red‖∇(u− u`)‖, (3.3)

with the fully computable factor 0 ≤ C`,red ≤ C < 1. This theoretical result

improves the developments of (Daniel et al., 2018b, Theorem 5.4), where the

reduction factor, derived therein in a slightly different form in comparison

to the present C`,red, was not showed to be bounded by a generic constant

strictly smaller than one. In particular, the reduction property (3.3), showed in

Section 3.8 here, implies the convergence of the adaptive algorithm prescribed

by Scheme 3.2.

3.2 Framework and notation

Within the adaptive loops of Schemes 3.1 and 3.2, a sequence {(T`,p`)}`≥0,

with ` ≥ 0 the iteration counter, is generated. Each pair (T`,p`) consists of a

matching simplicial mesh T` of the computational domain Ω, i.e. a finite col-

lection of (closed) simplices K ∈ T` covering Ω and such that the intersection

of two different simplices is either empty or their d′-dimensional common face,

0 ≤ d′ ≤ d−1, and of a polynomial-degree distribution vector p` := {p`,K}K∈T`
which assigns a degree p`,K ∈ N≥1 to each simplex K ∈ T`. Moreover, each

pair (T`,p`) prescribes a discrete finite-dimensional space V`, defined as

V` := Pp`(T`) ∩H1
0 (Ω), ∀` ≥ 0,

where Pp`(T`) denotes the space of piecewise polynomials of total degree at

most p`,K on each simplex K ∈ T`. Let us denote by N` the dimension of the

`-th level space V`. Note that we enforce the H1
0 (Ω)-conformity of the spaces
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V` for all ` ≥ 0. In addition, we make the following nestedness assumption:

V` ⊂ V`+1, ∀` ≥ 0. (3.4)

The initial pair (T0,p0) is assumed to be given. Then, the purpose of

each step ` ≥ 0 of the adaptive loops of Schemes 3.1 and 3.2 is to determine

the next pair (T`+1,p`+1). The nestedness property (3.4) gives us two crucial

restrictions on the meshes and polynomial-degree distributions defining the

spaces V`: (i) the sequence of meshes {T`}`≥0 needs to be hierarchically nested,

i.e., for all ` ≥ 1 the mesh T` is a refinement of T`−1 such that for all K ∈ T`,
there is a unique simplex K̃ ∈ T`−1, called the parent of K, satisfying K ⊆ K̃;

(ii) The local polynomial degree is locally increasing, i.e., for all ` ≥ 1 and

all K ∈ T`, p`,K ≥ p`−1,K̃ , where K̃ ∈ T`−1 is the parent of K. Moreover,

we assume the following standard shape-regularity property: There exists a

constant κT > 0 such that maxK∈T` hK/ρK ≤ κT for all ` ≥ 0, where hK is

the diameter of K and ρK is the diameter of the largest ball inscribed in K.

We denote by V` (F`) the set of vertices ((d− 1)-dimensional faces) of T`
decomposed into interior vertices ((d − 1)-dimensional faces) V int

` (F int
` ) and

boundary vertices ((d − 1)-dimensional faces) Vext
` (F ext

` ). For each vertex

a ∈ V`, ` ≥ 0, the so-called hat function ψa
` is the continuous, piecewise affine

function that takes the value 1 at the vertex a and the value 0 at all the other

vertices of V`; the function ψa
` is in V` for all a ∈ V int

` and all polynomial

degrees p`. Furthermore, we consider the simplex patch T a
` ⊂ T` which is the

collection of the simplices sharing the vertex a ∈ V`, with ωa
` the corresponding

open subdomain of Ω, coinciding with the support of ψa
` . Let Fa

` ⊂ F` denote

the set of all the (d − 1)-dimensional faces in the patch T a
` . This set can be

further decomposed into Fa,int
` , the subset of faces from Fa

` that share the

vertex a and are shared by two distinct simplices in T a
` , and Fa,ext

` , the faces

from Fa
` lying in ∂ωa

` , so that Fa
` = Fa,int

` ∪ Fa,ext
` . For any F ∈ F`, nF

stands for a unit vector normal to F with an arbitrary but fixed orientation.

The operator [[·]] yields the jump, in the direction of nF , of the traces of the

argument from the two simplices that share F ∈ F int
` , and the actual trace for

F ∈ F ext
` . Finally, for each simplex K ∈ T`, V`,K denotes the set of vertices of

K and F`,K denotes the set of (d− 1)-dimensional faces of element K ∈ T`.

3.3 The hp-adaptive algorithm – exact setting

In this section, we first recall the modules SOLVE and ESTIMATE as defined

in Daniel et al. (2018a). Afterwards, we introduce the slightly modified ver-

sions of the remaining modules MARK and REFINE from the adaptive loop of

Scheme 3.1, allowing us to prove the convergence of such an adaptive algo-

rithm. In order to avoid technicalities with data oscillation, we suppose:

Assumption 3.3.1 (Source term f). In the following analysis, the datum f is

assumed to be piecewise polynomial of variable degree at most pf with respect
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to the coarsest partition T0, f ∈ Ppf (T0), such that pf ≤ p0 − 1. In the

special case f |K, K ∈ T0, we set pf,K := 0.

3.3.1 The modules SOLVE and ESTIMATE

Let ` ≥ 0 denote the current iteration counter. The module SOLVE takes as

input the current finite element space V` ⊂ H1
0 (Ω) and outputs the Galerkin

approximation uex
` ∈ V` of the weak solution u of (3.1) defined as the unique

solution of

(∇uex
` ,∇v`) = (f, v`) ∀v` ∈ V`. (3.5)

Note that obtaining uex
` is equivalent to computing the exact solution of the

system of linear algebraic equations

A`U
ex
` = F`, (3.6)

where {ψn` }1≤n≤N` is the basis of the `-th level space V` such that uex
` :=∑N`

n=1 (Uex
` )n ψ

n
` .

Following Destuynder and Métivet (1999), Braess and Schöberl (2008),

Ern and Vohraĺık (2015), Doleǰśı et al. (2016), Ern and Vohraĺık (2016), see

also the references therein, the module ESTIMATE relies on an equilibrated

flux a posteriori error estimate on the energy error ‖∇(u−uex
` )‖. The module

ESTIMATE takes as input the finite element solution uex
` and outputs a collection

of local error indicators {ηK}K∈T` .
The equilibrated flux is constructed locally on the simplex patches T a

`

attached to each vertex a ∈ V`. For this construction, we consider as

in Doleǰśı et al. (2016), Daniel et al. (2018a) the local polynomial degree

pest
a := maxK∈T a

`
p`,K (any other choice so that pest

a ≥ maxK∈T a
`
p`,K can also

be employed). For a fixed vertex a ∈ V`, let the broken space

RTNp (T a
` ) := {v` ∈ [L2(ωa

` )]d; v`|K ∈ RTNp(K), ∀K ∈ T a
` },

where RTNp(K) := [Pp(K)]d + Pp(K)x is the usual p-th order Raviart–

Thomas–Nédélec space (cf. Brezzi and Fortin (1991), Roberts and Thomas

(1991)) on a simplex K ∈ T`. Then, the patchwise normal-trace-continuous

spaces Va
` with homogeneous Neumann boundary conditions in which the

local equilibration will be performed are defined by

Va
` :=

{
{v` ∈ RTNpest

a
(T a
` ) ∩H(div, ωa

` ); v`·nωa
`

=0 on ∂ωa
` } if a ∈ V int

`

{v` ∈ RTNpest
a

(T a
` ) ∩H(div, ωa

` ); v`·nωa
`

=0 on ∂ωa
` \ ∂Ω} if a ∈ Vext

` .

(3.7)

Definition 3.3.2 (Equilibrated flux σ` by local minimizations). Let uex
` be the

solution of (3.5). For each vertex a ∈ V`, let the local equilibrated flux σa
` ∈ Va

`
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be defined by the local minimization problem

σa
` := arg min

v` ∈ Va
` ,

∇·v` = ψa
` f −∇ψa

` ·∇u`

‖ψa
`∇uex

` + v`‖ωa
`
. (3.8)

Then, extending each local contribution σa
` by zero outside ωa

` , the global

H(div,Ω)-conforming equilibrated flux σ` is constructed as

σ` :=
∑
a∈V`

σa
` .

Note that the Neumann compatibility condition
∫
ωa
`
ψa
` f−∇ψa

` ·∇u` = 0 for

the problem (3.8) is satisfied for all a ∈ V int
` as a direct consequence of (3.5)

(consider ψa
` as a test function in (3.5)). The global H(div,Ω)-conformity

of σ` follows from imposing the zero normal trace of functions in the local

spaces Va
` , cf. the definition (3.7). Then, as stated in Destuynder and Métivet

(1999), Braess and Schöberl (2008), see also (Doleǰśı et al., 2016, Theorem

3.3), the following guaranteed upper bound on the energy error holds true

‖∇(u−uex
` )‖ ≤ η(uex

` , T`) :=

{∑
K∈T`

η2
K(uex

` )

} 1
2

, ηK := ‖∇uex
` +σ`‖K . (3.9)

Note that due to Assumption 3.3.1 the local estimator ηK does not include the

so-called data oscillation term, as opposed to (Doleǰśı et al., 2016, Theorem

3.3).

3.3.2 The module MARK

The module MARK takes as input the local error estimators from (3.9) and

proceeds in two phases.

The first phase corresponds to the module MARK used in Daniel et al.

(2018a). We select the smallest subset of marked vertices Ṽθ` ⊂ V` using a

bulk-chasing criterion inspired by the well-known Dörfler’s criterion (cf. Dör-

fler (1996))

η

(
uex
` ,
⋃
a∈Ṽθ`

T a
`

)
≥ θ η(uex

` , T`), (3.10)

where θ ∈ (0, 1] is a fixed threshold parameter, and for a subset S ⊂ T`, we

adopt the notation η(uex
` ,S) :=

{∑
K∈S ηK(uex

` )2
}1/2

. Then, letting

Mθ
` :=

⋃
a∈Ṽθ`

T a
` ⊂ T`

be the collection of all the simplices that belong to a patch associated with a



94 Chapter 3. Convergence of adaptive hp-refinement strategies

marked vertex, we observe that (3.10) means that η(uex
` ,Mθ

`) ≥ θ η(uex
` , T`).

Let us denote by ω` :=
⋃

a∈Ṽθ`
ωa
` the open subdomain corresponding to the set

of elementsMθ
` . A possible reduction of computational cost of such algorithm

is proposed in (Dörfler, 1996, Section 5.2).

In a second phase, we define an extension of the set of marked vertices Ṽ]`
with the corresponding set of elements M]

` in the following way

Ṽ]` :=
⋃

K∈Mθ
`

V`,K and M]
` :=

⋃
a∈Ṽ]`

T a
` ,

In other words, we extend the set Mθ
` by one more layer of neighbouring

elements in contact with the boundary ∂ω`, see Figure 3.1 for an illustra-

tion. In addition, let us define by ω]` :=
⋃

a∈Ṽ]`
ωa
` the corresponding open
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Figure 3.1: An example of local error estimators ηK(uex
` ) from (3.9) (left) and

illustration of the corresponding set of marked vertices Ṽθ` = {a1} and its

extension Ṽ]` = {a1, a2, . . . , a8}, θ = 0.5 (right). The region highlighted in red
color corresponds to the subdomain ω`, and its union with the yellow region
region amounts to the subdomain ω]`.

subdomain of M]
`. This extension is motivated by the structure of the error

estimate (3.9), stemming from equilibrated flux σ` composed of local patch-

wise contributions σa
` . It plays a particular role later in our convergence proof,

when we decompose the error estimate η(uex
` ,Mθ

`) into a sum of local patch-

wise contributions in (3.55) with their corresponding domains of definitions

possibly exceeding ω`, but always included in the extended domain ω]`. The

present theoretical analysis requires the extension of the marked region. This

is the price we pay to estimate the error reduction factor C`,red of (3.2) more

precisely compared to the following:

Remark 3.3.3 (Marking without the additional layer). One could employ the

following patchwise form of the error estimate, cf. (Ern and Vohraĺık, 2015,
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Lemma 3.22) and (Canuto et al., 2017b, Proposition 3.1),

‖∇(u− uex
` )‖ ≤

√
d+ 1

{∑
a∈V`

ηa(uex
` )2

} 1
2

, ηa(uex
` ) := ‖ψa

`∇uex
` + σa

` ‖ωa
`
,

(3.11)

instead of the essentially elementwise form (3.9). This would result in no need

to extend the obtained set of marked vertices Ṽθ` by the additional layer and

overall a simpler hp-adaptive algorithm. However, the presence of the con-

stant
√
d+ 1 already in the error estimate (3.11) would lead to deterioration

of the bound on the error reduction factor C`,red.

3.3.3 The module REFINE

The module REFINE takes as input the extended set of marked vertices Ṽ]`
and outputs the mesh T`+1 and the polynomial-degree distribution p`+1 to

be used at the next iteration of the adaptive loop from Scheme 3.1. In the

following we only highlight the changes with respect to the module REFINE

proposed in Daniel et al. (2018a,b) and provide a summary of the present

slightly modified version in Algorithm 3.

We denote the polynomial-degree distribution in the patch T a
` by the vec-

tor pa
` := {p`,K}K∈T a

`
. The idea employed in Daniel et al. (2018a,b) is to

emulate separately the effects of h- and p-refinement on a patch assigned to a

marked vertex using two distinct local patch-based spaces. For this purpose,

let us introduce a matching simplicial refinement T a,h
` (see the center panel of

Figure 3.2), obtained from T a
` by dividing each simplex K ∈ T a

` into at least

six children simplices such that a node interior to all the elements K ∈ T a
`

as well as all the faces F ∈ Fa,int
` is created, cf. the requirement of having an

interior node and its implementation in two and three dimensions in Morin

et al. (2002). The corresponding polynomial-degree distribution pa,h
` is sim-

ply obtained from pa
` by assigning to each newly-created simplex the same

polynomial degree as its parent. Next, let the polynomial-degree distribution

vector pa,p
` be set by assigning to each simplex K ∈ T a,p

` := T a
` the polynomial

degree max{p`,K + d− 1, pf,K + d+ 1}, with pf,K the local polynomial degree

of f on K (see the right panel of Figure 3.2). We note that the employed

refinement methods differ from those suggested in Daniel et al. (2018a,b). In

particular, the stricter requirements on h- and p-refinements are motivated by

the theory developed in Section 3.4.

Following Daniel et al. (2018a,b), the hp-decision is made on the basis of

the two local primal solves on the patches T a
` , but this time, for each vertex a

from the extended set of marked vertices Ṽ]` , not only for the vertices from

the set Ṽθ` as in Daniel et al. (2018a,b). Hence, for each vertex a ∈ Ṽ]` , we

consider the local patch-based spaces V a,h
` and V a,p

` given by

V a,h
` := Ppa,h

`
(T a,h
` ) ∩H1

0 (ωa
` ), V a,p

` := Ppa,p
`

(T a,p
` ) ∩H1

0 (ωa
` ), (3.12)
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Figure 3.2: An example of patch T a
` together with its polynomial-degree dis-

tribution pa
` (left), its h-refined version (center), and its p-refined version

(right).

and we let ra,h ∈ V a,h
` and ra,p ∈ V a,p

` , the h- and p-refinement residual liftings

respectively, solve

(∇ra,h,∇va,h)ωa
`

= (f, va,h)ωa
`
− (∇uex

` ,∇va,h)ωa
`

∀ va,h ∈ V a,h
` , (3.13a)

(∇ra,p,∇va,p)ωa
`

= (f, va,p)ωa
`
− (∇uex

` ,∇va,p)ωa
`

∀ va,p ∈ V a,p
` . (3.13b)

We consider here the case where the two local primal solves use Dirichlet

boundary conditions; for the possible use of Neumann boundary conditions, we

refer to Daniel et al. (2018b). The rest of the module REFINE including the hp-

decision criterion and an actual refinement leading to the new pair (T`+1,p`+1)

is outlined in Algorithm 3. We note that in order to prove convergence, we

need to limit the maximal polynomial degree by a user-defined value pmax.

In order to not exceed this threshold, h-refinement may be employed also

for elements for which p-refinement is suggested by our refinement criterion,

cf. lines 7–8 in Algorithm 3. However, such restrictions on maximal polynomial

degree are typically present in practical implementations of hp-methods.

3.3.4 Discrete lower bound on the incremental error on

marked simplices

Once the new pair (T`+1,p`+1) is determined within the REFINE module of

Section 3.3.3 (recall that V`+1 := Pp`+1
(T`+1)∩H1

0 (Ω)), the finite element space

to be used on iteration (` + 1) of the adaptive loop of Scheme 3.1 is at our

disposal. We now proceed by extending the discrete lower bound of (Daniel

et al., 2018a, Lemma 5.1) to the present setting. For all the vertices a from

the extended set of marked vertices Ṽ]` , let us set, in extension of (3.12),

V a,hp
` := V`+1|ωa

`
∩H1

0 (ωa
` ) (3.14)

and construct the residual lifting ra,hp ∈ V a,hp
` by solving

(∇ra,hp,∇va,hp)ωa
`

= (f, va,hp)ωa
`
−(∇uex

` ,∇va,hp)ωa
`

∀ va,hp ∈ V a,hp
` . (3.15)
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Algorithm 3 (module REFINE)

1: module REFINE (Ṽ]`)
2: B Input: extended set of marked vertices Ṽ]`
3: B Output: new pair (T`+1,p`+1)

4: for all a ∈ Ṽ]` do
5: Compute the residual liftings ra,h, ra,p given by (3.13a) and (3.13b)
6: end for

. hp-decision on vertices:
7: Set Ṽp` := {a ∈ Ṽ]` | ‖∇ra,h‖ωa

`
< ‖∇ra,p‖ωa

`
and pest

a ≤ (pmax − d)}
8: Set Ṽh` := Ṽ]` \ Ṽ

p
`

. hp-decision on simplices:
9: Select Mh

` := {K ∈ T` | V`,K ∩ Ṽh` 6= ∅} ⊂ M
]
`

10: Select Mp
` := {K ∈ T` | V`,K ∩ Ṽp` 6= ∅} ⊂ M

]
`

. hp-refinement:
11: Build T`+1 from T` and Mh

` , such that T a,h
` ⊂ T`+1, ∀a ∈ Ṽh`

12: for all K ∈ T`+1 with its parent element K̃ ∈ T` do

13: p`+1,K :=

{
p`,K̃ if K̃ /∈Mp

`

p`,K̃ + max{d− 1, pf,K̃ + d+ 1− p`,K̃} if K̃ ∈Mp
`

14: end for
15: end module

Then, after extending ra,hp by zero outside ωa
` , we have for the current

approximation uex
` ∈ V` and the next level’s approximation uex

`+1 ∈ V`+1,

by (Daniel et al., 2018a, Lemma 5.1) used with the extended set Ṽ]` in place

of Ṽθ` :

‖∇(uex
`+1− uex

` )‖ω]` ≥ ηM]
`

, ηM]
`

:=


∑

a∈Ṽ]
`

∥∥∇ra,hp∥∥2

ωa
`∥∥∥∇(∑

a∈Ṽ]
`

ra,hp
)∥∥∥

ω
]
`

if
∑

a∈Ṽ]`
ra,hp 6= 0,

0 otherwise.

(3.16)

Moreover, the above lower bound can be further localized using the fact that

each simplex has (d+ 1) vertices as

ηM]
`

≥

{∑
a∈Ṽ]`
‖∇ra,hp‖2

ωa
`

}1/2

√
d+ 1

; (3.17)

this can be seen from∥∥∥∥∥∇
(∑

a∈Ṽ]`

ra,hp

)∥∥∥∥∥
2

ω]`

=
∑
K∈M]

`

∥∥∥∥∥ ∑
a∈Ṽ]`∩VK

∇ra,hp
∥∥∥∥∥

2

K
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≤
∑
K∈M]

`

(d+ 1)
∑

a∈Ṽ]`∩VK

‖∇ra,hp‖2
K

= (d+ 1)
∑
a∈Ṽ]`

‖∇ra,hp‖2
ωa
`
.

3.4 Discrete stability of equilibrated fluxes in

an exact setting

From now on, we use the shorthand notation x1 . x2 when there exists a

generic positive constant C that only depends on the space dimension d, the

shape-regularity κT of the underlying hierarchy of meshes, and the polynomial

degree of approximation employed locally such that x1 ≤ Cx2. Our main tool

will be the following:

Proposition 3.4.1 (Discrete stability of the local flux equilibration).

Let uex
` ∈ V` satisfy the hat function orthogonality

(f, ψa
` )ωa

`
− (∇uex

` ,∇ψa
` )ωa

`
= 0 ∀a ∈ V int

` ,

let the local equilibrated flux σa
` be constructed by (3.8), and let ra,hp be given

by (3.15). Then there holds

‖ψa
`∇uex

` + σa
` ‖ωa

`
. ‖∇ra,hp‖ωa

`
∀a ∈ Ṽ]` . (3.18)

To prove Proposition 3.4.1 we will rely on the two following auxiliary re-

sults employing the bubble function technique, cf. Verfürth (2013):

Lemma 3.4.2 (Discrete stability of the element residuals). Let ra,hp be given

by (3.15). Then

hK‖f + ∆uex
` ‖K . ‖∇ra,hp‖K ∀K ∈ T a

` ∀a ∈ Ṽ]` . (3.19)

Proof. Fix the element K ∈ T a
` and set

vK := (f + ∆uex
` )|K . (3.20)

We note that vK ∈ Pmax{p`,K−2,pf,K}(K), due to Assumption 3.3.1. Let us

define ψK , the bubble function on element K, depending on which refinement

has been applied within the REFINE module of Section 3.3.3 for the vertex a,

to be a function

ψK ∈

{
P1 (T`+1|K) ∩H1

0 (K) if a ∈ Ṽh`
Pd+1 (K) ∩H1

0 (K) if a ∈ Ṽp` ,
with ‖ψK‖∞,K = 1. (3.21)
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The equivalence of norms on finite-dimensional spaces gives

(vK , vK)K . (vK , ψKvK)K . (3.22)

This in combination with (3.20) yields

‖vK‖2
K . (vK , ψKvK)K = (f, ψKvK)K + (∆uex

` , ψKvK)K .

Then, noting that ∇uex
` ∈ H(div, K) and ψKvK ∈ H1

0 (K), employing the

Green theorem and using (3.15) and the Cauchy–Schwarz inequality, we obtain

‖vK‖2
K . (f, ψKvK)K − (∇uex

` ,∇(ψKvK))K = (∇ra,hp,∇(ψKvK))K ,

≤ ‖∇ra,hp‖K‖∇(ψKvK)‖K ,
(3.23)

where we have also crucially employed that ψKvK extended by zero is con-

tained in the space V a,hp
` due to (3.14) and (3.21). In particular, we use the

fact that either h-refinement has been employed and then T`+1 contains an in-

terior node, or p-refinement has been applied and then the polynomial degree

has been increased to at least p`,K +d. Then, using the inverse inequality (cf.,

e.g. (Quarteroni and Valli, 1994, Proposition 6.3.2)), we have

‖∇(ψKvK)‖K . h−1
K ‖ψKvK‖K . (3.24)

Moreover, from the definition of the bubble function ψK , there holds

‖ψKvK‖K ≤ ‖ψK‖∞,K‖vK‖K = ‖vK‖K . (3.25)

Finally, (3.23) with (3.24) and (3.25) lead to the assertion of the lemma.

Lemma 3.4.3 (Discrete stability of the face residuals). Let ra,hp be given

by (3.15), let TF denote the set of elements containing the two elements K ∈
T a
` that share a face F ∈ Fa,int

` , and let ωF be the corresponding open subdo-

main. Then

h
1
2
F‖[[∇u

ex
` ·nF ]]‖F . ‖∇ra,hp‖ωF ∀F ∈ Fa,int

` ∀a ∈ Ṽ]` .

Proof. Fix an edge F ∈ Fa,int
` . This time, set

vF := [[∇uex
` ·nF ]]|F (3.26)

and note that vF ∈ Pmax{p`,K−1,p0,K′−1}, where K,K ′ ∈ T a
` share the face F .

Let ψF be the bubble function on TF , depending on the refinement method

applied within the REFINE module of Section 3.3.3, namely for the vertex a

ψF ∈

{
P1 (T`+1|TF ) ∩H1

0 (ωF ) if a ∈ Ṽh`
Pd (TF ) ∩H1

0 (ωF ) if a ∈ Ṽp` .
with ‖ψF‖∞,ωF = 1.
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Then, by equivalence of norms on finite-dimensional spaces, similarly to (3.22),

there holds

(vF , vF )F . (vF , ψFvF )F . (3.27)

Let us keep the same notation for the extension of the function vF , with its

original domain of definition being only the face F , to a function defined on

the simplices of TF . The extension is done by constant values in the direction

of the barycenter of the face towards the vertex opposite to F . Then, the

following estimate holds true

‖vF‖ωF . h
1
2
F‖vF‖F . (3.28)

Employing (3.27), (3.26), and expanding the jump term with TF := {K,K ′}
and the convention that nF points from K to K ′, we have

‖vF‖2
F . (vF , ψFvF )F = ((∇uex

` |K) |F ·nF , ψFvF )F − ((∇uex
` |K′) |F ·nF , ψFvF )F

= ((∇uex
` |K) |∂K ·n∂K , ψFvF )∂K + ((∇uex

` |K′) |∂K′ ·n∂K′ , ψFvF )∂K′ .

(3.29)

We have also used the fact that (ψFvF ) |∂ωF = 0 due to the definition of the

bubble function ψF . Moreover, (ψFvF ) |K ∈ H1(K) and∇uex
` ∈ H(div, K), for

each simplexK ∈ TF , so we are able to apply the Green theorem for both of the

terms on the right-hand side of (3.29). Adding and subtracting (f, ψFvF )ωF ,

as ψFvF extended by zero is in V a,hp
` , and recalling the discrete problem (3.15),

we finally obtain

‖vF‖2
F . (∇uex

` ,∇(ψFvF ))ωF − (f, ψFvF )ωF + (f + ∆uex
` , ψFvF )ωF

= −(∇ra,hp,∇(ψFvF ))ωF + (f + ∆uex
` , ψFvF )ωF .

(3.30)

Again, the face interior node property/appropriate polynomial degree increase

were important. From the definition of the bubble function ψF , there holds

‖ψFvF‖ωF ≤ ‖ψF‖∞,ωF ‖vF‖ωF = ‖vF‖ωF , (3.31)

while the inverse inequality and the shape-regularity of the mesh T` give

‖∇(ψFvF )‖ωF . h−1
F ‖ψFvF‖ωF . (3.32)

Then, the following chain of inequalities holds true due to the Cauchy–Schwarz

inequality, (3.31), (3.32), and (3.28):

‖vF‖2
F . ‖∇ra,hp‖ωF ‖∇(ψFvF )‖ωF + ‖f + ∆uex

` ‖ωF ‖ψFvF‖ωF
. ‖∇ra,hp‖ωFh−1

F ‖vF‖ωF + ‖f + ∆uex
` ‖ωF ‖vF‖ωF

.
(
‖∇ra,hp‖ωF + hF‖f + ∆uex

` ‖ωF
)
h
− 1

2
F ‖vF‖F .

The assertion of the lemma then follows from the above result combined
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with (3.19) and the shape-regularity of the mesh T`.

Proof of Proposition 3.4.1. Following (Diening et al., 2019, Appendix B), we

will crucially employ two reformulations of the local minimization prob-

lem (3.8). The Euler–Lagrange conditions for (3.8), imposing the divergence

constraint via a Lagrange multiplier, amount to solving the local Neumann

mixed finite element problem: seek the pair (σa
` , γ

a
` ) ∈ Va

` ×Qa
` such that

(σa
` ,v`)ωa

`
− (γa` ,∇·v`)ωa

`
= −(ψa

`∇uex
` ,v`)ωa

`
∀v` ∈ Va

` , (3.33a)

(∇·σa
` , q`)ωa

`
= (ψa

` f −∇uex
` ·∇ψa

` , q`)ωa
`
∀q` ∈ Qa

` , (3.33b)

with the patchwise discontinuous piecewise polynomial spaces Qa
` defined by

Qa
` :=

{
{q` ∈ Ppest

a
(T a
` ) ; (q`, 1)ωa

`
= 0} if a ∈ V int

` ,

Ppest
a

(T a
` ) if a ∈ Vext

` .
(3.34)

Next, imposing the normal trace continuity constraint on faces from Fa,int
`

and the no-flux condition on all faces from Fa,ext
` for a ∈ V int

` and only faces

from Fa,ext
` not lying on ∂Ω for a ∈ Vext

` via a Lagrange multiplier leads to the

hybridized formulation: Seek σa
` in the broken space RTNpest

a
(T a
` ), γa` ∈ Qa

` ,

and λF` ∈ Ppest
a

(F ) for all F ∈ Fa
` \ F

a,∂Ω
` such that∑

K∈T a
`

(ψa
`∇uex

` + σa
` , v`)K −

∑
K∈T a

`

(∇·v`, γa` )K +
∑
K∈T a

`

∑
F∈F`,K\Fa,∂Ω

`

(
v`·nK , λF`

)
F

= 0

∀v` ∈ RTNpest
a

(T a
` ),

(3.35a)∑
K∈T a

`

(∇·σa
` , q`)K =

∑
K∈T a

`

(ψa
` f −∇ψa

` ·∇uex
` , q`)K ∀q` ∈ Q

a
` , (3.35b)

−
∑
K∈ωF

(σa
` ·nK , ξ`)F = 0 ∀ξ` ∈ Ppest

a
(F ),∀F ∈ Fa

` \ F
a,∂Ω
` ,

(3.35c)

where we used the notation

Fa,∂Ω
` :=

{
∅ if a ∈ V int

` ,

Fa,ext
` ∩ F ext

` if a ∈ Vext
` .

(3.36)

We note that ψa
`∇uex

` + σa
` ∈ RTNpest

a
(T a
` ), thus we can use it as a test

function v` in (3.35a). Afterwards, employing γa` as a test function q` in (3.35b)

and λF` as ξ` in (3.35c), summing (3.35c) over all F ∈ F ∈ Fa
` \ F

a,∂Ω
` , finally

summing (3.35a)–(3.35c), we obtain

‖ψa
`∇uex

` + σa
` ‖2

ωa
`

=
∑
K∈T a

`

(ψa
` f −∇ψa

` ·∇uex
` +∇·(ψa

`∇uex
` ), γa` )K
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−
∑

F∈Fa
` \F

a,∂Ω
`

([[ψa
`∇uex

` ·nF ]], λF` )F

=
∑
K∈T a

`

(ψa
` (f + ∆uex

` ), γa` )K −
∑

F∈Fa
` \F

a,∂Ω
`

(ψa
` [[∇uex

` ·nF ]], λF` )F

(3.37)

≤
∑
K∈T a

`

‖ψa
` (f + ∆uex

` )‖K‖γa` ‖K +
∑

F∈Fa,int
`

‖ψa
` [[∇uex

` ·nF ]]‖F‖λF` ‖F ,

where for the estimate on the right-hand side of (3.37) we have also used the

fact that the hat function ψa
` |F = 0 ∀F ∈ Fa,ext

` for vertices a ∈ V int
` , and the

boundary faces are excluded from the sum and ψa
` |F = 0 ∀F ∈ Fa,ext

` \ Fa,∂Ω
`

for a ∈ Vext
` .

We now proceed by bounding the terms in the estimate of (3.37). Firstly,

by the inf-sup stability of the mixed discretization (3.33), see e.g. Brezzi and

Fortin (1991) or (Vohraĺık, 2010, Theorem 5.9), we have

‖γa` ‖ωa
`
. hωa

`
‖ψa

`∇uex
` + σa

` ‖ωa
`
. (3.38)

Secondly, the ‖ψa
` ‖∞,K ≤ 1 together with Lemma 3.4.2 yield the estimate

‖ψa
` (f + ∆uex

` )‖K ≤ ‖f + ∆uex
` ‖K . h−1

K ‖∇r
a,hp‖K ∀K ∈ T a

` . (3.39)

Combining (3.37) with (3.39), the Cauchy–Schwarz inequality, the shape-

regularity yielding hK ≈ hωa
`
, and (3.38), we obtain the estimate on the first

term ∑
K∈T a

`

‖ψa
` (f + ∆uex

` )‖K‖γa` ‖K .
∑
K∈T a

`

h−1
K ‖∇r

a,hp‖K‖γa` ‖K

. h−1
ωa
`
‖∇ra,hp‖ωa

`
‖γa` ‖ωa

`

. ‖∇ra,hp‖ωa
`
‖ψa

`∇uex
` + σa

` ‖ωa
`
. (3.40)

We continue by bounding the second term in the estimate of (3.37). By the

characterization of the degrees of freedom in the Raviart–Thomas–Nédélec

spaces, if F ∈ Fa,int
` is a face of an element K ∈ T a

` , we have

‖λF` ‖F = sup
v`∈RTN

pest
a

(K)

v`·nK |F 6=0
v`·nK |F ′=0∀F ′∈F`,K ,F ′ 6=F

(v`,r`)K=0∀r`∈
[
P
pest
a −1

(K)
]d

(v`·nK , λF` )F
‖v`·nK‖F

. (3.41)

Fix v` ∈ RTNpest
a

(K) with the constraints as in (3.41). Using this v` as a test

function in (3.35a) and the Cauchy–Schwarz inequality, we obtain

(v`·nK , λF` )F = (∇·v`, γa` )K − (ψa
`∇uex

` + σa
` ,v`)K



3.5. The proof of convergence with an exact solver 103

≤ ‖∇·v`‖K‖γa` ‖K + ‖ψa
`∇uex

` + σa
` ‖K‖v`‖K . (3.42)

We now treat the two terms of (3.42) separately. For the first term, we start

by employing the following inverse inequality

‖∇·v`‖K . h−1
K ‖v`‖K .

Furthermore, by scaling arguments, under the constraints of (3.41), we have

‖v`‖K . h
1
2
F‖v`·nK‖F . (3.43)

The first term of (3.42) can then be bounded as follows:

‖∇·v`‖K‖γa` ‖K . h−1
K ‖v`‖K‖γ

a
` ‖K . h

− 1
2

F ‖v`·nK‖F‖γ
a
` ‖K

. h
1
2
F‖v`·nK‖F‖ψ

a
`∇uex

` + σa
` ‖ωa

`
, (3.44)

where we have also used the bound (3.38) and the mesh shape-regularity

yielding hωa
`
≈ hK ≈ hF . On the other hand, (3.43) leads to the following

bound on the second term of (3.42)

‖ψa
`∇uex

` + σa
` ‖K‖v`‖K . h

1
2
F‖ψ

a
`∇uex

` + σa
` ‖K‖v`·nK‖F . (3.45)

In order to bound the supremum in (3.41), we combine (3.44), (3.45),

and (3.42), to get

‖λF` ‖F . h
1
2
F‖ψ

a
`∇uex

` + σa
` ‖ωa

`
. (3.46)

Afterwards, ‖ψa
` ‖F ≤ 1 and Lemma 3.4.3 yield

‖ψa
` [[∇uex

` ·nF ]]‖F ≤ ‖[[∇uex
` ]]·nF‖F . h

− 1
2

F ‖∇r
a,hp‖ωF . (3.47)

Using (3.46), (3.47), the shape-regularity yielding hF ≈ hF ′ , ∀F, F ′ ∈ Fa,int
` ,

and the Cauchy–Schwarz inequality, we get∑
F∈Fa,int

`

‖ψa
` [[∇uex

` ·nF ]]‖F‖λF` ‖F .
∑

F∈Fa,int
`

‖ψa
` [[∇uex

` ·nF ]]‖F h
1
2
F‖ψ

a
`∇uex

` + σa
` ‖ωa

`

. ‖∇ra,hp‖ωa
`
‖ψa

`∇uex
` + σa

` ‖ωa
`
. (3.48)

Finally, combining the bounds (3.40) and (3.48) with (3.37) proves the esti-

mate (3.18).

3.5 The proof of convergence with an exact

solver

Our first main result is:
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Theorem 3.5.1 (Guaranteed contractive bound on the energy error reduc-

tion factor). Let the pair (T`+1,p`+1) be obtained by the module REFINE of Sec-

tion 3.3.3, and let V`+1 = Pp`+1
(T`+1)∩H1

0 (Ω) be the finite element space to be

used on iteration (` + 1) of the adaptive algorithm prescribed by Scheme 3.1.

Let also ηM]
`

be the computable discrete lower bound defined by (3.16). Then,

two options arise. Either η(uex
` ,Mθ

`) = 0, in which case u` = u, and the

adaptive loop terminates. Or the new numerical solution uex
`+1 ∈ V`+1 satisfies

‖∇(u− uex
`+1)‖ ≤ C`,red‖∇(u− uex

` )‖ (3.49)

with

0 ≤ C`,red :=

√√√√
1− θ2

η2

M]
`

η2(uex
` ,Mθ

`)
≤ Cθ,d,κT ,pmax < 1, (3.50)

where C`,red is a fully computable bound on the error reduction factor

and Cθ,d,κT ,pmax is a generic constant only depending on the marking parame-

ter θ, the space dimension d, the mesh shape-regularity κT , and the maximal

polynomial degree pmax.

Proof. Let us assume that η(uex
` ,Mθ

`) 6= 0, the other case being trivial. The

proof proceeds in two steps. In the first step, we follow the proof of (Daniel

et al., 2018a, Theorem 5.2), see also proofs of (Morin et al., 2002, Theo-

rem 3.1), (Stevenson, 2007, Theorem 5.3), hinging on the Pythagorean rela-

tion

‖∇(u− uex
`+1)‖2 = ‖∇(u− uex

` )‖2 − ‖∇(uex
`+1 − uex

` )‖2. (3.51)

By the computable lower bound on the incremental error (3.16) and the mark-

ing criterion (3.10), we have

‖∇(uex
`+1 − uex

` )‖ ≥ ‖∇(uex
`+1 − uex

` )‖ω]` ≥ ηM]
`

=
ηM]

`

η(uex
` ,Mθ

`)
η(uex

` ,Mθ
`) ≥ θ

ηM]
`

η(uex
` ,Mθ

`)
η(uex

` , T`). (3.52)

Hence, combining (3.51) with (3.52) and using the error estimate (3.9), we

infer

‖∇(u− uex
`+1)‖2 ≤

(
1− θ2

η2

M]
`

η2(uex
` ,Mθ

`)

)
︸ ︷︷ ︸

=C2
`,red

‖∇(u− uex
` )‖2. (3.53)

In the second step, we show that the reduction factor C`,red defined in (3.50)

is indeed bounded by a strictly positive constant Cθ,d,κT ,pmax < 1. First, we
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verify that C2
`,red from (3.50) is strictly lower than one, i.e.

1− θ2
η2

M]
`

η2(uex
` ,Mθ

`)
< 1. (3.54)

As θ ∈ (0, 1], (3.54) is equivalent to showing that
η2

M]
`

η2(uex
` ,M

θ
` )
> 0. In or-

der to verify this, we show that
η2

M]
`

η2(uex
` ,M

θ
` )
≥ 1

C2 , with a constant C strictly

greater than 1, i.e. η2(uex
` ,Mθ

`) ≤ C2η2

M]
`

. For this, we decompose the er-

ror estimate η2(uex
` ,Mθ

`), using the partition of unity
∑

a∈VK ψ
a
` |K = 1, the

Cauchy–Schwarz inequality, and the fact that each simplex has (d+1) vertices

η2(uex
` ,Mθ

`) =
∑
K∈Mθ

`

‖∇uex
` + σ`‖2

K

=
∑
K∈Mθ

`

∥∥∥ ∑
a∈V`,K

(ψa
`∇uex

` + σa
` )
∥∥∥2

K

≤
∑
K∈Mθ

`

(d+ 1)
∑

a∈V`,K

‖ψa
`∇uex

` + σa
` ‖2

K

= (d+ 1)
∑
a∈Ṽ]`

‖ψa
`∇uex

` + σa
` ‖2

ωa
` ∩ω`

≤ (d+ 1)
∑
a∈Ṽ]`

‖ψa
`∇uex

` + σa
` ‖2

ωa
`
. (3.55)

We note that in (3.55), we have crucially employed the extended set of

marked vertices Ṽ]` of Section 3.3.2. Next, Proposition 3.4.1 applied on each

patchwise contribution ‖ψa
`∇uex

` + σa
` ‖ωa

`
of the sum in (3.55) and the local-

ization (3.17) of ηM]
`

given by (3.16) yield

η2(uex
` ,Mθ

`) ≤ C2
d,κT ,pmax

η2

M]
`

(3.56)

with a constant Cd,κT ,pmax > 1, depending only on the space dimension d,

the mesh shape-regularity κT , and the maximal polynomial degree pmax. Fi-

nally, employing (3.56) to bound C`,red in (3.53) from above and defining the

constant Cθ,d,κT ,pmax as

Cθ,d,κT ,pmax :=

√
1− θ2

C2
d,κT ,pmax

< 1

finishes the proof.

Assuming all the algebraic computations being performed in exact arith-

metics, Theorem 3.5.1 in particular implies:
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Corollary 3.5.2 (Convergence of the adaptive algorithm). Let the Assump-

tions of Theorem 3.5.1 be satisfied. Then

lim
`→∞
‖∇(u− uex

` )‖ = 0.

Remark 3.5.3 (Comparison with previous works). In contrast to the other re-

sults, see e.g. the reduction properties in Morin et al. (2002), Stevenson (2007),

Cascón and Nochetto (2012), Carstensen et al. (2014), Canuto et al. (2017a,b),

the reduction factor C`,red of (3.49) remains fully computable as in Daniel

et al. (2018a). Notably, in Canuto et al. (2017b), the authors have showed a

reduction property which is actually p-robust, i.e. with a constant independent

of the polynomial degrees p`, under additional assumption of a local saturation

property on each marked patch. This property has been, so far, only observed

numerically. It requests p-refinement of form p`+1,K = p`,K + dλp`,Ke, and

not the increment of the local polynomial degree by a constant factor which

we employ in this work. We note that the present reduction factor C`,red of

Theorem 3.5.1 has the same structure as the one of (Daniel et al., 2018a,

Theorem 5.2).

3.6 The inexact hp-adaptive algorithm

We now briefly review the building blocks of an inexact hp-adaptive algorithm

of Scheme 3.2 by summing up the necessary ingredients and notation of mod-

ules ONE_SOLVER_STEP and ESTIMATE from (Daniel et al., 2018b, Sections 4.1

and 4.2). A new version of the adaptive stopping criterion controlling the

adaptive sub-loop in Scheme 3.2 is defined in Section 3.6.2. In the present in-

exact setting, we crucially employ slightly modified modules MARK and REFINE,

described in Section 3.6.3, and formulate in Section 3.6.5 the necessary condi-

tions on the parameter of the adaptive stopping criterion ensuring convergence

of the adaptive algorithm also in this case.

3.6.1 Adaptive sub-loop of ONE_SOLVER_STEP and ESTI-

MATE

Let ` ≥ 1 be the current iteration number; we do not consider here the initial

state with ` = 0 (cf. (Daniel et al., 2018b, Section 4.1)) when simply the

exact algebraic solver and hp-refinement criteria from Section 3.3 are used.

We employ the module ONE_SOLVER_STEP exactly as in Daniel et al. (2018b)

with its output being an inexact approximation u` :=
∑N`

n=1(U`)nψ
n
` ∈ V` of

the Galerkin approximation uex
` given by (3.5). The vector U` ∈ RN` denotes

the current approximation to the exact solution Uex
` of the system (3.6). We

recall that the algebraic residual vector R` associated with U` is given by

R` := F` − A`U`. (3.57)
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Moreover, we employ its functional representation r` ∈ Pp`(T`), r`|∂Ω = 0,

satisfying

(r`, ψ
n
` ) = (R`)n 1 ≤ n ≤ N`. (3.58)

For details regarding the construction of such r`, we refer to (Papež et al.,

2018, Section 5.1). Note that the property (3.58) together with the algebraic

system (3.6) yield the functional equivalent of the algebraic relation (3.57)

(r`, v`) = (f, v`)− (∇u`,∇v`) v` ∈ V`. (3.59)

The quality of the current approximate solution u` obtained

by ONE_SOLVER_STEP is subsequently assessed within the ESTIMATE mod-

ule identical to the one from (Daniel et al., 2018b, Section 4.2) based

on equilibrated flux reconstructions by local problems on patches. The

module ESTIMATE in the inexact setting outputs a collection of local error in-

dicators {ηalg,K(u`), ηdis,K(u`)}K∈T` together with the total error lower bound

µ(u`). Let us recall the definition of the discretization flux reconstruction:

Definition 3.6.1 (Discretization flux reconstruction σ`,dis by local mini-

mization). Let u` be the current inexact approximation obtained by the mod-

ule ONE_SOLVER_STEP. For each a ∈ V`, let the local discretization flux recon-

struction σa
`,dis ∈ Va

` be given by the following local minimization problem

σa
`,dis := arg min

v` ∈ Va
` ,

∇·v` = ψa
` f −∇ψa

` ·∇u` − ψa
` r`

‖ψa
`∇u` + v`‖ωa

`
. (3.60)

Then, the discretization flux reconstruction is defined as σ`,dis :=
∑

a∈V` σ
a
`,dis,

with each local contribution σa
`,dis being extended by zero outside of ωa

` .

Note that the Neumann compatibility condition for the problem (3.60) is

a direct consequence of (3.59). Moreover, using the multilevel construction

described in (Papež et al., 2017, Section 6) and (Daniel et al., 2018b, Sec-

tion 4.2), we build the algebraic error flux reconstruction σ`,alg ∈ H(div,Ω)

such that

(∇·σ`,alg, q`)K = (r`, q`)K ∀K ∈ T`, ∀q` ∈ Pp`,K (K). (3.61)

Then, as established in Daniel et al. (2018b), cf. also Jiránek et al. (2010),

Ern and Vohraĺık (2013), Papež et al. (2017), the following upper bounds on

the energy norm of the total and algebraic error hold true:

‖∇ (u− u`)‖︸ ︷︷ ︸
total error

≤ η(u`, T`) :=

{∑
K∈T`

η2
K(u`)

} 1
2

,

with ηK(u`) := ‖∇u` + σ`,dis‖K︸ ︷︷ ︸
ηdis,K(u`)

+ ‖σ`,alg‖K︸ ︷︷ ︸
ηalg,K(u`)

, (3.62a)
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‖∇ (uex
` − u`)‖︸ ︷︷ ︸

algebraic error

≤ ηalg(u`, T`) :=

{∑
K∈T`

η2
alg,K(u`)

} 1
2

. (3.62b)

Next, for each vertex a ∈ V`, let V a
` be a suitable finite-dimensional subspace

of H1
∗ (ω

a
` )

H1
∗ (ω

a
` ) :=

{
{v ∈ H1(ωa

` ), (v, 1)ωa
`

= 0} if a ∈ V int
` ,

{v ∈ H1(ωa
` ), v = 0 on ∂ωa

` ∩ ∂Ω} if a ∈ Vext
` .

Following (Papež et al., 2018, Theorem 2), cf. also Daniel et al. (2018b), we

construct the total residual lifting ρ`,tot :=
∑

a∈V` ψ
a
` ρ

a
`,tot ∈ H1

0 (Ω), where

each vertex contribution solves the local primal finite element problem(
∇ρa`,tot,∇v`

)
ωa
`

= (f, ψa
` v`)ωa

`
− (∇u`,∇(ψa

` v`))ωa
`

∀v` ∈ V a
` .

Then, besides the upper bounds (3.62a) and (3.62b), the following lower bound

on the total error is at our disposal, supposing ρ`,tot 6= 0,

‖∇ (u− u`)‖ ≥
∑

a∈V`‖∇ρ
a
`,tot‖2

ωa
`

‖∇ρ`,tot‖
=: µ(u`). (3.63)

3.6.2 Adaptive stopping criterion for the algebraic

solver

The above error estimators computed within module ESTIMATE enable us to

objectively stop the adaptive sub-loop between the modules ONE_SOLVER_STEP

and ESTIMATE once the current approximation u` is such that

‖∇(uex
` − u`)‖ ≤ γ`‖∇(u− uex

` )‖, (3.64)

i.e. when the algebraic error is lower than a fraction (typically γ` > 0 is of order

0.1) of the discretization error. Relying on the output of the module ESTIMATE,

the requirement (3.64) is ensured due to Galerkin orthogonality of uex
`

‖∇(u− u`)‖2 = ‖∇(u− uex
` )‖2 + ‖∇(uex

` − u`)‖2

and (3.62b), (3.63) by the following criterion

ηalg(u`, T`) ≤ γ`

√
µ2(u`)− η2

alg(u`, T`)︸ ︷︷ ︸
discretization error lower bound

,

which is equivalent to criterion

ηalg(u`, T`) ≤ γ̃` µ(u`), (3.65)
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with

γ̃` =
γ`

(1 + γ2
` )

1
2

< 1,

already used in Papež et al. (2017), Daniel et al. (2018b). The choice of the

parameter γ̃` in (3.65) will follow from the theoretical analysis to be carried

out in Section 3.8 below.

3.6.3 Modules MARK and REFINE

For the seek of brevity, we keep the notation introduced in Section 3.3.2 un-

changed. The module MARK in the inexact setting takes as input an inexact

approximation u` and the corresponding error indicators computed within

module ESTIMATE. It proceeds again in two phases. However, in the marking

criterion (3.10) we employ in place of the total error estimator η(u`, ·) only

its component corresponding to the discretization error, so the modified bulk

chasing criterion to select a subset of marked vertices Ṽθ` ⊂ V` reads

ηdis

(
u`,

⋃
a∈Ṽθ`

T a
`

)
≥ θ ηdis(u`, T`), (3.66)

where ηdis(u`,S) := {
∑

K∈S ηdis,K(u`)
2} 1

2 , for any subset S ⊂ T`, and θ ∈ (0, 1]

a fixed threshold parameter. The rest of the module follows straightforwardly

the steps described in Section 3.3.2 leading to the extended set of marked

vertices Ṽ]` . In the module REFINE , the new pair (T`+1,p`+1) is determined on

the basis of the two local problems (3.13), but with an approximate solution u`
in place of the exact Galerkin approximation uex

` that is not at our disposal

here.

3.6.4 Discrete lower bound on the incremental error on

marked simplices

Proceeding as in the exact setting, for each vertex from the extended set of

marked vertices Ṽ]` , let the residual lifting ra,hp ∈ V a,hp
` be defined as the

solution of the local problem (3.15), but with uex
` replaced by the inexact

approximation u`:

(∇ra,hp,∇va,hp)ωa
`

= (f, va,hp)ωa
`
− (∇u`,∇va,hp)ωa

`
∀ va,hp ∈ V a,hp

` , (3.67)

with the local space V a,hp
` given by (3.14). Extending the residual liftings ra,hp

by zero outside ωa
` , let uex

`+1 ∈ V`+1 be the (unavailable) exact Galerkin ap-

proximation on the next level. By (Daniel et al., 2018b, Lemma 5.1) used
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with the extended set Ṽ]` in place of Ṽθ` , the following lower bound holds true

‖∇(uex
`+1 − u`)‖ω]` ≥ η∗M]

`

, η∗M]
`

:=


∑

a∈Ṽ]
`

∥∥∇ra,hp∥∥2

ωa
`∥∥∥∇(∑

a∈Ṽ]
`

ra,hp
)∥∥∥

ω
]
`

if
∑

a∈Ṽ]`
ra,hp 6= 0,

0 otherwise.

(3.68)

We note that the localization in the spirit of (3.17) is again possible here.

3.6.5 Conditions on the adaptive stopping criterion pa-

rameter γ̃`

We now specify the required conditions on the parameter γ̃` in the adaptive

stopping criterion (3.65) that will ensure error reduction on each adaptive loop

step and convergence of the inexact hp-adaptive algorithm of Scheme 3.2.

Let the iteration counter ` ≥ 1 be given. First, it turns out to be nec-

essary to emulate the hp-refinement decision for the current inexact approx-

imation u`. More precisely, after computing the error estimators associated

with the current approximation u` within the ESTIMATE module, we actu-

ally perform a supplementary call of the modules MARK and REFINE, defined

in Section 3.6.3, in order to obtain the auxiliary set of marked vertices and

the auxiliary refinement suggestions. Thus, the corresponding auxiliary lo-

cal patchwise spaces V a,hp
` given by (3.14) can be constructed. Furthermore,

for each vertex a from the auxiliary set of marked vertices, we construct the

residual lifting ra,hp ∈ V a,hp
` by solving the local problem (3.67) and we define

the following fully computable constants

Ca
st :=

‖ψa
`∇u` + σa

`,dis‖ωa
`

‖∇ra,hp‖ωa
`

+ ‖σ`,alg‖ωa
`

∀a ∈ Ṽ]` , and Cst := max
a∈Ṽ]`

Ca
st. (3.69)

We will prove below in Section 3.7 that these constants are uniformly bounded.

We note that computationally, their value is typically in the range 1–10. We

require that the parameter γ̃` in the adaptive stopping criterion (3.65), used

to evaluate the current approximation u`, is such that

0 < γ̃` <
θ√

2(d+ 1)Cst + θ
for ` = 1 (3.70a)

0 < γ̃` < min

(
θ√

2(d+ 1)Cst + θ
, (1− C∗`−1,red)

)
for ` ≥ 2, (3.70b)

where Cst is given by (3.69) and C∗`−1,red is the bound on the auxiliary error

reduction between the inexact approximation u`−1 and the exact (unavailable)

approximation uex
` , defined by (3.81) in Lemma 3.8.1 below. We note that the

number C∗`−1,red is computable and at our disposal at the end of the (`− 1)-th

iteration of the adaptive loop. We remark also that conditions (3.70) allow us
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to use the reasonable choice of γ̃` ≈ 0.1 in most cases, in contrast to (to our

knowledge) all results available in the literature so far. Moreover,

γ̃` < 1. (3.71)

3.7 Discrete stability of equilibrated fluxes in

an inexact setting

In this section, we extend the result of Section 3.4 to the inexact setting.

Recall that x1 . x2 means that there exists a generic positive constant C

that only depends on the space dimension d, the shape-regularity κT of the

underlying mesh, and the polynomial degree of approximation employed lo-

cally such that x1 ≤ Cx2. In particular, we show the following counterpart of

Proposition 3.4.1:

Proposition 3.7.1 (Discrete stability of the local flux equilibration in the

inexact setting). Let the approximate solution u` satisfy

(f, ψa
` )ωa

`
− (∇u`,∇ψa

` )ωa
`
− (r`, ψ

a
` )ωa

`
= 0 ∀a ∈ V int

` .

Let the local discretization flux reconstruction σa
`,dis be constructed by (3.60),

let the algebraic error flux reconstruction σ`,alg ∈ H(div,Ω) satisfy (3.61), and

let ra,hp be given by (3.67). Then there holds

‖ψa
`∇u` + σa

`,dis‖ωa
`
. ‖∇ra,hp‖ωa

`
+ ‖σ`,alg‖ωa

`
∀a ∈ Ṽ]` .

Thus, the constants Ca
st and Cst from (3.69) are uniformly bounded.

Proof. We follow the proof of Proposition 3.4.1 and the proof of (Papež et al.,

2017, Theorem 5.6). For a fixed vertex a ∈ Ṽ]` , let us recall from the proof

of Proposition 3.4.1 the two reformulations of the local minimization prob-

lem (3.60). First, it reads reads: find the pair (σa
`,dis, γ

a
` ) ∈ Va

` ×Qa
` such that

(
σa
`,dis,v`

)
ωa
`

− (γa` ,∇·v`)ωa
`

= −(ψa
`∇u`,v`)ωa

`
∀v` ∈ Va

` ,

(3.72a)(
∇·σa

`,dis, q`
)
ωa
`

= (ψa
` f −∇u`·∇ψa

` − ψa
` r`, q`)ωa

`
∀q` ∈ Qa

` ,

(3.72b)

with the test and trial spaces Va
` , Q

a
` defined by (3.7) and (3.34), respectively.

On the other hand, the hybridized formulation reads: find σa
`,dis in the broken

space RTNpest
a

(T a
` ), γa` ∈ Qa

` , and λF` ∈ Ppest
a

(F ), for all F ∈ Fa
` \ F

a,∂Ω
` , such

that
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∑
K∈T a

`

(
ψa
`∇u` + σa

`,dis, v`
)
K
−
∑
K∈T a

`

(∇·v`, γa` )K +
∑
K∈T a

`

∑
F∈F`,K\Fa,∂Ω

`

(
v`·nK , λF`

)
F

= 0

∀v` ∈ RTNpest
a

(T a
` ),

(3.73a)∑
K∈T a

`

(
∇·σa

`,dis, q`
)
K

=
∑
K∈T a

`

(ψa
` f −∇ψa

` ·∇u` − ψa
` r`, q`)K ∀q` ∈ Qa

` ,

(3.73b)

−
∑
K∈TF

(
σa
`,dis·nK , ξ`

)
F

= 0 ∀ξ` ∈ Ppest
a

(F ),∀F ∈ Fa
` \ F

a,∂Ω
` ,

(3.73c)

with Fa,∂Ω
` given by (3.36). In this hybridized formulation, we are allowed

to employ ψa
`∇u` + σa

`,dis ∈ RTNpest
a

(T a
` ) as a test function v` in (3.73a).

Furthermore, employing γa` as q` in (3.73b), λF` as ξ` in (3.73c), followed by

summing (3.73a)–(3.73c), analogously to (3.37), we obtain

‖ψa
`∇u`+σa

`,dis‖2
ωa
`
≤
∑
K∈T a

`

‖ψa
` (f+∆u`+r`)‖K‖γa` ‖K+

∑
F∈Fa,int

`

‖ψa
` [[∇u`·nF ]]‖F‖λF` ‖F .

(3.74)

We have also used the fact that the hat function ψa
` |F = 0 ∀F ∈ Fa,ext

` for

vertices a ∈ V int
` , whereas the boundary faces are excluded from the sum and

ψa
` |F = 0 ∀F ∈ Fa,ext

` \ Fa,∂Ω
` for a ∈ Vext

` .

We proceed by treating the first term of (3.74). First, to bound

‖ψa
` (f + ∆u` + r`)‖K from above, we employ the triangle inequality

‖ψa
` (f+∆u`+r`)‖K≤‖ψa

` ‖∞,K ‖f+∆u`−r`‖K≤‖f+∆u`‖K+‖r`‖K ∀K∈T a,h
` .

(3.75)

We note that the arguments used in proof of Lemma 3.4.2 stay valid also in the

inexact setting with only approximate solution u` and ra,hp now solving (3.67)

instead of (3.15). Hence, the element residual ‖f + ∆u`‖K in (3.75) satisfies

the property analogous to (3.19) from Lemma 3.4.2,

hK‖f + ∆u`‖K . ‖∇ra,hp‖K . (3.76)

To treat ‖r`‖K , we use the property (3.61) of the algebraic error flux recon-

struction σ`,alg and an inverse inequality. We thus obtain

‖r`‖K = ‖∇·σ`,alg‖K . h−1
K ‖σ`,alg‖K . (3.77)

The inf-sup stability of discretization (3.72), similarly to (3.38), yields

‖γa` ‖ωa
`
. hωa

`
‖ψa

`∇u` + σa
`,dis‖ωa

`
. (3.78)
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Combining (3.75) with (3.76) and (3.77), using the Cauchy–Schwarz inequal-

ity, the shape-regularity yielding hK ≈ hωa
`
, and estimate (3.78), we arrive

at∑
K∈T a

`

‖ψa
` (f + ∆u` + r`)‖K‖γa` ‖K .

∑
K∈T a

`

h−1
K (‖∇ra,hp‖K + ‖σ`,alg‖K)‖γa` ‖K

. h−1
ωa
`
(‖∇ra,hp‖ωa

`
+ ‖σ`,alg‖ωa

`
)‖γa` ‖ωa

`

. (‖∇ra,hp‖ωa
`

+ ‖σ`,alg‖ωa
`
)‖ψa

`∇uex
` + σa

` ‖.
(3.79)

On the other hand, for bounding the second term of (3.74), the arguments

used to obtain (3.48) in the proof of Proposition 3.4.1 remain valid also in the

inexact setting, so that∑
F∈Fa,int

`

‖ψa
` [[∇u`·nF ]]‖F‖λF` ‖F . ‖∇ra,hp‖ωa

`
‖ψa

`∇u` + σa
`,dis‖ωa

`
. (3.80)

Finally, employing the bounds (3.79) and (3.80) in (3.74) finishes the proof.

3.8 The proof of convergence with an inexact

solver

We start with an intermediate result giving a guaranteed bound on the er-

ror reduction factor between the current inexact approximation u` and the

(unavailable) next level exact solution uex
`+1. Namely, the following lemma im-

proves the result of (Daniel et al., 2018b, Lemma 5.3) in showing that the

reduction factor is strictly smaller than one:

Lemma 3.8.1 (Guaranteed contractive bound on the auxiliary energy error

reduction factor). Let the current inexact approximation u` be obtained by the

adaptive sub-loop of Section 3.6.1 employing the stopping criterion (3.65) with

the parameter γ̃` satisfying (3.70). Let also the pair (T`+1,p`+1) be obtained

by the module REFINE of Section 3.6.3 and let η∗
M]

`

be the computable discrete

lower bound defined by (3.68). Then, unless η(u`, T`) = 0, in which case

u` = u and the adaptive loop terminates, the next (unavailable) exact finite

element solution uex
`+1 ∈ V`+1 satisfies

‖∇(u− uex
`+1)‖ ≤ C∗`,red‖∇(u− u`)‖ (3.81)

with

0 ≤ C∗`,red :=

√√√√
1−

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2(u`, T`)
+ γ̃2

` ≤ C∗θ,γ̃`,d,κT ,pmax
< 1, (3.82)
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where C∗`,red is a fully computable bound on the auxiliary error reduction factor

and C∗θ,γ̃`,d,κT ,pmax
is a generic constant only depending on the marking param-

eter θ, the stopping criterion coefficient γ̃`, the space dimension d, the mesh

shape-regularity κT , and the maximal polynomial degree pmax.

Proof. Let us consider only the non trivial case when η(u`, T`) 6= 0. We follow

the proofs of Theorem 3.5.1 and Lemma 5.3 of Daniel et al. (2018b) and

proceed in two steps. In the first step, we note that the Pythagorean relation

between the current (available) inexact approximation u` and the (unavailable)

next level exact finite element solution uex
`+1 ∈ V`+1 holds true, we thus have

‖∇(u− uex
`+1)‖2 = ‖∇(u− u`)‖2 − ‖∇(uex

`+1 − u`)‖2. (3.83)

Employing the discrete lower bound (3.68) to bound the second term of on the

right-hand side of (3.83), adding and subtracting ‖σ`,alg‖2, using the adaptive

stopping criterion (3.65) with parameter γ̃` satisfying (3.70), and the total

error bounds (3.63) and (3.62a), we obtain the following chain of inequali-

ties leading to the computable bound on the auxiliary reduction factor C∗`,red

of (3.82):

‖∇(u− uex
`+1)‖2 ≤ ‖∇(u− u`)‖2 −

(
η∗M]

`

)2

− ‖σ`,alg‖2 + ‖σ`,alg‖2

= ‖∇(u− u`)‖2 −

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2(u`, T`)
η2(u`, T`) + ‖σ`,alg‖2

≤ ‖∇(u− u`)‖2 −

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2(u`, T`)
η2(u`, T`) + γ̃2

` µ
2(u`)

≤

1−

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2(u`, T`)
+ γ̃2

`


︸ ︷︷ ︸

=(C∗`,red)2

‖∇(u− u`)‖2. (3.84)

In the second step, we show that the reduction factor C∗`,red defined in (3.82)

is indeed bounded by a strictly positive constant C∗θ,γ̃`,d,κT ,pmax
< 1. The bound

on the total error estimate η(u`, T`) ≤ ηalg(u`, T`)+ηdis(u`, T`), with the estima-

tors η•(u`,S) := {
∑

K∈S η•,K(u`)
2} 1

2 defined for any subset S ⊆ T`, together

with the stopping criterion (3.65) and the total error lower bound (3.63) and

upper bound (3.62a), yield

η(u`, T`) ≤ ηalg(u`, T`) + ηdis(u`, T`)
≤ γ̃` µ(u`) + ηdis(u`, T`) ≤ γ̃` η(u`, T`) + ηdis(u`, T`).

Thus, since γ̃` < 1 from (3.71), we can bound the total error estimate η(u`, T`)
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only by means of its component corresponding to the discretization error

η(u`, T`) ≤
ηdis(u`, T`)
(1− γ̃`)

. (3.85)

Employing (3.85) and the marking criterion (3.66) to bound (C∗`,red)2 leads to

(C∗`,red)2 =1−

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2(u`, T`)
+ γ̃2

` ≤ 1−(1− γ̃`)2

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2
dis(u`, T`)

+ γ̃2
`

≤1− (1− γ̃`)2 θ2

(
η∗
M]

`

)2

+ ‖σ`,alg‖2

η2
dis(u`,Mθ

`)
+ γ̃2

` . (3.86)

We continue by showing that

(
η∗
M]
`

)2

+‖σ`,alg‖2

η2
dis(u`,M

θ
` )

≥ 1
C2 , with a constant C strictly

greater than 1. For this, we proceed similarly as in the exact setting while re-

lying on Proposition 3.7.1. By decomposition of the error estimate ηdis(u`, T`),
using the partition of unity

∑
a∈VK ψ

a
` |K = 1, the Cauchy–Schwarz inequality,

the fact that each simplex has (d+1) vertices, and the extended set of marked

vertices Ṽ]` , we can derive

η2
dis(u`,Mθ

`) =
∑
K∈Mθ

`

‖∇u` + σ`,dis‖2
K =

∑
K∈Mθ

`

∥∥∥ ∑
a∈V`,K

(ψa
`∇u` + σa

`,dis)
∥∥∥2

K

≤
∑
K∈Mθ

`

(d+ 1)
∑

a∈V`,K

‖ψa
`∇u` + σa

`,dis‖2
K

= (d+ 1)
∑
a∈Ṽ]`

‖ψa
`∇u` + σa

`,dis‖2
ωa
` ∩ω`

≤ (d+ 1)
∑
a∈Ṽ]`

‖ψa
`∇u` + σa

`,dis‖2
ωa
`
. (3.87)

Furthermore, Proposition 3.7.1 with the constant Cst, introduced in Sec-

tion 3.6.5, applied on each patchwise contribution ‖ψa
`∇u`+σa

`,dis‖2
ωa
`

in (3.87),

the inequality a2 +b2 ≤ 2a2 +2b2 for a, b ≥ 0, and the localization of the lower

bound η∗
M]

`

in the spirit of (3.17) lead to

η2
dis(u`,Mθ

`) ≤ (d+ 1)C2
st

∑
a∈Ṽ]`

(‖∇ra,hp‖ωa
`

+ ‖σ`,alg‖ωa
`
)2

≤ 2(d+ 1)C2
st

∑
a∈Ṽ]`

‖∇ra,hp‖2
ωa
`

+
∑
a∈Ṽ]`

‖σ`,alg‖2
ωa
`


≤ 2(d+ 1)2C2

st

(∑
a∈Ṽ]`
‖∇ra,hp‖2

ωa
`

d+ 1
+ ‖σ`,alg‖2

ω]`

)
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≤ 2(d+ 1)2C2
st

((
η∗M]

`

)2

+ ‖σ`,alg‖2

)
. (3.88)

Thus, using (3.88) to bound the ratio

(
η∗
M]
`

)2

+‖σ`,alg‖2

η2
dis(u`,M

θ
` )

in (3.86), we obtain

(C∗`,red)2 ≤ 1− (1− γ̃`)2 θ2

2(d+ 1)2C2
st

+ γ̃2
` . (3.89)

Then, in order to show that (C∗`,red)2 < 1, we need to ver-

ify 1 − (1− γ̃`)
2 θ2

2(d+1)2 (Cst)2 + γ̃2
` < 1, or equivalently

γ̃2
` <

(1− γ̃`)2 θ2

2(d+ 1)2C2
st

. (3.90)

Taking the square root and rearranging the terms of (3.90) yields (recall that

γ̃` < 1)

− (1− γ̃`)− 1

(1− γ̃`)
<

θ√
2(d+ 1)Cst

.

This can be simplified to

1

1− γ̃`
< 1 +

θ√
2(d+ 1)Cst

=

√
2(d+ 1)Cst + θ√

2(d+ 1)Cst

,

which can be further reorganized in order to obtain the condition (3.70a) on

γ̃`

γ̃` < 1−
√

2(d+ 1)Cst√
2(d+ 1)Cst + θ

=
θ√

2(d+ 1)Cst + θ
< 1.

Therefore, as the parameter γ̃` is taken such that the condition (3.70a) is

satisfied, the right-hand side of (3.89) is indeed strictly lower than 1. Thus,

defining the constant C∗θ,γ̃`,d,κT ,pmax
as

C∗θ,γ̃`,d,κT ,pmax
:=

√
1− (1− γ̃`)2 θ2

2(d+ 1)2C2
st

+ γ̃2
` < 1

finishes the proof.

The second main result of this chapter, completing Theorem 3.5.1 in the

inexact setting, is summarized in the following:

Theorem 3.8.2 (Guaranteed bound on the energy error reduction factor

between two inexact solutions). Let the current inexact approximation u` be

obtained by the adaptive sub-loop of Section 3.6.1 employing the stopping crite-

rion (3.65) with the parameter γ̃` satisfying (3.70). Let the pair (T`+1,p`+1) be

obtained by the module REFINE of Section 3.6.3 and let η∗
M]

`

be the computable
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discrete lower bound defined by (3.68). Let also C∗`,red < 1 be given by (3.82).

Moreover, let u`+1 ∈ V`+1 be the inexact finite element approximation on it-

eration (` + 1) of the adaptive loop prescribed by Scheme 3.2 satisfying the

stopping criterion

ηalg(u`+1, T`+1) ≤ γ̃`+1 µ(u`+1) (3.91)

with the parameter γ̃`+1 satisfying the conditions (3.70) (with the iteration

counter ` set to ` + 1). Then the resulting error reduction between the current

inexact approximation u` and the next inexact approximation u`+1 verifies

‖∇(u`+1 − u)‖ ≤ C`,red‖∇(u` − u)‖ with 0 ≤ C`,red :=
C∗`,red

(1− γ̃`+1)
< 1.

(3.92)

Proof. Following the proof of (Daniel et al., 2018b, Theorem 5.4), we add and

subtract ∇uex
`+1 inside the norm on the left hand side of (3.92). By triangle

inequality, we have

‖∇(u− u`+1)‖ ≤ ‖∇(u− uex
`+1)‖+ ‖∇(uex

`+1 − u`+1)‖. (3.93)

For bounding the first term, we employ the auxiliary estimate (3.81). We

bound the second term of (3.93), i.e. the algebraic error on the iteration (`+1),

by the algebraic error estimate ηalg(u`+1, T`+1) defined in (3.62b). Afterwards,

the stopping criterion (3.91) with the parameter γ̃`+1 and the total error lower

bound (3.63) lead to

‖∇(uex
`+1 − u`+1)‖ ≤ ηalg(u`+1, T`+1) ≤ γ̃`+1 µ(u`+1) ≤ γ̃`+1‖∇(u− u`+1)‖.

The error reduction property of (3.92) then follows from

‖∇(u− u`+1)‖ ≤ C∗`,red‖∇(u− u`)‖+ γ̃`+1‖∇(u− u`+1)‖.

In contrast to the proof of (Daniel et al., 2018b, Theorem 5.4), the auxiliary

reduction factor C∗`,red is strictly smaller than one and the conditions (3.70)

ensure that the reduction factor C`,red is also strictly smaller than one.

In extension to Corollary 3.5.2, Theorem 3.8.2 implies:

Corollary 3.8.3 (Convergence of the adaptive algorithm with inexact

solvers). Let the assumptions of Theorem 3.8.2 be satisfied. Then

lim
`→∞
‖∇(u− u`)‖ = 0.

3.9 Conclusions and outlook

The contribution of this work is the theoretical study of the adaptive refine-

ment strategies for conforming hp-AFEM proposed in Daniel et al. (2018a) for
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exact solvers and in Daniel et al. (2018b) for inexact solvers. We described in

detail all the necessary modifications of these two methods in order to guar-

antee strict error reduction on each step of the adaptive loop, and consequent

convergence of the resulting adaptive algorithms. The present theoretical re-

sults need to be further verified by appropriate numerical experiments. In par-

ticular, numerical tests are expected to confirm that the obtained meshes and

polynomial degree distributions still lead to asymptotic exponential conver-

gence and that the values of stopping coefficient γ̃` from (3.65), which needs to

satisfy the conditions (3.70), remain reasonable. The further theoretical anal-

ysis concerning the computational (quasi-)optimality of the proposed adaptive

algorithms will be a subject of some forthcoming work.



Appendix A

Implementation details of

hp-AFEM

All the numerical experiments in this thesis are performed in MATLAB (2017).

Furthermore, for generating the initial meshes only, Matlab’s Partial Differen-

tial Equation ToolboxTM is used. We use our own implementation of conform-

ing hp-AFEM and also arbitrary degree Raviart–Thomas–Nédélec spaces.

The main goal of this Appendix is to enlighten the implementation of the

hp-finite element method employing test spaces with possibly varying poly-

nomial degree among the mesh elements. In particular, we follow the imple-

mentation recommendations proposed by Bangerth and Kayser-Herold (2009).

While implementing the hp-version of the finite element method one needs to

deal with the redundant degrees of freedom in order to maintain the con-

formity/continuity of the numerical solution. Even though we consider only

conforming meshes here, we still cannot avoid the presence of “hanging nodes”

in form of the redundant degrees of freedom (we will refer to them as “hang-

ing DOFs”) on the interior edges between elements with different polynomial

degrees of local basis functions associated with them. There are two widely

used approaches how to handle this situation and remain the C0-continuity of

the final approximation:

� adding/removing the redundant degrees of freedom from one of the ele-

ments; thus extending/reducing the local approximation spaces

� introducing constraints for the “hanging DOFs”.

As suggested by Bangerth and Kayser-Herold (2009), we choose the second

approach. In our implementation, it is always the element with lower poly-

nomial degree that dominates the one with higher polynomial degree, i.e. the

values of the redundant degrees of freedom on the element with higher poly-

nomial degree are constrained using the values of the degrees of freedom on

the adjacent lower degree element. In the following, let us take a closer look

at a particular case in order to clarify the definition of such constraints.
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Figure A1: An example mesh T1 consisting of 8 elements together with the
polynomial degree distribution p1 (left) and the distribution of the degrees of
freedom with a snippet of their global numbering (right), N1 = 34.

The goal is to find a discrete function u1 ∈ V1 solving

(∇u1,∇v1) = (f, v1) ∀v1 ∈ V1, (A.1)

with the H1
0 (Ω)-conforming test space V1 built up on the mesh T1 and the

polynomial degree distribution p1 = {pK1 , . . . , pK8}, cf. Daniel et al. (2018a),

illustrated in Figure A1 (left). Note that the matrix form of problem (A.1)

with

V1 := Pp1(T1) ∩H1
0 (Ω), (A.2)

is not directly accessible due to the complexity of such space.

For the mesh T1 and polynomial degree distribution p1 from Figure A1, let

N1 be the total number of global degrees of freedom, see Figure A1 (right) for

the particular distribution of the Lagrangian nodes associated with them. The

“hanging DOFs”, redundant degrees of freedom, are in this case the degrees

of freedom 8, 9 (�× on K2) and 12, 13 (�× on K3), lying on the interior edges

between elementsK1, K2 andK3, K4. The values of these“hanging DOFs”will

be constrained by the degrees of freedom 5, 6, 7 and 5, 10 11 of the adjacent

lower degree elements, respectively. In general, for a mesh T`, we consider a

degree of freedom to be a“hanging DOF”if its corresponding Lagrangian node

lies on an interior edge between elements with different polynomial degrees and

it belongs only to the element with the higher polynomial degree.

We consider a set of global (possibly discontinuous) basis functions

ψ̂i1 ∈ Pp1(T1), i = 1, . . . , N1, (A.3)

constructed by gluing together all the local basis functions from the local

spaces PpK (K), K ∈ T1, corresponding to the same global Lagrangian node.

For illustration, in Figure A2 we plot such basis function corresponding to the
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interior vertex of the mesh from Figure A1. Note that the space V1 from (A.2)

Figure A2: The global basis function ψ̂5
1 constructed by gluing the local basis

functions corresponding to the interior vertex of the mesh from Figure A1;
note the discontinuity on the edges between elements with different polynomial
degrees.

forms a subspace of the space V̂1 := span{ψ̂1
1, . . . , ψ̂

N1
1 }. This in turn yields

the existence of a vector U1 ∈ RN1 such that

u1 =

N1∑
i=1

(U1)i ψ̂
i
1. (A.4)

Let K1 and K2 be the elements from Figure A1 (right), note that the

corresponding polynomial degrees are pK1 = 2 and pK2 = 3. The sought

function u1 is by its definition a C0-continuous function, thus in particular on

the edge eK1K2 = K1 ∩K2 we require

u1(x)|K1 = u1(x)|K2 ∀x ∈ eK1K2 . (A.5)

This gives us the constraints on the values of the coefficient vector U1 from

(A.4) corresponding to the “hanging DOFs”. Formulated in the matrix form

they read

(
(U1)8

(U1)9

)
=

(
ψ̂5

1|K1(x8) ψ̂6
1|K1(x8) ψ̂7

1|K1(x8)

ψ̂5
1|K1(x9) ψ̂6

1|K1(x9) ψ̂7
1|K1(x9)

)
︸ ︷︷ ︸

CK1→K2

(U1)5

(U1)6

(U1)7

 , (A.6)

where the elements of the local constraint matrix CK1→K2 are computed by

evaluating the restricted global basis functions ψ̂5
1|K1 , ψ̂6

1|K1 and ψ̂7
1|K1 in the

points x8, x9 associated with the “hanging DOFs”. Equivalently, the values of
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(U1)12, (U1)13 are constrained by

(
(U1)12

(U1)13

)
=

(
ψ̂5

1|K4(x12) ψ̂10
1 |K4(x12) ψ̂11

1 |K4(x12)

ψ̂5
1|K4(x13) ψ̂10

1 |K4(x13) ψ̂11
1 |K4(x13)

)
︸ ︷︷ ︸

CK4→K3

 (U1)5

(U1)10

(U1)11

 . (A.7)

Hence, there is exactly one constraint equation per each “hanging DOF”.

The above local constraints (A.6)-(A.7) are homogeneous and each can be

expressed using the whole vector U1 as

cTi U1 = 0,

where ci ∈ RN1 , i = 1, . . . , Nc, is a vector of weights for the i-th constraint

corresponding to the respective equation of local system such (A.6) and Nc is

a total number of the constrained degrees of freedom (in this particular case

Nc = 4). The set of all constraints can be written in a compact form

C1U1 = 0, (A.8)

where the global constrained matrix C1 is simply defined as

C1 :=

 (c1)T

...

(cNc)
T

 .

Once the constraint matrix C1 is computed, our original problem (A.1) posed

in the space V1 is equivalent to solving it with the test space V̂1 defined above

and in addition enforcing the constraint (A.8). This can be formulated as an

overdetermined system (
Â1

C1

)
U1 =

(
F̂1

0

)
, (A.9)

where Â1 is the stiffness matrix with entries (Â1)mn := (∇ψ̂n1 ,∇ψ̂m1 ) obtained

from (A.1) by employing the basis of space V̂1 and F̂1 is the corresponding

right-hand side vector. In general, for more complicated problems, e.g. prob-

lems with indefinite operators, this constrained form is not practically suitable;

even the existence of the solution is in general unclear. The proper way how

to deal with this situation is to apply a condensation procedure on the system

Â1U1 = F̂1.

Let us define the index set of all degrees of freedom as I := {1, . . . , N1}.
Furthermore let Ic, Iu be two disjoint index sets corresponding to constrained

(�×) and unconstrained (•, �) degrees of freedom respectively, such that

I = Ic ∪ Iu. We define the so-called condensed shape function for each
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unconstrained degree of freedom as

ψi1 := ψ̂i1 +
∑
j∈Ic

(cj)iψ̂
j
1 ∀i ∈ Iu. (A.10)

Note that these new shape functions satisfy the H1
0 (Ω)-conformity require-

ment, e.g. they are continuous, and they, in fact, form the basis of the space V1.

An illustration of the condensed shape function ψ5
1 is given in Figure A3.

Figure A3: The condensed basis function ψ5
1 constructed by (A.10).

Using the condensed shape functions from (A.10) we obtain the condensed

linear system

A1U1 = F1, (A.11)

where

(A1)i,j :=


(ψj1, ψ

i
1), if i, j ∈ Iu

1, if i = j and i ∈ Ic

0, otherwise

(A.12a)

(F1)i :=

{
(f, ψi1), if i ∈ Iu

0, if i ∈ Ic.
(A.12b)

We note that the dimensions of the matrix A1 and the right-hand side vec-

tor F1 of the condensed system (A.11) remain the same as the dimensions of

their counterparts Â1 and F̂1 from (A.9). Not reducing the dimension indeed

simplifies the algorithm remarkably from an implementation point of view. An

example of the structure of the matrices A1 and Â1 is provided in Figure A4.

The solution of the condensed system (A.11) uniquely determines only

the unknowns corresponding to unconstrained degrees of freedom, as the con-

densation (A.12) implies (U1)i = 0, for i ∈ Ic. Subsequently, the already

determined unknowns (U1)j, j ∈ Iu can be employed in the system (A.8) to

obtain the missing values (U1)i, i ∈ Ic, namely we set (U1)i := −(C1U1)i,
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i ∈ Ic. Let us also remark that, the condensed forms A1, F1 are in practice

obtained without an explicit construction of the condensed basis functions

defined by (A.10). All what is needed are the entries of their unconstrained

equivalents Â1, F̂1 which are subsequently combined using the entries of the

global constraint matrix C1.

0 5 10 15 20 25 30 35
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Figure A4: Illustration of the sparsity patterns of the stiffness matrix Â1

(left) and the matrix A1 (right) obtained by its condensation via (A.12). Both
matrices are computed in the setting prescribed by (T1,p1) as displayed in the
left panel of Figure A1, however, the indexing of degrees of freedom differs
from that used in the right panel of Figure A1. Here, the global indices of
four “hanging DOFs” are 16,17, 31 and 32 (corresponding lines and columns
are highlighted in red).

Finally, the general workflow that we follow while solving the problems

of form (A.1) with a mesh T` and polynomial degree distribution p` can be

summed up in the following steps:

1. Identification of the hanging nodes (setting up the index sets Ic, Iu) on

each interior edge between elements assigned with different polynomial

degree.

2. Construction of the local constraints of type (A.6)-(A.7) yielding the

overall global constraint matrix C`.

3. Assembling of the stiffness matrix Â` and right hand side vector F̂` using

all basis functions such (A.3).

4. Condensation of the assembled system via (A.12) followed by its reso-

lution with a possibly inexact algebraic solver yielding the values of the

unconstrained degrees of freedom only.

5. Computing the values of the constrained degrees of freedom from the

constraint equation C`U` = 0.
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E. Creusé and S. Nicaise. A posteriori error estimator based on gradient

recovery by averaging for convection-diffusion-reaction problems approxi-

mated by discontinuous Galerkin methods. IMA J. Numer. Anal., 33(1):

212–241, 2013. doi: 10.1093/imanum/drr052. URL https://doi.org/10.

1093/imanum/drr052.
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