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Abstract

One of the challenges in online reinforcement learning (RL) is that the agent
needs to trade off the exploration of the environment and the exploitation of
the samples to optimize its behavior. Whether we optimize for regret, sample
complexity, state-space coverage or model estimation, we need to strike a dif-
ferent exploration-exploitation trade-off. In this paper, we propose to tackle the
exploration-exploitation problem following a decoupled approach composed of:
1) An “objective-specific” algorithm that (adaptively) prescribes how many samples
to collect at which states, as if it has access to a generative model (i.e., a simulator
of the environment); 2) An “objective-agnostic” sample collection exploration strat-
egy responsible for generating the prescribed samples as fast as possible. Building
on recent methods for exploration in the stochastic shortest path problem, we first
provide an algorithm that, given as input the number of samples b(s, a) needed
in each state-action pair, requires O(BD + D3/2S2A) time steps to collect the
B =3, ,b(s,a) desired samples, in any unknown communicating MDP with
S states, A actions and diameter D. Then we show how this general-purpose ex-
ploration algorithm can be paired with “objective-specific” strategies that prescribe
the sample requirements to tackle a variety of settings — e.g., model estimation,
sparse reward discovery, goal-free cost-free exploration in communicating MDPs
— for which we obtain improved or novel sample complexity guarantees.

1 Introduction

One of the challenges in online reinforcement learning (RL) is that the agent needs to trade off
the exploration of the environment and the exploitation of the samples to optimize its behavior.
Whenever the agent needs to gather information about a specific region of the Markov decision
process (MDP), it must plan for a policy to reach the desired states, despite not having exact
knowledge of the environment dynamics. This makes solving the exploration-exploitation problem
in RL highly non-trivial and it requires designing a specific strategy depending on the learning
objective, such as PAC-MDP learning [e.g., 13, 47, 59], regret minimization [e.g., 28, 6, 29, 66] or
pure exploration [e.g., 30, 31, 39, 63, 64].

A simpler scenario considered in the literature is to assume access to a generative model or sampling
oracle (SO) [33]. Given any state-action pair (s, a), the SO returns a next state s’ drawn from the

transition probability p(+|s, a) and a reward (s, a). In this case, it is possible to focus exclusively on
where and how many samples to collect, while disregarding the problem of finding a suitable policy
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to obtain them. For instance, an SO can be used to obtain samples from the environment, which
are combined with dynamic programming techniques to compute an e-optimal policy. SO-based
algorithms can be as simple as prescribing the same amount of samples from each state-action pair
[e.g. 35,33, 5, 16, 46, 1, 38] or they may adaptively change the sample requirements on different state-
action pairs [e.g. 15, 58, 62]. An SO is also used in Monte-Carlo planning [49, 25, 7] which focuses
on computing the optimal action at the current state by optimizing over rollout trajectories sampled
from the SO. Finally, in multi-armed bandit [37], there are cases where each arm corresponds to
a state (or state-action), and “pulling” an arm translates into a call to an SO (see e.g., the pure
exploration setting of [51]). Unfortunately, while an SO may be available in domains such as
simulated robotics and computer games, this is not the case in the more general online RL setting.

In this paper we tackle the exploration-exploitation problem in online RL by drawing inspiration
from the SO assumption. Specifically, we define an approach that is decoupled in two parts: 1) an
“objective-specific” algorithm that assumes access to an SO that (adaptively) prescribes the samples
needed to achieve the learning objective of interest, and 2) an “objective-agnostic” algorithm that
takes on the exploration challenge of collecting the samples requested by the SO-based algorithm as
quickly as possible." Our main contributions can be summarized as follows:

* We define the sample complexity of the objective-agnostic algorithm as the number of (online)
steps needed to satisfy the prescribed sampling requirements. Leveraging recent techniques on
exploration in the stochastic shortest path (SSP) problem [45, 50], we propose GOSPRL (Goal-
based Optimistic Sampling Procedure for RL), a conceptually simple and flexible exploration
algorithm that learns how to “generate” the samples requested by any SO-based algorithm and we
derive bounds on its sample complexity.

* Leveraging the generality of our approach, we combine GOSPRL with problem-specific SO-based
algorithms and readily obtain online RL algorithms in difficult exploration problems. While in
general our decoupled approach may be suboptimal compared to exploration strategies designed to
solve one specific problem, we obtain sample complexity guarantees that are on par or better than
state-of-the-art algorithms in a range of problems. 1) GOSPRL solves the problem of sparse reward
discovery in 6(D3/ 262 A) time steps, which improves the dependency on the diameter D w.r.t.a
reward-free variant of UCRL2B [28, 22], as well as on S and A w.r.t. a MAXENT-type approach
[26, 17]. 2) GOSPRL improves over the method of [54] for model estimation, by removing their
ergodicity assumption as well as achieving better sample complexity. 3) GOSPRL provably tackles
the problem of goal-free cost-free exploration, for which no specific strategy is available.

* We report numerical simulations supporting our theoretical findings and showing that pairing
GOSPRL with SO-based algorithms outperforms both heuristic and theoretically grounded base-
lines in various problems.

Related work. While to the best of our knowledge no other work directly addresses the problem
of simulating an SO, a number of approaches are related to it. The problem solved by GOSPRL
can be seen as a reward-free exploration problem, since it is not driven by any external reward but
by the objective of covering the state space to quickly meet the sampling requirements. Standard
exploration-exploitation algorithms, such as UCRL2 [28] in the undiscounted setting or RMAX [13] in
the discounted one, implicitly encourage exploration to specific areas of the state-action space that are
not estimated accurately enough. The objective of covering the state space is also studied in [26, 17]
with a Frank-Wolfe approach that optimizes a smooth aggregate function of the state visitations.

Recent works on reward-free exploration (RFE) in the finite-horizon setting [e.g., 30, 31, 39, 64]
provide sufficient exploration so that an e-optimal policy for any reward function can be computed.
Our proposed solution shares high-level algorithmic principles with RFE approaches which incen-
tivize the agent to visit insufficiently visited states via intrinsic reward. Nonetheless, our contribution
significantly differs from existing RFE literature in two dimensions: 1) While we study the perfor-
mance of GOSPRL in one goal-conditioned RFE problem (Sect. 4.3), our framework is much broader
and it allows us to tackle a wider and diverse set of problems (Sect. 4 and App. I); 2) Our setting is
horizon-agnostic and reset-free, which prevents from directly using any method or technical analysis
in RFE designed for problems with an imposed planning horizon (e.g., finite-horizon or discounted).

Finally, GOSPRL draws inspiration from the SSP formalism and solutions of [50, 45], but our
approach critically differs from these works in three main ways: 1) we are interested in sample

! Alternatively, we can view it as a general approach to take any S(O-based algorithm and convert it into an
online RL algorithm.



complexity guarantees rather than a regret analysis; 2) we consider requirements (i.e., goals to
sample) that vary throughout the learning process, instead of an SSP problem with fixed goal state
and cost function; 3) we show how GOSPRL can serve as a sample collection component to tackle
various learning problems other than regret minimization.

2 Problem Definition

We consider a finite and reset-free MDP [43] M := (S, A, p,r, o), with S := |S] states, A := | A|
actions and an arbitrary starting state sp € S. Calling an SO in any state-action pair (s, a) leads
to two outcomes: a next state sampled from the transition probability distribution p(-|s, a) € A(S),
and a reward (s, a) € R. A stationary deterministic policy is a mapping 7 : S — A from states to
actions and we denote by IT5P the set of all such policies. For any policy 7 and pair of states (s, s'), let
Tx(s — s') be the (possibly infinite) hitting time from s to s’ when executing 7, i.e., 7, (s — §') :=
inf{t > 0: s;41 = §'| s1 = s, 7}, where s; is the state visited at time step ¢. We introduce

Dy := min E[r;(s — §')], Dy := max Dggy, D :=maxD,,
7S seS\{s'} 5'€8

where D, is the shortest-path distance between s and s’, D,/ is the SSP-diameter of s’ [50] and D
is the MDP diameter [28].

We now formalize the problem of simulating an SO (i.e., to generate the samples prescribed by an
SO-based algorithm). At each time step ¢t > 1 the agent receives a function b; : S x A — N, where
b:(s,a) defines the total number of samples that need to be collected at (s, a) by time step t. We
consider that (b;);>1 is an arbitrary sequence with each b, measurable w.r.t. the filtration up to time ¢
(i.e., it may depend on the samples observed so far).” We focus on the objective of designing an online
algorithm that minimizes the time required to collect the prescribed samples. Since the environment
is initially unknown, we need to trade off between exploring states and actions to improve estimates
of the dynamics and exploiting current estimates to collect the required samples as quickly as possible.
We formally define the performance metric as follows.

Definition 1. For any state-action pair, we denote by Ny(s,a) := 25:1 1{(s1,00)=(s,a)} the number
of visits to state s and action a up to (and including) time step t. Given a sampling requirement
sequence b := (by);>1 with by : S x A — N and a confidence level 6 € (0,1), we define the sample
complexity of a learning algorithm 2 as

C(2A,b,6) :=min{t > 0:P(¥(s,a) € S x A, Ny(s,a) > b(s,a)) >1—6}.

With no additional condition, it is trivial to define problems such that C(2,b, ) = +oo for any
algorithm. To avoid this case, we introduce the following assumptions.

Assumption 1. The MDP M is communicating with a finite and unknown diameter D < +o0.

Assumption 2. There exist an unknown and bounded function b: S x A — N such that the
sequence (by);>1 verifies: ¥Vt > 1, ¥(s,a) € S x A, bi(s,a) < b(s,a).

Asm. | guarantees that whatever state needs to be sampled, there exists at least one policy that
can reach it in finite time almost-surely (notice that it is considerably weaker than the ergodicity
assumption (App. J) often used in online RL, see e.g., [60, 40, 24]). Asm. 2 ensures that the sequence
of sampling requirements does not diverge and can thus be fulfilled in finite time. These assumptions
guarantee that the problem in Def. | is well-posed and the sample complexity is bounded.

A variety of problems can be cast under our decoupled approach, in the sense that they can be tackled
by solving the problem of Def. | under a specific instantiation of the sampling requirement sequence
(bt)1>1. For instance, consider the problem of covering the state-action space (e.g., to discover a
hidden sparse reward), then the requirement is immediately defined as b;(s,a) = 1. In Sect. 4 and
App. I, we review problems where defining b; can be as simple as computing the sufficient number of
samples needed to reach a certain level of accuracy in estimating a quantity of interest (e.g., model
estimation) or can be directly extracted from existing literature (e.g., e-optimal policy learning).

We now provide a simple worst-case lower bound on the sample complexity (details in App. D).

2 Allowing adaptive sampling requirements enables to pair GOSPRL with SO-based algorithms that adjust
their requirements online as samples are being generated (see e.g., Sect. 4.2).



Algorithm 1 GOSPRL Algorithm

Input: sampling requirement sequence (b¢):>1 with b; : S x A — N revealed at time ¢ (or anytime before).
Initialize: Set G, := {s € S : Ja € A, bi(s,a) > 0}, time step ¢ := 1, counters N; (s, a) := 0, attempt
index k := 1 and attempt counters Ui (s, a) := 0, v1(s,a) := 0.
while Gy, is not empty do
Define the SSP problem M}, with goal states Gy, and compute its optimistic shortest-path policy 7.
Set flag = True and counter vj(s,a) := 0.
while flag do
Execute action a; := 7 (s¢) and observe next state syy1 ~ p(+|s¢, ai).
Increment counters v (st, at) and N¢(s¢, at).
if si11 € Gy or vg(se, ar) > {Uk(st,ar) V 1} then
Set flag = False.
end if
Sett += 1.
end while
if s; € Gi then
Execute an action a s.t. N¢(s¢, a) < bi(st, a), observe next state s;+1 ~ p(-|s¢, a) and set t += 1.
end if
Set Uk+1(s,a) := Uk(s,a) + vi(s,a), k += 1.
Update the set of goal states Gy, := {s € S : Ja € A, N;—1(s,a) < bi—1(s,a)}.
end while

Lemma 1. For any S > 1, there exists an MDP with S states satisfying Asm. | such that for any
sampling requirement b : S — N satisfying Asm. 2,

minC(2,,3) = (3 D.b(s)).

seS

Lem. | shows that the (possibly non-stationary) policy minimizing the time to collect all samples
requires Q( Do Dsb(s)) time steps in a worst-case MDP. We also notice that when the total sampling
requirement B is concentrated on the state 5 for which D = D (i.e., b(s’) = 0, Vs’ # 3), the
previous bound reduces to Q(BD).

3 Online Learning for SO Simulation

We now introduce our algorithm for the problem in Def. |, bound its sample complexity and discuss
several extensions.

3.1 The GOSPRL Algorithm

In Alg. | we outline GOSPRL (Goal-based Optimistic Sampling Procedure for Reinforcement Learn-
ing). At each time step ¢, GOSPRL receives a sampling requirement b; : S x A — N. The algorithm
relies on the principle of optimism in the face of uncertainty and proceeds through attempts to collect
relevant samples. We index the attempts by £ = 1,2, ... and denote by ¢, the time step at the start of
attempt k£ and by Uy, := N, _; the number of samples available at the start of attempt k. At each
attempt, GOSPRL goes through the following steps: 1) Cast the under-sampled states as goal states
and define an associated unit-cost multi-goal SSP instance (with unknown transitions); 2) Compute
an optimistic shortest-path policy; 3) Execute the policy until either a goal state is reached or a
stopping condition is satisfied; 4) If a sought-after goal state denoted by g has been reached, execute
an under-sampled action (i.e., an action a such that Ny(g, a) < b¢(g, a)). The algorithm ends when
the sampling requirements are met, i.e., at the first time ¢ > 1 where N¢(s,a) > bi(s, a) for all (s, a).

Step 1. At any attempt k£ we begin by defining the set of all under-sampled states
Gr:={se€S:3ae€ A N, _1(s,a) <by_1(s,a)}.

We then cast the sample collection problem as a goal-reaching objective, by constructing a multi-goal
SSP problem [9] denoted by M}, := (Sk, A, pk, ¢k, Gk), with:”

31If the current state s; . 1s under-sampled (i.e., s¢, € Gx), we duplicate the state and consider it to be both
a goal state in Gy, and a non-goal state from which the attempt £ starts (and whose outgoing dynamics are the
same as those of s;, ), which ensures that the state at the start of each attempt cannot be a goal state.



* G, denotes the set of goal states, S, := S \ Gy, the set of non-goal states and A the set of actions.

» The transition model py, is the same as the original p except for the transitions exiting the goal
states which are redirected as a self-loop, i.e., px(s'|s, a) := p(s’|s,a) and px(g|g, a) := 1 for any
(s,8',a,9) € Sp x S x A X Gg.

* The cost function ¢y, is defined as follows: for any a € A, any goal state g € Gy, is zero-cost
(ck(g,a) := 0), while the non-goal costs are unitary (cx(s,a) := 1 for s € Sg).

From [10], Asm. | and the positive non-goal costs ¢ entail that solving M}, is a well-posed SSP
problem and that there exists an optimal policy that is proper (i.e., that eventually reaches one of the
goal states with probability 1 when starting from any s € Sj). Crucially, the objective of collecting
a sample from the under-sampled states Gy coincides with the SSP objective of minimizing the
expected cumulative cost to reach a goal state in Mj.

Step 2. Since py, is unknown, we cannot directly compute the shortest-path policy for M. Instead,
leveraging the samples collected so far, we apply an extended value iteration scheme for SSP which
implicitly skews the empirical transitions p towards reaching the goal states. This procedure can be
done efficiently as shown in [50] (see App. A), and it outputs an optimistic shortest-path policy 7.

Step 3. 7 is then executed with the aim of quickly reaching an under-sampled state. Along its
trajectory, the counter IV, is updated for each visited state-action. Because of the error in estimating
the model, 7, may never reach one of the goal states (i.e., it may not be proper in py). Thus 7
is executed until either one of the goals in Gy, is reached, or the number of visits is doubled in a
state-action pair in Sy X A, a standard termination condition first introduced in [28]. If a sought-after
goal state is reached, the agent executes an under-sampled action according to the current sampling
requirements at that state. At the end of each attempt, the statistics (e.g., model estimate) are updated.

The algorithmic design of GOSPRL is conceptually simple and can flexibly incorporate various modifi-
cations driven by slightly different objectives or prior knowledge, without altering Thm. | (cf. App. B).

3.2 Sample Complexity Guarantee of GOSPRL

Thm. 1 establishes the sample complexity guarantee of GOSPRL (Alg. 1).

Theorem 1. Under Asm. I and 2, for any sampling requirement sequence b = (b;);>1 and any
confidence level § € (0, 1), the sample complexity of GOSPRL is bounded as

C(GOSPRL, b,8) = 6(§D + D3/232A>, (1)
C(GOSPRL,b,4) = 5( Z (Dsb(s) + D§/252A)>7 )
seS

where the O notation hides logarithmic dependencies on S, A, D, 1/8 and b(s) := > e b(s, a)

and B := D oses b(s). Recall that D, < D is the SSP-diameter of state s and captures the difficulty
of collecting a sample at state s starting at any other state in the MDP.

We notice that in practice GOSPRL stops at the first random step T at which the sampling requirement
b, (s, a) is achieved for all (s, a). Thm. | provides a worst-case upper bound on the stopping time of
GOSPRL using the possibly loose bound b, (s,a) < b(s,a). On the other hand, in the special case
of b : S — N when the requirements are both time-independent (i.e., given as initial input to the
algorithm) and action-independent, the actual sampling requirement b(s) (resp. B := > g b(s))

replaces b(s) (resp. B) in the bound. In the following, we consider this case for the ease of exposition.

Proof idea. The key step (see App. C for the full derivation) is to link the sample complexity of
GOSPRL to the regret accumulated over the sequence of multi-goal SSP problems M), generated
across multiple attempts. Indeed we can define the regret at attempt k as the gap between the
performance of the SSP-optimal policy 7}, solving M, (i.e., the minimum expected number of steps
to reach any of the states in Gy, starting from s;, ) and the actual number of steps executed by GOSPRL
before terminating the attempt. While the SSP regret minimization analysis of [45] assumes that the
goal is fixed, we show that it is possible to bound the regret accumulated across different attempts for
any arbitrary sequence of goals. The proof is concluded by bounding the cumulative performance of

the SSP-optimal policies and it leads to the bound O (BD + D3/2S2 A) where B := "5 b(s). On
the other hand, the refined bound in Eq. 2 requires a more careful analysis, where we no longer directly



translate regret bounds into sample complexity and we rather focus on relating the performance to
state-dependent quantities D and b(s). Finally, we show that the extension to the general case of
time-dependent action-dependent sampling requirements is straightforward and obtain Thm. 1.

Interpretation of Thm. 1. We can decompose Eq. 1 as a linear term in B and a constant term. In the
regime of large sample requirements (i.e., large B), the sample complexity thus reduces to O(BD),
which adds at most an extra “cost” factor of D w.r.t.an SO. As this may be loose in many cases,
the more refined analysis of Eq. 2 stipulates a cost of D; to collect a sample at state s, which better
captures the connectivity of the MDP. In fact the lower bound in Lem. | shows that this cost of
Dy is unavoidable in the worst case, and that GOSPRL is only constant and logarithmic terms off
w.r.t. to the best sample complexity that can be achieved in the worst case. While an extra attempt of
refinement would be to avoid being worst-case w.r.t. the starting state in the definition of D,,* this
seems particularly challenging as the randomness of the environment makes it hard to control and
analyze the sequence of states traversed by the agent. Also note that existing bounds in SSP [50, 45]
are only worst-case and it remains an open question to derive finer (e.g., problem-dependent) bounds
in SSP and how they could be leveraged in our case.

Optimal solution. GOSPRL targets a greedy-optimal strategy, which seeks to sequentially minimize
each time to reach an under-sampled state. Alternatively, one may wonder if it is possible to design
a learning algorithm that approaches the performance of the exact-optimal solution, i.e., a (non-
stationary) policy explicitly minimizing the number of steps required to fulfill the sampling require-
ments.” Such strategy can be characterized as the optimal policy of an SSP problem for an MDP with
state space augmented by the current sampling requirements and goal state corresponding to the case
when all desired samples are collected. Even under known dynamics, the computational complexity
of computing the optimal policy in this MDP (e.g., via value iteration) is exponential (scaling in B*).
When the dynamics is unknown, it appears highly challenging to obtain any learning algorithm whose
performance is comparable to the exact-optimal strategy for any finite sample requirement 5.

Beyond Communicating MDPs. In App. E we design an extension of GOSPRL to poorly or weakly
communicating environments. In this setting, it is expected to assess online the “feasibility” of certain
sampling requirements and discard them whenever associated to states that are too difficult to reach or
unreachable. Given as input a “reachability” threshold L, we derive sample complexity guarantees for
our variant of GOSPRL where the (possibly large or infinite) diameter D is fittingly replaced by L.

4 Applications of GOSPRL

An appealing feature of GOSPRL is that it can be integrated with techniques that compute the (fixed or
adaptive) sampling requirements to readily obtain an online RL algorithm with theoretical guarantees.
In this section we focus on three specific problems where in our decoupled approach the SO-based
algorithm is either trivial or can be directly extracted from existing literature, and its combination with
the sample collection strategy of GOSPRL yields improved or novel guarantees. Other applications
(e.g., PAC-policy learning, diameter estimation, bridging bandits and MDPs) are illustrated in App. I.

4.1 Sparse Reward Discovery (TREASURE)

A number of recent methods focus on the state-space coverage problem, where each state in the MDP
needs to be reached as quickly as possible. This problem is often motivated by environments where a
one-hot reward signal, called the freasure, is hidden and can only be discovered by reaching a specific
state and taking a specific action. Not only the environment but also the treasure state-action pair is
unknown, and the agent does not receive any side information to guide its search (e.g., a measure of
closeness to the treasure). Thus the agent must perform exhaustive exploration to find the treasure.

Definition 2. Given a confidence § € (0, 1), the TREASURE sample complexity of a learning algo-
rithm 2L is defined as Crrgasure (2, §) := min {t >0: IP’(V(S, a) € Sx A, N¢(s,a)> 1) >1-— 6}.

*For instance, consider a simple deterministic chain with a requirement of one sample per state. If the agent
starts on the leftmost state, then a policy that keeps moving right has sample complexity S without extra factor D.

5Notice that as illustrated in the lower bound of Lem. 1, the exact-optimal and greedy-optimal have the same
performance in the worst case.



In this case, a SO-based algorithm would immediately solve the problem by collecting one sample
from each state-action pair. As a result, we can directly apply GOSPRL for TREASURE by simply
setting b(s, a) = 1 for each (s, a) and from Thm. | with B = S A we obtain the following guarantee.

Lemma 2. GOSPRL with b(s,a) = 1 verifies Crreasure(GOSPRL, §) = 6(D3/25’2A).

We now compare this result to alternative approaches to the problem, showing that GOSPRL has
state-of-the-art guarantee for TREASURE (see App. G for details).

¢ First, reward-free methods such as [30, 64, 31, 39] are designed for finite-horizon problems so
their guarantees cannot be directly translated to sample complexity for the TREASURE problem.
Nonetheless, we draw inspiration from their algorithmic principles and analyze a reward-free
variant of UCRL2 [28, 22]. Specifically we consider 0/1-UCRL, which runs UCRL by setting a
reward of 1 to under-sampled states and 0 otherwise. However, we obtain a TREASURE sample
complexity for 0/1-UCRL of O(ZS cs D3S 2A), which is always worse than the bound in Lem. 2.

* Second, we can adapt the MAXENT approach [26] to state-action coverage so that it targets a policy
whose stationary state-action distribution A maximizes H () := —>__ , A(s,a)log A(s, a). While
optimizing this entropy does not provably solve TREASURE, it encourages us to take a “worst-case”
approach w.r.t. the state-action visitations, and rather maximize F'()\) := min(, 4)esx.4 A(S, @).
We show that the learning algorithm of [17] instantiated to maximize F' yields a TREASURE sample
complexity of at least Q(min{ D2S?A/(w*)?, D?/(w*)?}) with w* := miny F(A) < (SA4)7,
which is significantly poorer than Lem. 2. In fact, in contrast to MAXENT-inspired methods that
optimize for a single stationary policy, GOSPRL realizes a non-stationary strategy that gradually
collects the required samples by tackling successive learning problems.

4.2 Model Estimation (MODEST)

We now study the problem of accurately estimating the unknown transition dynamics in a reward-free
communicating environment. The objective was recently introduced in [54] and we refer to it as the
model-estimation problem, or MODEST for short.

Definition 3. Given an accuracy level n > 0 and a confidence level 6 € (0, 1), the MODEST sample
complexity of an online learning algorithm 2l is defined as

Cnmopkst (2,7, 0) = min {t > 0: P(Y(s,a) € S x A, [[pae(-|s,a) — p(-[s,a)[1 <n) > 1 -3},
where Dy ¢ is the estimate (i.e., empirical average) of the transition dynamics p after t time steps.

Unlike in TREASURE, here the sampling requirements are not immediately prescribed by the problem.
To define the SO-based algorithm we first upper-bound the estimation error using an empirical
Bernstein inequality and then invert it to derive the amount of samples b, (s, a) needed to achieve the
desired level of accuracy 7 (see App. ). Specifically, letting 57 (s'|s, a) := py(s'|s, a)(1—pi(s'|s, a))
be the estimated variance of the transition from (s, a) to s” after ¢ steps, we set

57(zs,at2(s/|5,a))2 log? 8e(Y, 51(s'|s, a))2 V25 A +24510g<24s2,4>1. 3)
n Von n on

bi(s,a) = [

Since the estimated variance changes depending on the samples observed so far, the sampling
requirements are adapted over time. Given that 57 (s'|s,a) < 1/4, b(s, a) is always bounded so
Thm. 1 provides the following guarantee.

Lemma 3. Ler I' := max;, o||p(:|s,a)llo < S be the maximal support of p(-|s, a) over the state-
action pairs (s, a). Running GOSPRL with the sampling requirements in Eq. 3 yields

~/DI'SA  DS?A
C'MODEST(GOSPRI-‘7 7, 5) = O( ,'72 + n

D).

Lem. 3 improves over the result of [54] in two important aspects. First, the latter suffers from an
inverse dependency on the stationary state-action distribution that optimizes a proxy objective function
used in the derivation of their algorithm. Second, while [54] requires an ergodicity assumption, Lem. 3
is the first sample complexity result for MODEST in the more general communicating setting.



4.3 Goal-Free & Cost-Free Exploration in Communicating MDPs

We finally delve into the paradigm of reward-free exploration introduced by [30]: the objective of the
agent is to collect enough information during the reward-free exploration phase, so that it can readily
compute a near-optimal policy once any reward function is provided. The problem has been analyzed
in the finite-horizon setting [e.g., 30, 39, 64]. Here we study the more general and challenging setting
of goal-conditioned RL.® We define the goal-free cost-free objective as follows: after the exploration
phase, the agent is expected to compute a near-optimal goal-conditioned policy for any goal state and
any cost function (w.l.0.g. we consider a maximum possible cost cjyax = 1). Recall that given a goal
state g and costs c, the (possibly unbounded) value function of a policy 7 is

Tr(s—9)

V(s —g):= IE[ Z c(se,m(st)) ’ s1=5|.

t=1

Given a slack parameter € [1, +0cc], we say that a policy 7 is (e, 0)-optimal if ’

V(s = g) < min Vi(s—g) +e.
( g) m: BT (s—9)]<0Ds 4 ( g)

In this setting, constructing an efficient SO-based algorithm is considerably more complex than
TREASURE and MODEST. Relying on a sample complexity analysis for the fixed-goal SSP problem
with a generative model [53], we define the (adaptive) number of samples needed in each state-action
pair for our online objective. Although the number depends on the unknown diameter, we estimate
D using GOSPRL. The resulting sequence of sampling requirements is then fed online to GOSPRL.
Combining the result of [53] and the properties of GOSPRL yields the following bound (see App. H).

Lemma 4. Consider any MDP satisfying Asm. I and the goal-free cost-free exploration problem with
accuracy level 0 < & < 1, confidence level § € (0,1), minimum cost ¢y € [0, 1], slack parameter
6 € [1,400]. We can instantiate GOSPRL so that its exploration phase (i.e., number of fime steps) is
bounded with probability at least 1 — § by

~<D4FSA D3S%2A D3I‘SA>
O + + )

2

we? we w

where w := max {cmin, 5/(0D)} > 0 (thus, either cmin = 0 or 0 = 400, but not both simultane-
ously). Following the exploration phase, the algorithm can compute in the planning phase, for any
goal state g € S and any cost function ¢ in [cmin, 1], a policy Ty . that is (¢, 0)-optimal.

Lem. 4 establishes the first sample complexity guarantee for general goal-free, cost-free exploration.
While the objective is demanding and the upper bound on the length of the exploration phase can
be large, the main purpose of this result is to showcase how GOSPRL can be readily instantiated
to tackle a challenging exploration problem for which no existing solution can be easily leveraged.
Comparing our analysis to the finite-horizon objective of [30] reveals two interesting properties:

¢ The goal-free aspect: moving from finite-horizon to goal-conditioned renders unavoidable both
the communicating requirement (Asm. 1) and the bound’s dependency on the unknown diameter D
(which partly captures the role of the known horizon H in the bound of [30]).

 The cost-free aspect: in contrast to finite-horizon, the value of cy,i, has an important impact on
the type of performance guarantees we can obtain; in particular our analysis distinguishes between
positive and non-negative costs (as also done in existing SSP analysis [1 1, 50, 45]).

S Experiments

In this section we report a preliminary numerical validation of our theoretical findings. While
GOSPRL can be integrated in many different contexts, here we focus on the problems where our
theory suggests that GOSPRL performs better than state-of-the-art online learning methods.

SWhile an approach was proposed in [52], it is restricted to considering only the incrementally attainable
goal states from a resettable reference state sg.

"This reduces to standard e-optimality for § = ++oco. We only consider § < oo in the case of minimum
possible cost cmin = 0 and it ensures that the algorithm targets proper policies (see App. H).
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TREASURE-type problem. We consider a TREASURE-type problem (Sect. 4.1), where for all (s, a)
we set b(s,a) = 10 instead of 1 (we call it the TREASURE-10 problem).” We begin by showing in
Fig. 4 that it is easy to construct a worst-case problem where the sample complexity scales linearly
with the diameter, which is consistent with the theoretical discussion in Sect. 2 and 3.

We compare to two heuristics based on UCRL2B [28, 22]: 0-UCRL, where the reward used in
computing the optimistic policy is set proportional to ([N (s,a) — b(s,a)]*)~'/2, and 0/1-UCRL
with reward 1 for undersampled state-action pairs and 0 otherwise. We also compare with the
MAXENT algorithm [17] that maximizes entropy over the state-action space, and with a uniformly
random baseline policy. We test on the RiverSwim domain [48] and various gridworlds (see App. K
for details and more results). Fig. | reports the proportion P; of states that satisfy the sampling
requirements at time ¢. Our metric of interest is the time needed to collect all required samples, and
we see that GOSPRL reaches the P; = 1 line of success consistently, and faster than 0/1-UCRL, while
the other heuristics struggle. The steady increase of P, illustrates GOSPRL’s design to progressively
meet the sampling requirements, and not exhaust them state after state.

8Since GOSPRL and our baselines are all based on upper confidence bounds, they tend to display similar
behaviors in the initial phases of learning, since the estimates when N (s, a) = 0 are similar. As the number of
samples required in each state-action increases, the difference between the algorithms’ design starts making a real
difference in the behavior and eventually their performance. This is why we study here TREASURE-10 instead
of the TREASURE-1 problem for which empirical performance is comparable between learning algorithms.



Random MDPs and sampling requirements. To study the generality of GOSPRL to collect
arbitrary sought-after samples, we further compare GOSPRL with 0/1-UCRL which is the best
heuristic from the previous experiment. We test on a variety of randomly generated configurations, that
we define as follows: each configuration corresponds to i) a randomly generated Garnet environment
G(S, A, B) (with S states, A actions and branching factor 3, see [12]), and ii) randomly generated
requirements b(s, a) € U(0,U), where the maximum budget is set to U = 100 to have a wide range
of possible requirements across each environment. The boxplots in Fig. 2 provide aggregated statistics
on the sample complexity for different configurations. We observe that GOSPRL consistently meets
the sampling requirements faster than 0/1-UCRL, as well as suffers from lower variance across runs.

MODEST problem. Finally, we empirically evaluate GOSPRL for the MODEST problem (Sect. 4.2).
We compare to the fully online WEIGHTEDMAXENT heuristic, which weighs the state-action entropy
components with an optimistic estimate of the next-state transition variance and was shown in [54]
to perform empirically better than algorithms with theoretical guarantees. We test on the two
environments (NoisyRiverSwim and Wheel) proposed in [54] for their high level of stochasticity, as
well as on a randomly generated Garnet. To facilitate the comparison, we consider a GOSPRL-for-
MODEST algorithm where the sampling requirements are computed using a decreasing error 7 (see
App. K for details). We observe in Fig. 3 that GOSPRL outperforms the WEIGHTEDMAXENT heuristic.

6 Conclusion

In this paper, we introduced the online learning problem of simulating a sampling oracle (Sect. 2) and
derived the algorithm GOSPRL with its sample complexity guarantee (Sect. 3). We then illustrated
how it can be used to tackle in a unifying fashion a variety of applications without having to design
a specific online algorithm for each, while at the same time obtaining improved or novel sample
complexity guarantees (Sect. 4). Going forward, we believe that GOSPRL can be used as a competitive
off-the-shelf baseline when a new application is introduced.

An exciting direction of future investigation is to extend the general sample collection problem and its
various applications beyond the tabular setting. Handling a continuous state space or linear function
approximation requires redefining the notion of reaching a specific state (e.g., via adequate discretiza-
tion or by considering requirements based on the covariance matrix). Studying the SSP problem
beyond tabular may provide insights, as recently initiated in [56] in linear function approximation
under the assumption that all policies are proper. On the more algorithmic side, GOSPRL hinges on
knowing the sampling requirement function b; and deriving a shortest-path policy 7. Interestingly,
we can identify algorithmic counterparts to both modules in deep RL. The computation of 7 can be
entrusted to a goal-conditioned network (using e.g., [2]), while the specification of b, can be related
to goal-sampling selection mechanisms that elect hard-to-reach [21] or rare [42] states as goals.
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A Efficient Computation of Optimistic SSP Policy

In this section, we recall how to compute an optimistic stochastic shortest path (SSP) policy using
an extended value iteration (EVI) scheme tailored to SSP, as explained in [50]. Here we leverage a
Bernstein-based construction of confidence intervals, as done by e.g., [22, 45]. For details on the SSP
formulation, we refer to e.g., [9, Sect. 3].

Consider as input an SSP-MDP instance M := (ST, A, ¢, p, sT), with goal s', non-goal states
ST = 8\ {s'}, actions A, unknown dynamics p, and known cost function with costs in [cpin, 1]
where cpin > 0. We assume that there exists at least one proper policy (i.e., that reaches the goal
sT with probability one when starting from any state in ST). Note that in particular such condition
is verified under Asm. 1. We denote by N (s, a) the current number of samples available at the
state-action pair (s,a) and set N (s,a) := max{1, N(s,a)}. We also denote by p the current
empirical average of transitions: p(s’|s,a) = N(s,a,s’)/N(s,a).

The algorithm first computes a set of plausible SSP-MDPs defined as

M= {(8, A, e, B,s") | B(sT|s, a) = 1, B(s'|s,a) € B(s, a,8), Y B(s']s,a) = 1},

where for any (s,a) € ST x A, B(s,a,s’) is a high-probability confidence set on the dynamics
of the true SSP-MDP M. Specifically, we define the compact sets B(s, a, s') = [p(s'|s,a) —
B(s,a,s), ('], a) + B(s,a, )] N[0, 1], where

2SANT (s,a
B(s.as) 2,180 | (BSANF(s,0)) 610g(f)>
B OO 0 N*(s,a) )

where 52 (s'|s,a) := p(s'|s,a)(1 — p(s'|s,a)) is the variance of the empirical transition p(s’|s, a).
Importantly, the choice of 3(s, a, ') guarantees that M € M with high probability. Indeed, let us

15



now spell out the high-probability event. Denote by £ the event under which for any time step ¢t > 1
and for any state-action pair (s,a) € S x A and next state s’ € S, it holds that

‘]/)\t(S/|$,CL) _p(8,|57 (l)| S /Bt(sv a, S,)' (4)

Given the way the confidence intervals are constructed using the empirical Bernstein inequality [see
e.g., 22, 45], we have P(£) > 1 — §. Throughout the remainder of the analysis, we will assume that
the event £ holds.

Once M1 has been computed, the algorithm applies an extended value iteration (EVI) scheme to
compute a policy with lowest optimistic value. Formally, it defines the extended optimal Bellman

operator £ such that for any vector v € R "and non-goal state s € ST,

L(s) := min {c(s,a) + min : Z ]7(5’|s,a)5(s’)}.

peB(s,a
PEB(s, s'eSt

We consider an initial vector vg := 0 and set iteratively v; 1 := L7;. Fora predefined VI precision
tyi > 0, the stopping condition is reached for the first iteration j such that ||U;41 — Ujlec < fvr.
The policy 7 is then selected to be the optimistic greedy policy w.r.t. the vector v;. While v; is not

the value function of 7 in the optimistic model p, which we denote by V7, both quantities can be
related according to the following lemma, which is a simple adaptation of [50, Lem. 4 & App. E]. We

denote by V* (resp. VV*) the optimal value function in the true (resp. optimistic) SSP instance.
Lemma 5. Under the event &, the following component-wise inequalities hold: 1) v; < V*, 2)
v; < V* < 17%, 3) If the V1 precision level verifies piy; < CT then V7 < (1 + M)ﬁj.

Note that for the purposes of GOSPRL (Alg. 1), the VI precision gy can for example be selected as in
[50] equal to 1/(2t) with ¢, the current time step, which only translates in a negligible, lower-order
error in the sample complexity result of Thm. 1.

B Algorithmic Variants of GOSPRL

The algorithmic design of GOSPRL (Alg. 1) is conceptually simple and it can flexibly incorporate a
number of modifications driven by the agent’s desiderata or possible prior knowledge.

* Any non-unit SSP costs can be designed as long as they are positive and bounded: detering costs
may e.g., be assigned to “trap” states with large negative environmental reward that the agent may
seek to avoid.

* Penalizing the visitation of sufficiently visited states (with carefully selected larger-than-one costs)
may give the agent incentive to “even out” its sample collection and thus avoid over-sampling
some areas of the state-action space.

* It is possible to change the construction of the SSP problem and focus on specific goal states
instead of considering all under-sampled states as goals. In practice, using such a meta-goal
makes the optimal SSP policy more robust to noise. While the SSP solution to M}, indeed seeks
to reach the closest under-sampled state, random transitions may move the agent closer to any
other state in Gy, and this would naturally trigger the policy to focus on such closer state. On
the other hand, providing the SSP policy with a single goal state may lead to much longer and
wasteful attempts.

* Finally we remark that if the entire state space is initially under-sampled, any action would
produce a “useful” sample and different heuristics can be implemented in prioritizing actions
accordingly.

In the following, we delve into such goal-selection (App. B.1) and cost-shaping (App. B.2) variants
of GOSPRL, which do not affect the sample complexity bound of Thm. 1.

B.1 Selecting the goal state

In Alg. 1, each attempt k casts as goals the states that are under-sampled w.r.t. the sampling require-
ments so far. As mentioned above, having such multiple goals is algorithmically appealing as it
reduces the number of attempts that fail to collect a desired sample. Although specifically eliciting
a single valid (i.e., under-sampled) goal state at each attempt may yield poorer performance, the
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resulting sample complexity guarantee would be the same as in Thm. 1. We can then distinguish
between two strategies for goal state selection.

The first strategy prioritizes the states that appear harder to be successfully sampled. This is sensible
when the aim is to have the most even possible sample collection over time so as to shy away from
purely local exploration. For instance, the learning agent can select as goal state the least-sampled
state so far, i.e., 5, € argmin g, Ni(s).

On the other hand, the second strategy prioritizes the states that appear easier to be successfully
sampled. This is sensible when the objective is to solely meet the total sampling requirements as
fast as possible. For instance, the agent can select the state with the best current ratio “successful
sampling” / “attempted sampling”, in order to encourage the algorithm to exploit areas of the state
space that it supposedly masters well, i.e.,

_ . #{ZE [k—l] :Ei:sandNi_H(s):Ni(s)—o—l}
Sk € arsgegllem #{ielk—1]:5 = s} '

We point out that the possibility of not considering all undersampled states as goal states may be
particularly relevant during the initial phase of GOSPRL, which corresponds to the time steps when
all the states are under-sampled and thus are goal states Gi. This initial phase may furthermore
be quite long when the sampling requirements verify b(s) > 1 for all s € S (e.g., in the MODEST
problem of Sect. 4.2). Naturally, the execution of any policy in the initial phase will collect “relevant”
samples, until we get G, C S. As such, the sample complexity guarantee of Thm. | is the same
whatever the strategy employed during the initial phase. In our experiments (Sect. 5 and App. K),
we consider an initial phase where the goal states s are selected as those minimizing the “remaining
budget” b(s) — N(s) in the case of state-only requirements, or » . max{b(s,a) — N(s,a),0} for
state-action requirements. This has the effect of shortening the length of the initial phase.

B.2 Cost-shaping the trajectories

Instead of considering unit costs, it is possible to introduce varying costs for the SSP instance
considered at each attempt. Indeed, if we seek to penalize the state-action pair (s, a) at an attempt k,
we can simply set the cost ¢k (s, a) to a quantity larger than 1. Imposing the costs to belong to the
interval [1,¢], where ¢ > 1 is a constant that upper bounds all possible costs, the resulting sample
complexity bound in Thm. | stays the same as it only inherits a constant multiplicative factor of c.

First, this cost-sensitive procedure implies that if the agent has a prior knowledge or requirement that
some (resp. actions) should be avoided, the agent can straightforwardly set the maximal cost ¢ to
such states (resp. actions) in order to discourage their visitation (resp. their execution). We show this
behavior in a simple experiment in App. K.

Second, while GOSPRL is attentive in avoiding under-sampling (i.e., to achieve a desired threshold
of state visitations), it is not mindful in avoiding over-sampling certain state-action pairs. Some
recent approaches (e.g., [26, 17, 18]) perform a sort of “distribution tracking” (via the Frank-Wolfe
algorithm), achieving a more “stable” and “smooth” behavior which attempts to limit both over-
sampling and under-sampling. Unfortunately, their direct application struggles to provably enforce a
minimum amount of sampling, as we explain in Sect. 4.1 and App. G. Yet we can draw inspiration
from these techniques to give the agent incentive to “even out” the sample collection w.r.t. the
requirements b(s). A way to mitigate this effect is to encourage the agent to visit each state s with
empirical frequency close to the target frequency b(s)/B. To do so, we can propose to penalize the
visitation of sufficiently visited states by considering cost-sensitive SSP instances that verify the
following informal claim.

Claim 1. In order to even out the sample collection w.r.t. the final requirements, at each attempt k,
each cost cy(s) should scale as ¢(Ni(s)), where Ny(s) is the number of samples collected so far at
state s, and ¢ is a non-decreasing function which is either clipped or re-scaled in the interval [1,¢).

This idea is fairly intuitive and, although it seems complicated to quantify the extent to which
the sample collection would be effectively evened out, we now provide a theoretically grounded
justification behind Claim | which draws a parallel between reinforcement learning and convex
optimization (namely, the Frank-Wolfe algorithm).

On the one hand, for a given starting state s, goal state s and costs c, the SSP problem can be solved
with linear programming over the dual space, where the optimization variables \(s, a), known as
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occupation measures, represent the expected number of times action a is executed in state s. The
program can be written as follows (see e.g., [20, 55])

m)%n Zc(s7 a)A(s,a)

s,a

subject to @ As, a) >0 V(s,a) €S x A, (V) prow(s0) — pin(s0) = 1,
(i)  pin(s Z)\ a)p(s|s’,a) Vs€S, (V) fou(s) = Z)\(s a) Vse S\ {5}

(iil)  pou(s) — uin(s) =0 VseS\{so,5}, i) un(s)=1.

This dual formulation can be interpreted as a flow problem, where the constraints (ii) and (v)
respectively define the expected flow entering and leaving state s; (iii) is the flow conservation
principle; (iv) and (vi) define respectively the starting state and the goal state. The objective function
captures the minimization of the total expected cost to reach the goal state from the starting state.
Once the optimal solution A* is computed, the optimal policy is 7*(a|s) = A*(s, a)/uk,(s) and is
guaranteed to be deterministic, i.e., for all s such that %, (s) > 0, we have \*(s, a) > 0 for exactly
one action a.

On the other hand, we seek to “even out” the sample collection w.r.t. the requirements b(s). A natural
way to do so can be to encourage the agent to visit each state s with empirical frequency close to the

b(s)

target frequency — ). For instance, two objective functions achieving this are the following

. 1 b(s : . LocaA(.0)
m;nﬁl(A) =3 Z<(B) — Z A(s,a)) ; Hl)}Ilﬁz Z Z (s, a log< (A)/B )

seS acA s€ESacA

The first objective function is studied in [18] as the “Space Exploration” problem, while the second
KL-divergence objective is tackled in [26, 17]. Both methods leverage a Frank-Wolfe algorithmic
design, since £, and L are both convex and Lipschitz-continuous in \. Following [26, 17, 18], for a
given attempt k& with empirical state-action frequencies A, the occupation measure to be targeted
should minimize the following inner product: miny(V.L(Ax), A). The gradients of the two objective
functions above are

VLi(A) = ¢1(Z /\(-,a))7 with ¢y (z) =  — %;

acA
VLo (A ( STAC ) with o (z) = log(z) + 1 — 1og<%9)>.
acA

Note that both ¢; and ¢4 are non-decreasing functions. As a result, the s-th component of VE(Xk)
scales with >~ Ax(s,a), i.e., with Ny (s). Furthermore, in light of the contrained linear program
above, the costs ¢ (s) should scale with the s-th component of V.L(\). This gives informal grounds
to Claim | of having the SSP costs at each state grow with a non-decreasing function in the state
visitations. It remains an open question whether it is possible to show if this approach yields a
provable improvement in the sample complexity of GOSPRL, or quantify the extent to which it
succeeds in evening out the sample collection w.r.t. the final requirements (i.e., by obtaining small
values for the objective functions £ or L5).

C Proof of Theorem 1

We first prove the special case where the sampling requirements are time- and action-independent,
ie,b:S - N

Corollary 1. Under Asm. 1, for any input sampling requirements b : S — N with B := ) __¢ b(s)
and for any confidence level § € (0,1),

C(GOSPRL, b, 8) = O(BD + D¥2524), ©6)
C(GOSPRL, b,8) = 5( > (Dab(s) + D;”/?S?A)). (7)
s€S
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C.1 Proof of Corollary 1

We denote by £ the event under which the Bernstein inequalities stated in Eq. 4 hold simultaneously
for each time step ¢ and each state-action-next-state triplet (s, a,s’) € S x A x S, i.e.,

.
6log ( 2SAN(§ (s,a))

N (s, a)

=20 +
|D:(s|s,a) — p(s'|s,a)| < Bi(s,a,s") := 2\/?]?(!:;)) log<QSAN:S (s,a))

Note that we have P(£) > 1 — § from [22, 45].

We recall that at the beginning of each episode j, the under-sampled states G; are cast as goal states.’
GOSPRL then constructs an SSP-MDP instance M, := (S;, A, p;, ¢j, G;), where G; encapsulates
the goal states and S; := S\ G; the non-goal states. The transition model p; is the same as the
original p except for the transitions exiting the goal states which are redirected as a self-loop, i.e.,
p;(s'|s,a) :==p(s'|s,a) and p;(g|g,a) := 1 forany (s,s",a,9) € S; x S x A x G;. As for the cost
function c;, for any action a € A, any goal state g € G; is zero-cost (i.e., c; (g,a) := 0), while the
non-goal costs are unitary (i.e., ¢;(s,a) := 1 forall s € S;).

We now make more explicit the way the SSP optimistic policy is constructed at the beginning of any
episode j. Denote by p; the empirical transitions of the induced SSP-MDP M. We consider the
following confidence intervals B;- in the optimistic SSP policy computation from App. A

V(a,s') € AxS, Vs¢Gj, Bj(s,a,8):=Bi(s,a,8), VsecG; B(s,a,s)=0.

We denote by p; the optimistic model computed by the EVI scheme with such confidence intervals.
Now, denoting by P(S) the power set of the state space S, we have the following event inclusion

gce = {Vj > 1, VG, € P(S), ¥(a,s') € Ax S,
Vs & Gj, |pj(s']s,a) — p;j(s]s,a)| < Bj(s,a,s),
Vs € Gj, pj(s|s,a) = 1}.

Indeed, the only transitions that are redirected from p to p; are those that exit from states in G; and
they are set to deterministically self-loop, which implies that they do not contain any uncertainty. Note
that £’ is the event that we require to hold so that the SSP analysis goes through for any considered
SSP-MDP M. From the inclusion above, we have that the event £’ holds with probability at least
1 — 4, and we assume from now on that it holds.

We denote by H; the length of each episode j, specifically H; = min,>1{s;, € G;}, where we
denote by s; ; the h-th state visited during episode j. We denote by 5; := s, g, the goal state in G;
that is reached at the end of episode j. Correspondingly, the starting state of each episode j, denoted
by s;, also varies: if j = 1 it is the initial state so of the learning interaction, otherwise it is equal

to 5;_1 which is the reached goal state at the end of the previous episode j — 1.'” The important
property is that both the starting state s j and the goal states G; are measurable (i.e., known and fixed)
at the beginning of each episode j.
We define R the regret after .J episodes as follows
J
R=Y
=1

H;

J
cj(84.hy @jn) — Z min VI (s;), 3)
h=1 j=1

°In the case of state-only requirements, a state s is considered under-sampled if 3, _ , Ni—1(s, a) < b(s).
In the case of state-action requirements, a state s is considered under-sampled if Ja € A, N;—1(s,a) < b(s, a).

!0This choice of initial state for episodes is when we have state-only sampling requirements. If we instead
have state-action requirements, the action taken at each reached goal state matters. In that case, when episode
j — 1 reaches a goal state 5;_1, the agent takes a relevant action a;_; and we then consider that the starting
state s; at the next episode j is distributed according to p(+|8;—1,@;—1). The action @;_1 is naturally specified
by the algorithm depending on the current and desired requirements N (5;—_1, -) and b(5;_1, -), i.e., we should
selectaj—1 € {a € A: N(5j-1,a) < b(5j-1,a)} with N the state-action counter at the end of episode j — 1.
We explain in App. K the way we select this action in our experiments.
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where we denote by Vf(s) the value function of a policy 7 starting from state s in the SSP-MDP

instance M. We also denote by C(GOSPRL, b) the random variable of the total time accumulated by
GOSPRL until the sampling requirements b are met.

On the one hand, the regret 17y can be lower bounded almost surely as follows

J J
(:z_: z_: 1nE7'7rs —>gj)]

(b>

(GOSPRL, b) — E[7x(s; = G))]

qu

(©)
> C(GOSPRL,b) — DB, 9)

where (a) stems from the fact that all the non-goal costs are unitary, (b) comes from the definition of
the index J (i.e., the episode at which all the sampling requirements are met) and (c) combines that
J < B almost surely and that E[7(s; — G;)] < D by definition of the diameter D.

On the other hand, retracing the analysis of [45], the derivation of the regret bound can be easily
extended to varying initial states and varying (possibly multiple'') goal states across episodes, as
long as they are all known to the learner at the beginning of each episode (which is our case here). In
particular, the high-probability event is £’ O £ defined above, which holds with probability at least
1 — ¢. Under this event, we have from [45, Thm. 2.4] that GOSPRL satisfies

Ry = O(DSVAT + D¥/2524). (10)
Combining Eq. 9 and 10 yields that with probability at least 1 — §, we have
C(GOSPRL, b) < 6(30 + DSVAT + D3/252A).
Given that J < B almost surely, we get
C(GOSPRL, b, §) < 6(317 + DSVAB + D3/252A). (11

We now proceed with a separation of cases. If B > S2A, we have DSV AB < BD. Otherwise, if

B < S2A, we have DSV AB < D3/252A. This implies that the second summand in the O sum in
Eq. |1 can be removed, which yields the first sought-after bound of Eq. 6.

In order to obtain the second more state-dependent bound of Eq. 7, the bound of Eq. 10 is too loose,
hence we need to extend the analysis of [45] to bring out dependencies on b(s) and D;. In particular,
we consider a similar decomposition in epochs and intervals that we carefully adapt for our purposes
of varying goal states. The first epoch starts at the first time step and each epoch ends once the
number of visits to some state-action pair is doubled. We denote by G,,, the goal states that are
considered during interval m and by Dg,, the SSP-diameter of the goal states G,,,. The first interval
starts at the initial time step and each interval m (with goal states G,,) ends once one of the four
following conditions holds: (i) the length of the interval reaches Dg,,; (ii) an unknown state-action
pair is reached (where a state-action pair (s, a) becomes known if its total number of visits exceeds
aDg, Slog(Dg, SA/J) for some constant o > 0); (iii) the current episode ends, i.e., the a goal state
in G,, is reached; (iv) the current epoch ends, i.e., the number of visits to some state-action pair is
doubled. Finally, we denote by H,, the length of each interval m, by M the total number of intervals

""Note that the SSP formulation can easily handle multiple goal states. To justify this statement, we make
explicit an SSP instance with single goal state that is strictly equivalent to the SSP instance M at hand with
multiple goals G;. To do so, we introduce an artificial terminal state A and define the SSP-MDP @Q; with
S U {A} states (the non-goals are S while the unique goal is A). Its transition dynamics ¢; is defined as
follows: q;(AJA,a) = 1,Vs ¢ Gj,q;(s'|s,a) = p;(s'|s,a), and Vs € G;,q;(A|s,a) = 1. Tts cost function
is set to the original costs c; for states not in G;, and to 0 (or equivalently any constant) for states in G;, and
finally to O for the terminal state A. This construction mirrors the one proposed by Bertsekas in the lecture
https://web.mit.edu/dimitrib/www/DP_Slides_2015.pdf (page 25). Note that the SSP instance M
with multiple goal states G; is equivalent to the single-goal SSP instance (Q;. The artificial terminal state A is not
formally necessarys; it justifies why having multiple goal states is well-defined from an analysis point of view.
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and by Ty = Zivnf:l H,, the total time steps. As such, Tj; amounts to the sample complexity
that we seek to bound. Note that the goal states G,,, are measurable at the beginning of the attempt
m. Hence we can extend the reasoning of [45, App. B.2.7 & B.2.8] to varying goal states using the

decomposition described above. Assuming throughout that the high-probability events hold, we get'”

M
Tv=0( > Dg,+SVA|Y Di +DS*A], (12)
meM(iii) m=1

where M (%) is defined as the set of intervals that end according to condition (iii). We now proceed
with the following decomposition, which is analogous to [45, Observation 4.1]

M
ZDém < Z DI + Z D} .
m=1

m:H,,>Dg,. m:H,,<Dg,,

Using that Dg, < D, the first term can be bounded as

M
> Di <D Y Dg, <D >  Hy<D)Y Hy,=DIy.
m:Hp,>Dg,, m:H,,>Dg,, m:Hp,>Dg,,, m=1

As for the second term, we observe that it removes intervals ending under the condition (i) and
thus only accounts for intervals ending under the conditions (ii), (iii) or (iv). We now perform the
following key partition of intervals: each interval is categorized depending on the first goal state
that ends up being reached at the end or after the considered interval. We call this goal state the
retrospective goal state of the interval. This retrospective categorization of intervals can be performed
since it does not appear at an algorithmic level, but only appears at an analysis-level after Eq. 12 is
obtained, in order to simplify it. For any interval m, we denote by s,, its retrospective goal. Likewise,
let us denote by M (resp. M) the number (resp. the set) of intervals with retrospective goal state s.
Finally, for any j € {ii,4ii, iv}, we denote we denote by M (7) (resp. M (7)) the number (resp. the
set) of intervals that end according to condition (), and by M, §j ) (resp. ng )) the number (resp. the
set) of intervals with retrospective goal state s that end according to condition (j). We can now write

2 _ 2 2 2 _ 2
> Dg.= > Di.+ > D+ 3 Di= > > D
m:H,;,<Dag,), meMGD) meM i) meM(v) je{id,iii v} meM)
Now, for any j € {i4, 47, iv},

> D3.= X (X te-a)DE = X D3,

meMG) meMG)  seS SES mem)

<> XY o

seS meng)

=2 MIDL,
s€S

where inequality (a) comes from Lem. 6 stated later. Moreover, we have
M) = 0(DeS?A); MU <b(s); M) < 25Alog(Thr).

While the first and third bounds above are similar to those considered in [45], the key difference lies
in the second bound, which leverages that the number of intervals that end in the goal state s is, by
definition of our problem, upper bounded by the number of samples required at state s, i.e., b(s). All
in all, this implies that

> Di <O (Z D§S2A> +3 b(s)D? + O(D*SA).

m:Hp, <Dg,, sES seES

">The intuition behind Eq. 12 comes from the Cauchy-Schwarz inequality. For instance, let us consider
the objective of bounding the quantity Y := >~ &y /Ym, where the (z,,,) correspond to the SSP-diameters
considered at each interval m and the (y, ) are the summands whose sums are bounded by [45, Lem. B.16]. In
the latter work, denoting by = the common upper bound on the (x, ), the analysis yields Y <Z > /ym <

TV M./, ym. In contrast, our setting requires to perform the tighter inequality Y < \/>° a2, /> Ym.
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Moreover, in a similar manner as above, we bound the first term of Eq. 12 as follows
> Dg, =Y M{D, <> D.b(s).
meM(iii) seS seS

Putting everything together back into Eq. 12 and simplifying using the subadditivity of the square
root, we get

Ty = 0| Y Dib(s)+ DS*A+ Sy/ADTw + SVA > b(s)D2 + S°AY D3/

seS seS sES

Using that x < ¢14/T + co implies © < (¢1 + \/6)2 for ¢c; > 0 and co > 0, we obtain
2

Ty =O| |SVDA+ 3 Dib(s)+ |SVA Zb(s)D§+\/S2AZD§’/2 . a3)
s€S

sES SES
We now apply the Cauchy-Schwarz inequality to simplify the third summand

SVA | "b(s)D2 <Y " \/S?AD,\/D,b(s) < ZDSb(s)\/SQAZDS.

seS seS seS seS

Let us introduce = := /) g Dsb(s) and y = 1/S?A} ¢ D2, Plugging the simplifica-
tions into Eq. 13 finally yields with probability at least 1 — ¢ that Ty = 6((3: + /Ty + y)Q) =

5((x =+ y)z) = 5(m2 + y2). Since T, amounts to the sample complexity, we get the desired
bound of Eq. 7, which reads

C(GOSPRL, b,8) = O (Z Dyb(s) + S*AD D§/2) .
seS seS
Lemma 6. For any set of goals G ¢ S, we introduce the meta SSP-diameter Dg :=
max,es\g Ming E[7:(s — G)], where we define 7,(s — G) := min{t > 0: 5,41 € G |51 = 5,7}.
Then we have
Dg < min D;.
seg

Proof. Forany g € G, s € §\ G and policy 7, we have E[7,(s — G)] < E[r:(s — g)]. In particular,
this implies that for any g € G, Dg < D, which immediately gives the result. O

C.2 From Corollary 1 to Theorem 1

We now consider the general case of possibly action-dependent and time-dependent sampling require-
ments.

State-action requirements. First, GOSPRL can be easily extended from state requirements b(s)
to state-action requirements b(s, a). Indeed, the only difference between these two settings occurs
w.r.t. which action the algorithm takes at the end of a given episode (i.e., when a sought-after goal
state is reached): for state-action requirements, any under-sampled action is taken (see footnote 10
for details). Bound-wise, the number of times where this scenario occurs is at most B (since there are
at most B episodes), hence the guarantee from Cor. | is unaffected whatever the action executed once
a goal state is reached.

Adaptive requirements. GOSPRL can be also easily extended to requirements (b;(s,a));>1 that
vary over time, where b; may be chosen adaptively depending on the samples observed so far (i.e.,
b; is measurable w.r.t. the filtration up to time ¢). Indeed, the important property required in the
derivations of App. C.1 that both the starting state and the goal states should be measurable (i.e.,
known and fixed) at the beginning of each episode still holds. As such, the sample complexity result
of Cor. | can be naturally extended by defining B, := > s.a 7 (s,a), where 7 is the first (random)
time step when all the sampling requirements are met. In order for the sample complexity to remain
bounded, a sufficient condition is Asm. 2. In particular, considering the sequence b;(s, a) to be
upper bounded by a fixed threshold b(s, a) for each (s, a), the bound from Cor. | trivially holds with

B:=3%", ,b(s,a)
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C.3 Remark

Notice that the “comparator” we are using in the definition of the regret in Eq. 8 may not be
the “global” optimum in terms of sample complexity. Indeed, the optimal sequence of strategies
would result in a non-stationary policy 75 € arg min, C(m,b,d). Yet in our analysis, we compare
the algorithmic performance with the larger quantity ijl ming Vérj (gj), which corresponds to
“greedily” minimizing each time to reach an under-sampled state in a sequential fashion. This
highlights that GOSPRL does not track any optimal sampling allocation or distribution (i.e., it does
not seek to “imitate” 7}), insofar as it discards the effect of traversing other states while reaching an
undersampled goal state. While this means that some areas of the state space may be oversampled,
GOSPRL is able to devote its full attention to the objective of minimizing the total sample complexity,
instead of being mindful to avoid certain areas of the state space which it has already visited. We argue
that this is what results in the appealing sample complexity of GOSPRL, whereas other techniques
specifically designed to track distributions (via e.g., the Frank-Wolfe algorithmic scheme) struggle to
minimize the sample complexity, as explained in Sect. 4.1 and App. G.

D Lower Bound

In this section, we provide three complementary results that lower bound the sample complexity of
the problem of Def. 1.

@ First, as stated in Lem. |, we construct a simple MDP such that for any arbitrary sampling
requirements b(s), the (possibly non-stationary) policy minimizing the time to collect all samples has
sample complexity of order (", s Dsb(s)). We begin with a useful result.

Lemma 7. Let g € (0, 1) and consider the Markov chain M, with two states x, y whose dynamics
pg are as follows: p,(y|x) = q, py(x|r) = 1 — q and py(zly) = 1. Then M, is communicating
with diameter Dy = %. Moreover, denote by Ty the (random) time of the B-th visit to state

1

y starting from any state, and assume that B > 5. Then with probability at least 5, we have

Tp>L+B=22218

2

Proof. Introduce X := )" | X; where X; ~ Ber(q) (i.e., it follows a Bernoulli with parameter ¢)

and we set n := %. We have E[X]| = ng = g. Moreover, the Chernoff inequality entails that
E[X B 1
P(X > B) = P(X > 2E[X]) §exp<— %) :exp(fg) <3

where the last inequality holds whenever B > 6log(2). Note that the random variable Tz follows
a negative binomial distribution for which each success accounts for two time steps instead of one.
This means that with probability at least %,

B BD
Ty >n+B=—+B= 4 B.
2q 2
O
Let us now consider a state space S := {s1, ..., Sg} and arbitrary sampling requirements b : S — N.

We construct a wheel MDP with state space S U {so}, where s is the starting center state. There
are A = S actions available and the dynamics p are defined w.r.t.a set (g;) € (0,1)° such that
Vi € [S], p(silso, ai) = €i, p(So|S0, ai) = 1 — &;, and for every action a, p(sg|s;,a) = 1. Note that
by having such A = S actions, the attempts to collect relevant samples are independent, in the sense
that at any s € S, the learner cannot rely on the attempts performed for the other states s’ # s. Let us

assume that b(s) > 61log(2S5). From Lem. 7, for any state s € S, with probability 1 — 5, the time

ﬁ9
bg(;) + b(s), and furthermore we

have Dy = Ei + 1. Taking a union bound over the S states in S means that with probability at least

needed to collect b(s) samples from state s is lower bounded by

%, the time to collect the required samples is lower bounded by ) . s w + b(s).

@ Second, we show that the family of worst-case MDPs is relatively large. In fact, for any MDP with
diameter D, we can perform a minor change to its dynamics without affecting the overall diameter
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and show that when the sampling requirements are concentrated in a single state, any policy would
take at least 2(BD) steps to collect all the B samples. More specifically, there exists a class C of
MDPs such that, for each MDP in C, there exists a requirement function b and a finite threshold (that
depends on the considered MDP) such that the (B D) lower bound holds whenever B exceeds this
threshold. The class C effectively encompasses a large number of environments: indeed, take any
MDP M, then we can find an MDP M’ in C such that M and M’ differ in their transitions only at
one state and have the same diameter. Formally, we have the following statement (proof in App. D.1).

Lemma 8. Fix any positive natural numbers S, A and D, and any MDP M with S = |S| states,
A = |A| actions and diameter D. There exists a modification of the transitions of M at only
one state which yields an MDP M’ with the same diameter D, and there exists a finite integer
Wa a5 (depending on 2, M') such that for any total requirement B > Wy v 5, there exists a
function b : S — N with > cs b(s) = B, such that, for any arbitrary starting state, the optimal

non-stationary policy A* needs C(*,b1) time steps to collect the desired samples in the modified

MDP M', where
B-1)D 1
IE”(C(Q[’ZbT) > (2)) > 3

@ Third, we note that both results above do not take into account the added difficulty for the agent to
have to deal with a learning process. To do so, we can draw inspiration from the lower bound on the
expected regret for learning in an SSP problem derived in [45]. Indeed, let us consider a environment
M with one state 5 in which all the required samples are concentrated, i.e., b := Blz with B > SA.
The S — 1 other states s each contain a special action a;. The transition dynamlcs p are defined as
follows: p(5]s,a}) = 5=, p(sls, a}) =1 — 5=, p(3ls, a) = i5%, p(s|s,a) = 1 — 5 for any other
actiona € A\ {a}}, and finally p(s[s,a) = 5 for any action a € A, with v : \/ —1)AB/64.
Recall that Dy is the SSP-diameter of state 5. The communicating, non-episodic structure of A
naturally mimics the interaction of an agent with an SSP problem with goal state 5. Denoting by

C(2,b) the (random) time required by any algorithm 2( to collect the b sought-after samples, we
obtain from [45, Thm. 2.7] that

=¢1(B) =42 (B)

= 3 (D24 10006) + 105 PV D ).

seS

This lower bound on the expected time to collect the samples implies in particular that no algorithm can
meet the sampling requirements in less than O(¢(B)) time steps with high probability. Importantly,
note that this result is not contradictory with Thm. 1. Indeed, as fleshed out in the proof in App. C,
the upper bound of Thm. | actually contains such a square root term ¢ (B), yet it is subsumed in the
final bound by either the main-order term in ) __ b(s) D, or the lower-order term constant w.r.t. B (see
Eq. [ 1). We can decompose ¢(B) in two factors: the second term ¢ (B) comes from the learning
process of trying to match the behavior of the optimal policy, while the first term ¢, (B) stems from
the need to navigate through the environment as opposed to the generative model assumption (as such,
it is incurred even if the optimal policy is deployed from the start). Part @ of this section actually
shows that such a term ¢4 (B) is unavoidable in multiple MDPs.

D.1 Proof of Lemma 8

Here we give the proof of Lem. 8. For any positive natural numbers S, A, D, we consider any MDP
M with S states, A actions and diameter D. We consider

(s,3) € arg max{ min E[r, (s — s/)]}.
s#s'eS (melsP

We modify the transition structure of M, so that p(s[s,a) = 1 for all actions a € A. Note that the
diameter is not affected by this operation. Throughout, whatever the value of B, we will consider the
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following sampling requirements: b(s) := Bl {,_53. We denote by sq € S the arbitrary starting state
of the learning process.

Consider any learning algorithm 2[. We denote by 7 the (possibly non-stationary) policy that is
executed by 2. In virtue of Asm. |, we can naturally (and without loss of generality) restrict our
attention to a policy m whose expected hitting time to 5 is finite starting from any state in S — we

denote by 7i,. such an upper bound. We denote by Téi) the random time required by policy 7 to
collect the i-th sample at state 5, starting from sg if: = 1l or from sif 2 <¢ < B.

Lemma 9. The (T, 7@)2<1< B are i.i.d. sub-exponential random variables whose expectation satisfies
—E[T( )} > Dforall2 <i < B.

Proof. Consider the SSP problem with unitary costs, starting state s and zero-cost, absorbing terminal
state 5. According to [10], Asm. | and the fact that the costs are all positive guarantee that the optimal
value function of this SSP problem is achieved by a stationary deterministic policy. This implies that
min cmso B[/ (s = 5)] < E[r:(s — )], and thus by definition of D and p,r, we get the inequality
D < p,. There remains to prove the sub-exponential nature of the random variable 7. For any
A € R, we have

+oo

1 n mn
Za)\ T"

+oo —+oo
=y ! B[] < 2 Y Lo ()",
n.

n= O n=0

E [e’\(Tﬂ_“W)} = e MK

where the last inequality comes from [50, Lem. 15], which can be applied to bound the moments
E[T?] < 2(ng,)™, since the random variable T, satisfies E[T,(s — s)] < 7, forall s € S by

definition of 1z . From Lem. 10, the series above converges whenever |A\| < —=—. This proves that T’
is sub-exponential according to the second condition of Def. 4. O
+o0 n"
Lemma 10. The series Z —x converges absolutely for all |x| < =
n= 0

Proof. Introduce the summand of the series a,, () := %T,L:z:" We then have

anpi(x) _ nl <n+1>”+1x<1+1>"
n

Tr — ex.

an(z)  (n+1)! nm n—4oo
Hence, for any |z < 1, we have \%\ < 1, which means from d’ Alembert’s ratio test that the
series converges absolutely. O

Since T, is sub-exponential, from Def. 4, there exists a pair (o, 8,;) of finite positive parameters that
verifies

AT — i) LELS 1
E[e " “”}Se T forall |\ < -

We now apply the concentration inequality for sub-exponential random variables stated in Lem. 1 |

vy 9—’2* (ZT(Z < (B —1) - ><exp(2g)

We now fix the integer
O 2
We =1+ 2max In .
M Orpir

Consider any total sampling requirement B > W,.. Then setting y :=

# > % yields

B
) im(B-1) pe(B=1)\ _ 1
p(S 1w < Lol )gexp< <z,
(i_z 2 40, 2
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since we have B > % log(2) + 1. This implies that with probability at least 3,

B B
(1) i pix(B —1) (B-1)D
DTV YT > T >
i=1 1=2
where the last inequality stems from Lem. 9. As a result, there exists a finite integer W s (depending
on 7 and the environment at hand) such that, for any total sampling requirement B > W, the
algorithm 2/ that executes policy 7 verifies

. _(B-1)D) _1
P(C(Ql,B]l{s}) > D) > 9’

which gives the proof of Lem. 8.

We recall here the definition of sub-exponential random variables.

Definition 4 (57). A random variable X with mean p < +00 is said to be sub-exponential if one of
the following equivalent conditions is satisfied:
1. (Laplace transform condition) There exists (c,6) € R™ x R** such that, for all |\| < 3,

2

Bl 0] < o,

2. There exists ¢y > 0 such thatE[e’\(X*“)] < o0 forall |\ < co.
For any pair (o, 0) satisfying condition 1, we write X ~ SUBEXP(0, 0).

We finally recall a concentration inequality satisfied by sub-exponential random variables.

Lemma 11 (57). Let (X;)1<i<n be a collection of independent sub-exponential random variables

no 52

such that for all i € [n], X; ~ SUBEXP(0;,0;) and p; = E[X;]. Set 0 := \/ === and
0 := max;e[,,{0: }. The following concentration inequalities hold for any t > 0,
n n _% . o2
P(ZXi -3 zt) < {e postsT
i=1 i=1 e ift>%
2 2

- - et if0<t< T
P<zxi—zm<—t) <{ :
=1 =1

_t . 2
ez ift> %

E GOSPRL Beyond the Communicating Setting

Sect. 3.1 and App. D demonstrate that the diameter D and/or the SSP-diameters dictate the perfor-
mance of a sampling procedure in a communicating environment. Indeed, both the GOSPRL upper
bound and the worst-case lower bound contain D and/or D, as a multiplicative factor w.r.t. the total
sampling requirement B. However, in many environments, there may exist some states that are hard
to reach, or plainly impossible to reach. In that case, the diameter is prohibitively large and even
possibly infinite, thus rendering the sample complexity guarantee of Thm. | vacuous. To circumvent
this issue, a desirable property of the algorithm would be the ability to assess online the “feasibility”
of the sampling requirements, by discarding states that are indeed too difficult to reach. For ease of
exposition, we consider throughout App. E the special case of time- and action-independent sampling
requirements b : S — N (as explained in App. C.2 the extension to the general case of adaptive
action-dependent sampling requirements follows straightforwardly).

Formally, we consider any environment that need not be communicating (i.e., it may not satisfy
Asm. 1). The learning agent receives as input an integer parameter L > 1, which acts as a reachability
threshold that partitions the state space between the states from which we expect sample collection
and those that we categorize as too difficult to reach. Specifically, given a sampling requirement
b: S — N, the desiderata of the agent is to minimize the time it requires, for each state s € S, to i)
either collect the b(s) samples, ii) or discard the sample collection at state s only if there exists a state
(accessible from the starting state) that cannot reach s within L steps in expectation. In other words,
we do not allow for samples to be discarded if the state is actually below the reachability threshold L.
We introduce the following new definition of the sample complexity.
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Definition 5. Given a reachability threshold L > 1, sampling requirements b : S — N, starting
state sg € S and a confidence level § € (0,1), the sample complexity of a learning algorithm 2 is
defined as

C(A,b,3, L, o) := min {t >0: IP’(VS € Sp, Ny(s) = b(s) A I (t) = 1) >1- 5},

where Sp, == {s € S : max{yes.p,,, <+o0} Dys < L} and where Iy(t) corresponds to a Boolean
equal to 1 if the algorithm 24 considers at time t that none of the states that remain to be sampled (if
there remains any) belong to Sr.">

Algorithm GOSPRL-L. We now propose a simple adaptation of GOSPRL to handle this setting,
and call the corresponding algorithm GOSPRL-L since it receives as input a reachability threshold
L. We split time in episodes indexed by j, where the first episode begins at the first time step and
the j-th episode ends when the j-th desired sample is collected. From Thm. | we know that in a
communicating environment with diameter D, there exists an absolute constant o > 0 (here we
exclude logarithmic terms for ease of exposition) such that with probability at least 1 — 9, after any j
episodes (i.e., after the j-th desired sample is collected), T the (total) time step at the end of the j
episodes is upper bounded as follows

T; < ajD + ajD3/%52A.

The key idea is to run GOSPRL and stop its execution if its total duration at some point exceeds
a certain threshold depending on L and the current episode. Specifically, in the j-th episode, this
threshold is set to ®(j) := ajL + ajL3/2S?A. If the accumulated duration never exceeds the
threshold, the algorithm is naturally run until all the sampling requirements are met.

Lemma 12. Consider any reachability threshold L > 1, starting state sg € S, confidence level
6 € (0,1) and sampling requirements b : S — N, with B = __g b(s). Then running the algorithm
GOSPRL-L in any environment yields a sample complexity that can be upper bounded as

C(GOSPRL-L, b, 3, L, s9) = 6(BL + LY 252,4).

Proof. The result is obtained by performing a reductio ad absurdum reasoning. We initially make
the assumption H that for all episodes 7 > 1, we have ng < L, where we recall that ng is the
SSP-diameter of the goal states G; considered during episode j. The condition that is checked at any
time step is whether it is smaller or larger than the threshold ®(j) := aj L + aj L3/2S? A, where j is
the current episode. i) In the first case, the total duration is always smaller (or equal) than its threshold
and the algorithm performs J episodes until the sampling requirements are met. Since J < B and ® is
an increasing function, the sample complexity is bounded by ®(J) < ®(B) = O(BL + L3/2S2A).
ii) In the second case, there exists an episode j' > 1 and a time step (during that episode) which
is larger than the threshold ®(j'). This implies that with probability at least 1 — ¢, assumption H
is wrong. Thus there exists an episode 1 < j < j such that ng > L. Since G C G;, we have
Dg, < ng,, thus Dg],, > L, which implies from Lem. 6 that for all s € G+, D, > L. Hence the
algorithm can terminate and confidently guarantee that none of the states that remain to be sampled
belong to S;. Given that ;' < B, the sample complexity (in the sense of Def.5) is bounded by

®(j') < ®(B) = O(BL + L3/*S?A). O

The algorithm GOSPRL-L requires no computational overhead w.r.t. GOSPRL, as it simply tracks
the total duration of GOSPRL and terminates if it exceeds a threshold depending on L. Under the
new appropriate definition of sample complexity of Def. 5, the dependency in Thm. | on the possibly
very large or infinite diameter D is effectively replaced by the reachability threshold L. A large value
of L signifies that the sample collection is required at quite difficult-to-reach states, while a small
value of L keeps in check the duration of the sampling procedure.

BWhy isn’t S, defined as Sz, := {s € S : D, < L}? Under such a definition, in the case of a weakly
communicating environment, the optimal strategy 2 would be to set Iy (¢ = 1) = 1, which would yield a sample
complexity of 1, since there would exist at least one “isolated” state and hence Sy, = (). Of course, this is not
the behavior we would want, as we expect the optimal strategy to perform the sample collection at states in the
communicating class (starting from sg), and discard the sample collection at states that are not accessible from
so. This is explained in more detail in the last paragraph of this section.
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Narrowing the sample collection to states in Sy, may seem at first glance restrictive. Indeed, the
presence of states in which the agent may get stuck could disrupt the learning process. However,
assume for instance that we consider the canonical assumption made in episodic RL of a resetting
environment, i.e., an environment that contains a reset action that brings the agent with probability 1
to a reference starting state so (where here we consider that the reset action can be executed at any
time step for simplicity). Then we have that {s € S : min, E[r(sg — s)] < L — 1} C Sr,, which
shows that numerous states can effectively belong to the set Sy..

Finally, let us delve into the particular case of a weakly communicating MDP, whose state space S
can be partitioned into two subspaces [43, Sect. 8.3.1]: a communicating set of states (denoted S
with each state in S© accessible — with non-zero probability — from any other state in S under
some stationary deterministic policy, and a (possibly empty) set of states that are transient under all
policies (denoted ST). The sets S€ and ST form a partition of S, i.e., S NST = Pand SCUST = S.
Finally, we denote by D€ < oo the diameter of the communicating part of M (i.e., restricted to the
set 86, ie., D := max, ¢ esc mingcpso E[7x(s — s')] < +00. Assume that the starting state so
belongs to SC. We expect the optimal strategy to perform the sample collection at states in S and
discard the sample collection at states in ST. This is what GOSPRL-L does if we have S;, = S©, i.e.,
whenever D¢ < L. Hence, in that setting, the optimal (yet critically unknown) value of the threshold
L would be D€.

F Application: Model Estimation (MODEST)

In this section we demonstrate that GOSPRL can be readily applied to tackle the MODEST problem,
as well as a “robust” variant called RMODEST, both of which are defined as follows. The agent
interacts with the environment and, after ¢ time steps, it must return an estimate Py ¢+ of the transition
dynamics, which naturally corresponds to the empirical average of the transition probabilities. The
accuracy of the estimate and the corresponding sample complexity are evaluated as follows.

Definition 6. Given an accuracy level 1 > 0 and a confidence level § € (0,1), the MODEST and
RMODEST sample complexity of an online learning algorithm 2 are defined as

Cmonest (A, 7,6) :=min {t > 0: P(V(s,a) € S x A, ||pa,:(:|s,a) — p(-|s,a)[1 <n) >1— 6},
Crumopest (2,1, 6) :==min {t > 0: P(V(s,s,a) € S? X A, |pus(s'|s,a) — p(s'|s,a)| < n) >1-46},

where Dy + is the estimate (i.e., empirical average) of the transition dynamics p after t time steps.

We have the following sample complexity guarantees.

Lemma 13. Instantiating GOSPRL with two different sequences of sampling requirements yields
respectively

~/DSA
CrMopEsT(GOSPRL, 7, 6) = O( 7752 + D3/252A>,
~/DI'SA DS?A
CMODEST(GOSPRL7’I7, 5) = O( 7725 + ST + DB/QSQA),

Proof. We first focus on the RMODEST objective with desired accuracy level . From Def. 6, we
would like that, for any state-action pair (s, a) and next state s’, the following condition holds:

De(s]s,a) = p(s'|s, )| < . (14)
From the empirical Bernstein inequality (see e.g., 4, 22), we have with probability at least 1 — 9§, for
any time step ¢ > 1 and for any state-action pair (s, a) and next state s’,

— 25 AN (s,a)
Gi(s]s,0) <2SANﬁ<s7a>) log (=442 (15)

De(s’ ) - ! ) <2 )
/15, ) = p(s's, )] < \/ e : oo

where N, (s,a) := max{1, N;(s,a)} and where the 57 are the population variance of transitions,
ie., 02(s'|s,a) == pi(s']s,a)(1 — py(s|s,a)). Let us now define, for any X,Y > 0, the quantity
57X? 1 8eXV2S5A
0og
U \/517

P(X,Y) =

2
24Y ( 24Y S A >
+ log
n on
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Using a technical lemma (Lem. 14), we can prove that condition (14) holds whenever the number of
samples at the pair (s, a) becomes at least equal to

d)?MODEST(S’ a) = B(X,Y), X = ma‘)g( \/m, Y =1.
s’'e

We thus execute GOSPRL until there exists a time step ¢ > 1 such that b (s, a) := ¢pRMOPEST (5 )
samples have been collected at each state-action pair (s,a) € S x A. Although the sampling
requirement b; depends on the time step ¢, this is not an issue from Sect. 3.2 since for any s € S and
t > 1, by(s, a) is bounded from above due to the fact that 57 (s'|s, a) < %. This means that the total

requirement for RMODEST is BryopEst = 5(514 /n?), which yields the first bound of Lem. 13.

We now turn to the MODEST objective. GOSPRL collects samples until there exists a time step ¢ such
that the number of samples at each pair (s, a) is at least equal to

MODEST (¢ ) .= B(X,Y), X = Z \/M? Y =8

s'eS

Introducing T'(s, a) := ||p(-|s, a)||o the maximal support of p(-|s, a), we use the following inequality

(valid at any time step t > 1): >, 5 0¢(s'[s,a) < \/I'(s,a) — 1 (see e.g., 22, Lem. 4). This means
~(2.T(sa) | 524
of Thm. | finally yields the second bound of Lem. 13 (which corresponds to the statement of Lem. 3

in Sect. 4). O]

that the total requirement for MODEST iS Byopgst = ) . Plugging in the result

Lemma 14. For any x > 2 and a1, a2, as,as > 0 such that azz < ay+/x log(asx) + a4 log(asw),
the following holds

4
xr < Mlog(

a3

2a4a2> N 128a% [log(llal\/@e)} 2.

as 9a§ as

as

Proof. Assume that a3z < aiy/rlog(asx) + aslog(azz). Then we have Fx < —%ax +
a1/ log(asx) + aqlog(agx). From Lem. 15 we have

2a2 day/aze\]?
,%eral\/Elog(an) < 39;31 {10g< a1a3a26)] .

2

i=ag
Thus we have z < % log(asx) + %0 and we conclude the proof using Lem. 16. O

Lemma 15 (32, Lem. 8). Forany x > 2 and ay, as, a3 > 0, the following holds

1642 2a1+/aze\1?
—azx + a1/ log(asz) < Gay [1og< il @eﬂ }
9CL3 as

Lemma 16. Let by, by and bz be three positive constants such that log(b1bs) > 1. Then any x > 0
satisfying x < by log(bax) + bs also satisfies © < 2b1 log(2b1bg) + 2bs.

Proof. Assume that z < by log(bex) + b3 and set y = & — bs. If y < bs, then we have & < 2b3.
Otherwise, we can write y < by log(bay + babs) < by log(2bay). From Lem. 17 we have y <
2b1 log(2b1 b3 ), which concludes the proof. O

Lemma 17 (32, Lem. 9). Let by and bs be two positive constants such that log(b1bs) > 1. Then any
x > 0 satisfying x < by log(bax) also satisfies x < 2by log(b1b2).

G Application: Sparse Reward Discovery (TREASURE Problem)

In this section, we focus on the canonical sampling requirement of the TREASURE problem of Sect. 4.1,
where each state-action pair must be visited at least once. We illustrate how direct adaptations of
existing algorithms are not able to match the guarantees of GOSPRL in Lem. 2.
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Discussion on finite-horizon or discounted PAC-MDP algorithms. At first glance, an approach
to tackle the TREASURE problem could be to consider a well-known PAC exploration algorithm such
as RMax [13] (the same discussion holds for E3 of 34). In particular, we can examine the ZERORMAX
variant proposed in [30]. Indeed the demarcation between known states and unknown states is an
algorithmic principle related to the problem at hand: a state is considered known when the number of
times each action has been executed at that state is at least m for a suitably chosen m and its reward
is set to 0, while an unknown state receives a reward of 1. The set of known states captures what
has been sufficiently sampled (and the empirical estimate of the transitions is used), while the set of
unknown states drives exploration to collect additional samples. The central concept for analyzing
the sample complexity of the algorithm is the escape probability (i.e., the probability of visiting the
unknown states), which, in the case of m = 1, would amount exactly to the probability of collecting
a required sample in the TREASURE problem. However, despite the similarities, ZERORMAX (as well
as RF-RL-EXPLORE of 30) are designed in the infinite-horizon discounted setting or the finite-horizon
setting. As such, only a finite number of steps is relevant, and the episode lengths (and resulting
sample complexity) directly depend on the discount factor ~y or on the horizon H, respectively. Such
approach cannot be employed in the setting of communicating MDPs, where there is no known
imposed horizon of the problem, and where the agent must interweave the policy planning and
policy execution processes by defining algorithmic episodes. As such, despite bearing high-level
similarity with GOSPRL at an algorithmic level, such finite-horizon (or discounted) guarantees cannot
be translated to sample complexity for the TREASURE problem.

Leveraging UCRL. We now analyze UCRL2 [28], an efficient algorithm for reward-dependant
exploration in the infinite-horizon undiscounted setting. In order to tackle the TREASURE problem,
a first approach could be to consider true rewards of zero everywhere while the uncertainty around

the rewards remains, i.e., the algorithm observes as reward 7(s, a) ~ ,/ W, which corresponds

to the usual uncertainty on the rewards [28], with N (s, a) denoting the number of visits of (s, a) so
far. The underlying idea is that as the algorithm visits a state-action pair, its observed reward will
decrease, thus favoring the visitation of non-sampled state-action pairs. Yet while this algorithm is
fairly intuitive, it appears tricky to directly leverage the analysis of UCRL2 to obtain a guarantee on
the time the algorithm requires to solve the TREASURE problem. Indeed, the inspection of the tools
used in the regret derivation of UCRL2 does not point out to a step in the analysis which explicitly
lower bounds state-action visitations.

Another possibility is to design a non-stationary reward signal to feed to UCRL2. Namely, assigning
areward of 1 if the state is under-sampled and O otherwise, corresponds to a sensible strategy (note
that this reward signal changes according to the behavior of the algorithm). Yet as explained in [50],
for any SSP problem with unit costs, the SSP-regret bound that is obtained from the analysis of
average-reward techniques (by assigning a reward of 1 at the goal state, and 0 everywhere else) is
worse than that obtained from the analysis of SSP goal-oriented techniques. This difference directly
translates into a worse performance of UCRL2-based approaches for the TREASURE problem. Indeed,
retracing the analysis of [50, App. B], we obtain that O(D?S? A) time steps are required to collect a
sought-after sample when running the algorithm UCRL2B [22] (which is a variant of UCRL2 that
constructs confidence intervals based on the empirical Bernstein inequality rather than Hoeffding’s
inequality and thus yields tighter regret guarantees). Since the analysis renders the re-use of samples
difficult, performing this reasoning for each sought-after state to sample yields a total TREASURE
sample complexity of O(Z D§S2A), which is always worse than the bound in Lem. 2 since
max, Dy = D.

seS

Leveraging MAXENT. At first glance, an alternative and natural approach to visit each state-action
pair at least once may be to optimize the MAXENT objective over the state-action space, i.e., maximize
the entropy function H over the stationary state-action distributions A € A,

H\) = Y =X(s,a)log(A(s,a)).

(s,a)eSxA

This objective — over the state space, yet the extension to the state-action space is straightforward —
was studied in [26] in the infinite-horizon discounted setting and in [17] in the infinite-horizon undis-
counted setting. Following the latter, there exists a learning algorithm such that, with overwhelming

30



probability,

1/3
DS DS\/Z) 16

HO\) — H(\) = 6( 73 7

where \* € arg max,c, H(\) and ¢ is the empirical state-action frequency at time £, i.e., A;(s, a) =

N*(S'a). The TREASURE sample complexity translates into the first time step ¢ > 1 such that

Ne(s,a) > 1 forall (s,a) € S x A. However, the state-action entropy H corresponds to the sum of
a function related to each state-action frequency, and maximizing it provides no guarantee on each
summand, i.e., on each state-action frequency. Indeed, assume that there exists a time ¢ such that
Ai(s,a) > 1 forall (s,a) € S x A. This implies that H(\;) > 24 log(t). However, the regret
bound of Eq. 16 cannot be leveraged to show that ¢ must necessarily be small enough. Overall, it
seems that directly optimizing MAXENT is unfruitful in guaranteeing the visitation of each state-action
pair at least once, and thus in provably enforcing the TREASURE objective.

Instead of maximizing MAXENT, the discussion above encourages us to optimize the “worst-case”
summand of the entropy function, by maximizing over A the following function
F(A):= min A(s,a).
( ) (s,a)eSxA ( ’ )
It is straightforward to show that F' is concave in A (as the minimum of S' X A concave functions), as
well as 1-Lipschitz-continuous w.r.t. the Euclidean norm ||-||2, i.e.,

YALN) € A% IF(N) = FOV)| < 1A= Voo < (1A= X2

However, F' is a non-smooth function, therefore the Frank-Wolfe algorithmic design of [26, 17]
cannot be leveraged. Instead, we propose to use the mirror descent algorithmic design of [17, Sect. 5]
that can handle general concave functions. It guarantees that there exists a constant 5 > 0 such that,
with overwhelming probability (here we exclude logarithmic terms for ease of exposition)

x pD BDS\f
FOY) = F() < g +

Introduce w* := F'(A*) = ming , \*(s,a) € (0 We then have

’SA]

Fy) > w* —B—D—M. (17)

+1/3 ﬁ

Equipped with Eq. 17, we can easily prove that if

D2S%?A D3
tQ<mm{(w*)2’(w*)3})’ (19

then F(/\t) > t , which immediately implies that the TREASURE is discovered. This sample complex1ty

result is quite poor compared to Lem. 2. In particular, it depends polynomially on (w*)~!, which
cannot be smaller than S A.

H Application: Goal-Free Cost-Free Exploration in Communicating MDPs

H.1 Reward-Free Exploration in Finite-Horizon MDPs vs. Cost-Free Exploration in
Goal-Conditioned RL

Jin et al. [30] introduced the reward-free framework in the finite-horizon case, which we recall is a
special case of a goal-oriented (i.e., SSP) problem where each episode terminates after exactly H
steps. The agent receives as input an accuracy level ¢ > 0, a confidence level § € (0, 1), the state
and action spaces, and the horizon H, while no knowledge is provided about the transition model p.
The learning process is decomposed into two phases. @ Exploration phase: The agent first collects
trajectories from the MDP without a pre-specified reward function and returns an estimate of the
transition model p. @ Planning phase: The agent receives an arbitrary reward function and is tasked
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with computing an e-optimal policy with probability at least 1 — §, without any additional interaction
with the environment. The objective is to minimize the duration of the exploration phase needed to
simultaneously enforce any requested planning guarantee.

In [30] the reward-free exploration problem is studied for any arbitrary MDP, where there may exist
states that are difficult or impossible to reach. The core mechanism in their analysis is to partition
the states depending on their ease of being reached within H steps. Specifically, they distinguish
between significant states, that can be sufficiently visited and whose transition probability can thus
be accurately estimated, and insignificant states that are too difficult to reach within H steps, but
therefore have negligible contribution to any reward optimization.

Interestingly, in the goal-conditioned setting this distinction

may no longer be meaningful. By way of illustration, con- >0 -- >0 >0 > ¢
sider any fixed horizon H and the toy environment in Fig. 5. /

Suppose that the objective is to quickly reach state z (i.e., the .

goal state is z, the starting state is x and all costs are equal

to 1). Even though state y is insignificant within H steps (in \.

the finite-horizon sense of 30, for any positive “significance —>@ - >@ > =
level”), it is actually crucial in solving the objective, as z can
be reached deterministically in 1 step from y. Extrapolating
this scenz_irio, in .the goal-conditioned setting, we may hgwe bility 1/2, and y in H + 1 steps with
an effective horizon of H = +oo for some goals, which probability 1/2. From state y the agent
implies that the transition model p must be accurately esti-  deterministically transitions to state z in
mated across the entire state-action space to ensure that a 1 step.

near-optimal goal-conditioned policy can be computed.

Figure 5: The agent starts at state x
and reaches z in H steps with proba-

As aresult, the challenges that emerge in the cost-free exploration problem in goal-conditioned RL
are orthogonal to the ones in finite-horizon [30]: a constraint on the environment is added (all states
must now be reachable, Asm. 1), allowing the removal of the constraint on performance (which is
not limited to H steps anymore) and thus enabling to tackle the more general class of goal-oriented
problems.

For a designated goal state g € S, recall that the SSP objective is to compute a policy 7 : S — A
minimizing the cumulative cost before reaching g. Formally, the (possibly unbounded) value function
is defined as

Tr(5—9)

Va(s = g) = E{ Z c(se,m(se)) | s1=s|,

t=1

where 7.(s — ¢) := inf{t > 0 : s;41 = g|s1 = s, 7} is the (random) number of steps needed
to reach g from s when executing policy 7. An optimal policy (if it exists) is denoted by 7 €
argmin, V(s — g).

Without loss of generality, we consider throughout that the maximum c,,,x of the cost functions that
we intend to consider in the planning phase is equal to 1. On the other hand, the minimum value ¢y
has a more subtle impact on the type of performance guarantees we can obtain. Following [53], for
any cost function ¢ and any pair of initial and goal states s and g, we introduce a slack parameter
6 € [1,+oc] and we say that a policy 7 is (¢, §)-optimal if '
™ : ™

V(s —g) < W:E[T,,(srglgl)l]geDS,g V™(s —g)+e. (19)
We consider this restricted optimality only in the general cost case of ¢pin = 0, where the (g, +00)-
optimal policy may not be proper [50, 45]. In that case, we are interested in finding the best proper
policy, which is what the restricted optimality in Eq. 19 enables as it constrains the targeted policy to
be proper. This consideration is required in the analysis of [53] when translating the performance from
the cost-perturbed MDP to the original MDP, which needs constraining the expected goal-reaching
time of the targeted policy.

We are now ready to formally define the goal-free cost-free exploration problem. It is characterized by
an accuracy level 0 < e < 1, a confidence level § € (0,1), a minimum cost ¢pin € [0, 1] and a slack
parameter 6 € [1, +o0] (and we allow either ¢,,;, = 0 or § = 400, but not both simultaneously).

"*This reduces to standard e-optimality for § — oco.
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After its exploration phase (whose number of time steps defines the sample complexity of the
problem), the agent is expected to be able to compute, with probability at least 1 — 0, an (e, §)-optimal
goal-conditioned policy 7 for any goal state g € S and any cost function ¢ € [cpin, 1], i.€., satisfying
Eq. 19 forall s € S.

H.2 Proof of Lem. 4

We show that instantiating GOSPRL for carefully selected sampling requirements b; (s, a) enables to
obtain the guarantee of Lem. 4. To do so, we build on the sample complexity analysis of solving a
fixed-goal SSP problem with a generative model of [53]. Specifically, we introduce the following
sampling requirement function

X3T XS4\ X28 XSA\ XT XSA
(X,y) = a- 5 log( ) + log( ) +— log2( ) , (20)
ye yeo ye yeo y yo

where a > 0 is a numerical constant and I := maxs q||p(+|s, a)|lo < T is the largest support of p.

The sampling requirement function of Eq. 20 instantiated for specific values of X and y is used to
guide the GOSPRL algorithm. Specifically, the analysis distinguishes between two cases: either
Cmin > 0 and the cost function considered in the planning phase can be the same as the original one,
oF cmin = 0 and all costs incur an additive perturbation of /(6.D) > 0 (as considered in the analysis
of [53]). As stated in Sect. 4.3, we set w := max {cmin, e/ (HD)}, which is guaranteed to be positive
since we enforce either ¢,;;,, = 0 or § = +00, but not both simultaneously. As such, in Eq. 20 we
define y := w to be equal to the minimum cost of either the true or the perturbed cost function. As
for the value of X, we perform the following distinction of cases.

@ First let us assume that the learning agent has prior knowledge of the diameter D of the MDP.
Then we set X := D. Since the analysis of [53] accurately estimates the transition kernel and thus
holds for arbitrary cost function in |w, 1], we can ensure that collecting at least ¢(D, w) samples from
each state-action pair provides the e-optimality cost-free planning guarantee of Lem. 4. The total
time required to collect such samples is upper bounded by DS A¢(D,w™'), which directly yields
the sample complexity guarantee stated in Lem. 4.

@ Second we show that we can relax the assumption of knowing the diameter D without altering
the sample complex1ty guarantee. To do so, we begin the algorithm by a procedure which computes
a quantlty Dsuchthat D < D < D(1 + ¢) with high probability. From App. .1, this can be done

in O(D3S 2 A/&?) time steps by leveraging GOSPRL. We thus begin the algorithm by running such
diameter-estimation subroutine. Crucially, we note that its sample complexity is subsumed in the
total sample complexity of Lem. 4. Then we simply apply the reasoning in case @ by considering

X:=Di in the allocation of Eq. 20 instead of X = D. Since Disa sufficiently tight upper bound on
D (ie., D= O(D)), we ultimately obtain the same sample complexity guarantee as in case @.

I Other Applications

In this section, we provide additional applications where GOSPRL can be leveraged to readily obtain
an online learning algorithm. We first summarize them here.

Diameter estimation (see App.I.1). GOSPRL can be leveraged to estimate the MDP diameter
D. In App.1.1 we develop a GOSPRL-based procedure that computes an estimate D such that
D < D < (1+¢)D in O(D352A/e?) time steps. This improves on the diameter estimation
procedure recently devised in [65] by a multiplicative factor of DS?. As D provides an upper

bound on the optimal bias span sp(h*), our procedure may be of independent interest for initializing
average-reward regret-minimization algorithms that leverage prior knowledge of sp(h*) (as done in

e.g., [65]).

PAC-policy learning (see App. I.2). One of the most common SO-based settings is the computation
of an e-optimal policy via sample-based value iteration. Since GOSPRL is agnostic to how the
sampling requirements are generated, we can easily integrate it with any state-of-the-art SO-based
algorithm and directly inherit its properties. For instance, in App.[.2 we show that GOSPRL can
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Algorithm 2 GOSPRL-based procedure to estimate the diameter

1: Input: accuracy € > 0, confidence level § € (0,1).

2: Set W := £ and [|7]|3 == 1.

3: while [|[9]|5 > W do

4: SetW «+ 2W.

5:  Set the accuracy 1) := .

6:  Collect additional samples by running GOSPRL for the MODEST problem with accuracy 7 and confi-
dence level 4.

7:  for each state s € S do

8: Compute a vector v(- — s) using EVI for SSP, with goal state s, unit costs and VI precision

vt = % (see App. A).
9:  end for
10: end while N
11: Output: the quantity D := (1 + 2n||7||2)]|7]|.

be easily combined with BESPOKE [62] to obtain a competitive online learning algorithm for the
policy learning problem. In fact, the sample complexity of the resulting algorithm is only a factor
D worse than existing online learning algorithms in the worst case and, leveraging the refined
problem-dependent bounds of BESPOKE, it is likely to be superior in many MDPs.

Bridging bandits and MDPs with GOSPRL (see App. [.3). In multi-armed bandit (MAB) an agent
directly collects samples by pulling arms. If we map each arm to a state-action pair, we can see
any MAB algorithm as having access to an SO. As such, we can readily turn any bandit algorithm
into an RL online linear algorithm by calling GOSPRL to generate the samples needed by the MAB
algorithm. Exploiting this procedure, in App. 1.3 we show how we can tackle problems such as
best-state identification and active exploration (i.e., state-signal estimation) in the communicating
MDP setting, for which no specific online learning algorithm exists yet.

I.1 Application: Diameter Estimation

GOSPRL can be leveraged to estimate the diameter D which is a quantity of interest in the average-
reward setting. Indeed, D dictates the performance of reward-based no-regret algorithms [28], and
some works assume that an upper bound on the optimal bias span sp(h*) is known (e.g., [44]).
Since we have sp(h*) < rmaxD (e.g., [8]), upper bounding D enables to relax this assumption.
Recently, for such purpose of upper bounding sp(h*), [65] developed an initial procedure based on

successive applications of UCRL2 that can compute an estimate D such that D < D <(1+¢)Din

9] (D*S* A /%) time steps (see [65, App. D & Alg. 3 “LD: Learn the Diameter”]). In Alg. 2 we derive
an iterative estimation procedure based on GOSPRL which can compute such upper bound of D
faster, namely in O(D3S5% A /e?) time steps, while simultaneously providing an accurate estimation
of the transition dynamics. As such it may be an initial procedure of independent interest for regret-
minimization algorithms in the average-reward setting. Note that the procedure is similar to the one
considered in [53] to estimate an upper bound of the SSP-diameter of a given SSP problem in the
generative model case, while here we focus on the estimation of the diameter (i.e., worst-case SSP
diameter) in the online case by leveraging GOSPRL.

We define a notation used throughout the section, |U||% := max, o U(s — s’), which holds for any
quantity U that can be naturally mapped to a S x S matrix.
Lemma 18. With probability at least 1 — 6, Alg. 2:

* has a sample complexity bounded by O (DBSQA/EZ),

* requires at most log,(D(1 + €)) + 1 inner iterations,

* solves the MODEST problem for an accuracy level n > 0 and outputs an optimistic S x S matrix

v s. l.55 <nN<
I\v\|°°’

. outputs a quantity D := (1 + 20||0]|22)||0||2 that verifies D < D < (1 + 2¢(1 4 ¢))(1 4 €)D.

Proof. We will assume throughout that the event £ (defined in App. A) holds. We now give a useful
statement stemming from optimism:
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“At any stage of Alg. 2, for any given goal state, denote by v the vector computed using EVI for
SSP. Then under the event £, we have component-wise (i.e., starting from any non-goal state):
v < ming, Vy<D”

To prove this useful statement, we observe that the first inequality stems from Lem. 5 of App. A while
the second inequality uses the definition of the diameter D and the fact that the considered costs are
equal to 1.

Now, denote by n the iteration index of the Alg. 2 (starting at n = 1), so that W,, = 2™. Introduce
N :=min{n > 1: |7, < W, }. We have ||v,||22 < D at any iteration n > 1 from the useful
statement on optimism above. Since (W),),>1 is a strictly increasing sequence, Alg. 2 is bound
to end in a finite number of iterations (i.e., N < +00), and given that WN 1 < |Jon-1||2 < D,

we get N < log,(D) + 1. Moreover, we have |[oy || < Wy and ny = W—, which 1mphes that

2D SnN

nn < W Moreover, combining Wy_1 < D and Wy_; = % =

Denote by 1 := 7 the achieved MODEST accuracy at the end of Alg. 2. Plugging in the guarantee of
Prop. 3 yields a sample complexity of

~/DS?A ~/D3S%A
o(=F) =0(==")
Denote by ¥ := oy the optimistic matrix output by Alg.2.  Consider (s1,$2) €

arg max, ¢y min, E[7;(s — s’)]. Denote by 7 the greedy policy w.r.t.the vector v(- — s3) in
the optimistic model with goal state s5. Then we have

D= minE[Tﬁ(sl — 59)|E[rz(s1 — $2)] 2 (14 2n||E[7%]I2)E[T(s1 — s2)]

< (14 21+ OB + &) (81 = 52) < (1+20(1+)[[T]2) (1 +)|[7]% :== D

L (14291 + ) [T +2)D < (1+26(1+2))(1 +€)D,
where (a) corresponds to an SSP simulation lemma argument (see [45, Lem. B.4]; [52, Lem. 3]) given

that a MODEST accuracy of 7 is fulfilled, (b) comes from the value iteration precision fuy := M
which implies that E[7z] < (1 4 2uv)v < (1 + s)v component-wise according to Lem. 5 of App A,
(c) is implied by the useful statement on optimism given at the beginning of the proof, and finally (d)
leverages that n||v]|2 < e. O

1.2 Application: PAC-Policy Learning

One of the most common SO-based settings is the computation of an e-optimal policy via sample-
based value iteration. Since GOSPRL is agnostic to how the sampling requirements are generated, we
can easily integrate it with any state-of-the-art SO-based algorithm and directly inherit its properties.
For instance, consider the BESPOKE algorithm introduced by [62]. BESPOKE proceeds through
phases and at the beginning of each phase k, it determines the additional number of samples n**
that need to be generated at each state-action pair (s, a) based on the estimates of the model and
reward of the MDP computed so far. Then it simply queries the SO as needed and it moves to
the following phase. In order to turn BESPOKE into an online learning algorithm, we can simply
replace the query step by running GOSPRL until n*}1 samples are generated and then move to the
next phase. Furthermore, let b(s, a) be the total number of samples required by BESPOKE in each
state-action pair as stated by [62, Thm. 2], then we can directly apply Thm. | and obtain the sample
complexity of the online version of BESPOKE (ONLINE-BESPOKE). As discussed in Sect. 3 the
resulting complexity is at most a factor D larger than the one of (offline) BESPOKE plus an additional
term of order O(D?/252 A) independent from the desired accuracy ¢. It is interesting to contrast this
result with existing online algorithms for this problem. While to the best of our knowledge, there is no
algorithm specifically designed for optimal policy learning, we can rely on regret-to-PAC conversion
(see e.g., [29, Sect.3.1]) to derive sample complexity guarantees for existing regret minimization
algorithms and do a qualitative comparison.'” For instance, we can use EULER [61] to derive an

I5Regret minimization guarantees are usually provided for the finite-horizon setting, while BESPOKE is
designed for the discounted setting. Furthermore, the e-optimality guarantees for SO-based algorithms are
typically defined in £, norm, while the regret-to-PAC conversion only provides guarantees on average w.r.t. the
initial distribution.
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e-optimal policy. If we consider a worst-case analysis, EULER achieves the same sample complexity
of BESPOKE, which in turn matches the lower bound of [5]. As a result, ONLINE-BESPOKE would be
a factor D suboptimal w.r.t. to EULER. Nonetheless, our SO-to-online learning conversion approach
enables ONLINE-BESPOKE to directly benefit from the problem-dependent performance of BESPOKE,
which in many MDPs may outperform the guarantees obtained by using EULER as a online learning
algorithm for policy optimization.

LI.3 Application: Bandit Problems with MDP Dynamics

L1.3.1 Algorithmic protocol

The sampling procedure GOSPRL provides an effective way to collect samples for states of the
agent’s choosing, and can thus be related to the multi-armed bandit setting by mapping arms (in

bandits) to states (in MDPs). From Thm. I, each state can now be “pulled” within O(D) time
steps (instead of a single time step in the bandit case). This allows to naturally extend some pure
exploration problems from the bandit setting to the communicating MDP setting. The algorithmic
protocol alternates between the two following strategies:

[I] the “bandit algorithm” identifies the arm(s), i.e., state(s), from which a sample is desired,

GOSPRL is executed to collect a sought-after sample as fast as possible.

To illustrate our decoupled approach we consider the two following problems: best-state identification
(App. 1.3.2) and reward-estimation, a.k.a. active exploration (App. [.3.3).

1.3.2 Best-state identification

This is the MDP extension of the best-arm identification problem in bandits [3]. Each state s €

S :={1,..., S5} is characterized by a reward function r,. For the sake of simplicity, we assume
that the rewards are in [0, 1] and that there is a unique highest-rewarding state s* := arg max; r;.
Let r* := rg«. Consider a budget of n steps. The objective is to bound the probability of error

en = P(J, # s*), where J,, is the state from which we desire a sample at step n. For s # s*, we
introduce the following suboptimality measure of state s: Ag := r* — r,. We introduce the notation
(i) € {1,..., S} to denote the i—th best arm (with ties break arbitrarily). The hardness of the task
will be characterized by the following quantities 1 := > __¢ Ai? and Hy := maxgcs sA@? These
quantities are equivalent up to a logarithmic factor since we have Hy < H; < log(25)H>. A fully
connected MDP with known and deterministic transitions amounts to a multi-armed bandit problem
of K := S arms for our problem, thus the SUCCESSIVE REJECTS algorithm [3] directly yields the
following bound after j time steps

, S
e; < 5(5-1) ( j—54 >7 where log(S) = % + E 1
£

2 ~log(S)H

In a general MDP, we combine GOSPRL (for the sample collection) with the SUCCESSIVE REJECTS
algorithm (for deciding which sample to collect). Consider any large enough budget of n =
Q(D3/282 A) time steps. Denote by 7,, the number of time steps during which GOSPRL effectively
collects the desired sample stipulated by the SUCCESSIVE REJECTS algorithm. Thm. | yields that
n = 6(Djn + D3/252A), which means that j,, = ﬁ(%). Therefore we obtain the
following guarantee.

Lemma 19. In any unknown communicating MDP with unique highest-rewarding state s*, combining
GOSPRL with the SUCCESSIVE REJECTS algorithm [3] yields the existence of a polynomial function p

such that the probability e,, of wrongly identifying the “best state” s* at time step n is upper bounded
by

_ P3/2q2
engp(S,A,D,n)exp( n-D SA),

"~ Dlog(S)H,
which corresponds to an exponential decrease w.r.t. n whenever n is large enough (i.e., after the

D3/282 A burn-in phase).
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I.3.3 Reward estimation (a.k.a. active exploration)

The objective of this problem in bandits (resp. MDPs) is to accurately estimate the mean pay-off
(resp. the average reward signal) at each arm (resp. state). Note that this problem was originally
studied in the bandit setting (see e.g., [14]) and recently extended in ergodic MDPs by [51] using a
Frank-Wolfe approach. The extension to communicating MDPs remained an open question, and it
becomes immediately addressed with GOSPRL. We recall the problem formulation: for a desired
accuracy € > 0, for each state-action pair (s,a) € S x A with mean reward r , in [0, 1], we seek to
output an estimate 7 , such that |75 , — s 4| < €. Under the GOSPRL framework, it is sufficient
to visit each state-action pair at least €2 (6_2> times, which directly induces the following sample
complexity guarantee.

Lemma 20. In any unknown communicating MDP, GOSPRL can reach any reward-estimation
accuracy € > 0 with high probability under a sample complexity scaling as
~( DSA ,
0(2 + D3/252A) :
€

1.3.4 Comments

Distinction between regret and sample complexity. Note that the results above (Lem. 19 and 20)
do not provide any guarantee on the regret of the corresponding algorithms (which is often the metric
of interest in sequential learning). Indeed, our algorithmic approach does not track nor adapt to a
notion of optimal performance. Likewise, there remains to derive lower bounds on these problems
extended to MDPs, in order to quantity the optimality of our procedure. Nonetheless, our decoupled
approach is, to the best of our knowledge, the first method with provably bounded sample complexity
that can successfully extend classical bandit problems (such as the two aforementioned ones) to
communicating MDPs.

On the link between MDPs and bandits with a special form of transportation costs. Under the
mapping between bandit arms and MDP states, our sampling paradigm has the effect of casting any
MDP as a bandit problem with transportation costs between arms. In our setting, the transportation
cost from a state to another is unknown, initially unbounded and has to be refined over the learning
process (the asymptotically optimal cost amounts to the shortest path distance between the two
states). We believe that such a setting of unknown and learnable transportation costs is an interesting
formalism to study in the bandit setting, as it may then be applied to the MDP extension and allow
for smart algorithms that take into account each transportation cost when proposing the arm/state
from which a sample is desired (i.e., in part [I] of the algorithmic protocol given at the beginning
of App. [.3). For completeness, it is worth mentioning that some papers study various settings of
movement/switching costs between arms (see e.g., 19, 36), yet none of these settings can be leveraged
for our problem.

J On Ergodicity

In this section we explain why the ergodic setting (Asm. 3) and the more general communicating
setting of Asm. | effectively set the boundary on the difficulty of the problem, in the sense that in an
ergodic MDP any sampling requirement is eventually fulfilled, whatever the policy executed.

Assumption 3 ()M is ergodic). For any stationary policy 7, the corresponding Markov chain Py is
ergodic, i.e., all states are aperiodic and recurrent.

Consider any sampling requirements b : S — N and fix any stationary policy 7. It induces an ergodic
chain P, with stationary distribution denoted by i € A(S). Let fir min 1= Minges pir(s) > 0. We
assume without loss of generality that P is reversible with spectral gap vy, > 0. (Otherwise, in the
non-reversible case, the dependency on ~, in Eq.21 and thus in Eq. 22 is simply replaced by the
pseudo-spectral gap introduced in [41].) It is well-known (see e.g., [27, 41]) that with probability at
least 1 — §, forany s € Sand ¢t > 1,

2 IOg (% #wzmin ) 20 log <% il Qmin )
il + ’
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Figure 6: The three domains considered in Fig. |. For the gridworlds (b) and (c), the red tile is
the starting state, yellow tiles are terminal states that reset to the starting state, and black tiles are
reflecting walls (see §“Details on environments”).

which implies that

S S /
\/i QIOg(X ,J’7\’ min ) 20 1Og(3 M, mln)

N‘n’,t(s) Z tﬂ‘n’,min -
Y Y

In particular, we can guarantee that N +(s) > b(s) for any s € S whenever

f—Q (maxseg b(s) . 1 ) _ 22)

2
Y7 e, min 'YTr,UJﬂ—’min

This shows that any policy inevitably meets the sampling requirements in the ergodic setting. More-
over we see that in the case of sampling requirements b that are evened out across the state space,
better performance should be achieved by policies with more uniform stationary distributions (i.e.,
M, min > 0) and with good mixing properties (i.e., . > 0).

K Experiments

This section complements the experiments reported in Sect. 5. We provide details about the algorith-
mic configurations and the environments as well as additional experiments.

Details on Fig. 1 and Fig. 7. Fig. | reports, as a function of time ¢, the proportion P; of states that at
time ¢ satisfy the sampling requirements of the TREASURE-10 problem (i.e., b(s, a) = 10). Formally,
Py = |{s € §:Va € A, Ny(s,a) > b(s,a)}| - S~1. As such, all sampling requirements are met
as soon as P; = 1, meaning that the black line ¥y = 1 on the y-axis characterizes our objective.
Furthermore, we report in Fig. 7 results on additional domains (see below).

Details on environments. The three domains considered in Fig. | are given in Fig. 6. The first
one corresponds to a reward-free version of the RiverSwim domain introduced in [48], which is a
stochastic chain with 6 states and 2 actions classically used for testing exploration algorithms. The
other two domains are gridworlds. In Fig. 7 we test on a larger RiverSwim domain with 36 states
and three additional gridworlds that are given in Fig. 8. Throughout our experiments, the gridworld
domains are defined as follows. The agent can move using the cardinal actions (Right, Down, Left,
Up). An action fails with probability p; = 0.1, in which case the agent follows (uniformly) one of
the other directions. The starting state is shown in red. Yellow tiles are terminal states that, when
reached, deterministically reset to the starting state. The black walls act as reflectors, i.e., if the action
leads against the wall, the agent stays in the current position with probability 1. The gridworlds are all
reward-free, except the one in Fig. 8a where the blue tile incurs large negative environmental reward:
it is thus a trap state which should be avoided as much as possible. Finally, in the experiments with
the randomly generated Garnet environments and state-action requirements (Fig. 2), we guarantee the
MDPs randomly generated to be communicating by setting p(sp|s, a) > 0.001 for every (s, a) and
an arbitrary state s.

Algorithmic details. For all experiments and all considered algorithms, we choose a scaling factor
oy, = 0.1 of the confidence intervals of the transition probabilities (which enables to speed up the
learning, see e.g., [23]), as well as a confidence level set to = 0.1. Recall that for GOSPRL, in
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Figure 8: The three gridworlds considered in Fig. 7. The blue tile in (a) is a “trap state” that incurs
large negative environmental reward and should thus be avoided as much as possible.

the case of state-only requirements, a state s is considered as under-sampled and is thus a goal state
if ) ,c4 N(s,a) < b(s), while in the case of state-action requirements, a state s is considered as
under-sampled if 3a € A, N(s,a) < b(s,a). We consider the following initial phase for GOSPRL
(i.e., when all states are under-sampled): we select as goal states those minimizing the “remaining
budget” b(s) — N (s) for state-only requirements (or ) . , max{b(s,a)—N(s,a), 0} for state-action
requirements), which has the effect of shortening the length of the initial phase. In the case of state-
action requirements, once a sought-after goal state s is reached, GOSPRL selects an under-sampled
action a whose gap b(s,a) — N (s, a) is maximized. We note that this design choice can be observed
in Fig. | and 7 where GOSPRL seeks to “even out” its sampling strategy, with a steady increase in
(P:), instead of exhausting the requirements state after state.

GOSPRL-for-MoDEST algorithm. Here we detail the GOSPRL-for-MODEST algorithm used in the
MOoDEsT experiment of Fig. 3. The GOSPRL sampling requirements are computed using a decreasing
MODEST accuracy 7, which enables the algorithm to be accuracy-agnostic like the WEIGHTEDMAXENT
heuristic to which it is compared. GOSPRL-for-MODEST starts at an initial accuracy of  «— 1 and
iteratively performs the two following steps until the algorithm ends: i) it requires a sampling
requirement of bY'°*EST (s, a) = @ (D, 5 V07 (8]s,a) , S), where @ is defined after Eq. 3 for
accuracy 77 and where a; = 0.01 is a scaling factor to speed up the learning; and ii) when the
sampling requirements are fulfilled by GOSPRL, it sets 7 «— 7/2 and goes back to the first step.

Dependencies. For each environment of Fig. 6 on the TREASURE-10 problem (i.e., b(s,a) = 10,
B =105 A), we compute in Tab. 1 the sample complexity of GOSPRL run with known dynamics, to
put aside the learning component so that its corresponding sample complexity can be bounded exactly
by BD orby > b(s)D, according to the analysis in Sect. 3.1. Both bounds are reported in Tab. 1:
we observe that the second (more state-dependent) quantity is tighter and more preferable than the
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Table 1: For the TREASURE-

10 prgl?lem, we report the Sample comp. of
quantities BD, ) b(s)Ds Environment BD >-.b(s)Ds | GOSPRL run with
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Figure 9: Sample complexity of GOSPRL in randomly Figure 10: Impact of goal aggregation on

generated Garnet MDPs for increasing values of S, GOSPRL. Proportion P; averaged over 30 runs,
with all other parameters fixed (A, 8, U) as in Fig. 2. on the TREASURE-10 problem with b(s,a) = 10
Results are averaged over 5 Garnets, each for 12 runs. on the environment of Fig. 8b.

first. Despite both bounds being loose w.r.t. the actual algorithmic performance, they can effectively
capture the difficulty of the problem (in a relative sense where the higher the bounds, the higher the
sample complexity). We also recall from Sect. 5 that there exist simple worst-case problems (see
e.g., Fig. 4) where these bounds are tight, i.e., where the sample complexity of GOSPRL (whether
the dynamics are known or not) must directly scale with these diameter quantities. Notice that
running GOSPRL with known dynamics corresponds to deploying an optimal greedy strategy (i.e.,
by minimizing each time to reach under-sampled states in a sequential fashion), which is likely not
the optimal non-stationary solution (which would involve solving a sort of highly difficult, online
travelling salesman problem), see App. C.3 for additional discussion. Finally, we study the sample
complexity of GOSPRL across similar MDPs with increasing number of states to see how that
dependence pans out. Fig. 9 reports the sample complexity of GOSPRL in randomly generated Garnet
MDPs for increasing values of S. We observe that as expected, the sample complexity scales linearly
with S.

Impact of goal aggregation on GOSPRL. GOSPRL iteratively aggregates the undersampled states
into a meta-goal for which it computes an optimistic goal-oriented policy. While it is possible to focus
on specific goal states as mentioned in App. B without affecting the sample complexity guarantee,
performing the goal aggregation leads to shorter and more successful sample collection attempts. We
observe in Fig. 10 that this indeed translates into better empirical performance. Indeed, GOSPRL
collects the prescribed samples faster than a version of GOSPRL that selects uniformly at random a
single goal state among all undersampled states (i.e., that does not perform goal state aggregation).

Impact of cost shaping on GOSPRL. While GOSPRL in Alg. | considers unit costs for each SSP
problem it constructs, any non-unit costs can be designed as long as they are positive and bounded.
In particular, detering costs may be assigned to trap states with large negative environmental reward
that the agent seeks to avoid. To study this, we consider the gridworld of Fig. 8a where the blue tile
is a trap state that the agent must avoid as much as possible. For ease of exposition we consider
here sampling requirements concentrated at the terminal state in yellow denoted by y € S, i.e.,
b(y,a) = 10 for any a € A. We compare GOSPRL with a cost-weighted GOSPRL where a cost
of 10 is set at the blue trap state during each SSP planning step. Tab. 2 shows that while the sample
complexity of cost-weighted GOSPRL is worsened, the number of visits to the undesirable trap state
is considerably decreased w.r.t. GOSPRL. This makes sense since the shortest path from the red
starting state to the sought-after yellow terminal state goes through the blue trap state, so a trade-off
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Table 2: Impact of cost shaping on GOSPRL.

Environment of Fig. 8a. Sampling requirement are GOSPRL | Cost-weighted
concentrated at the yellow terminal state y € S, (Alg. 1) GOSPRL
i.e., b(y,a) = 10 for all @ € A. Cost-weighted Sampl(? 253.1 520.0
GOSPRL sets a cost of 10 (instead of 1) at the complexity ' )

blue trap state during each SSP planning step. Val- Visits to

ues are averaged over 30 runs. trap state 44.6 4.7

appears between minimizing the sample complexity and visiting undesirable states. This numerical

simulation shows that GOSPRL can naturally adjust this trade-off by cost-weighting the successive
SSP problems it tackles.
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