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Abstract 
Loss of motor function from spinal cord injuries (SCI) results in loss of independence.  

Rehabilitation efforts are targeted to enhance the ability to perform activities of daily living (ADLs), but 
outcomes from physical therapy alone are often insufficient.  Neuromodulation techniques that induce 
neuroplasticity may push the limits on recovery.  Neuromodulation by intermittent theta burst 
transcranial magnetic stimulation (iTBS) induces neuroplasticity by increasing corticomotor excitability, 
though this has most frequently been studied with motor targets and on individuals not in need of 
rehabilitation.  Increased corticomotor excitability is associated with motor learning.  The response to 
iTBS, however, is highly variable and unpredictable, while the mechanisms are not well understood.  
Studies have proposed brain anatomy and individual subject differences as a source of variability but 
have not quantified the effects.  Existing models have not incorporated known neurotransmitter 
changes at the synaptic level to pair mechanisms to cell output in a neural circuit.  To use iTBS in 
practical rehabilitative efforts, the technique must either be consistent, have a predictable 
responsiveness, or present with enough mechanistic understanding to improve its efficacy. 

To that effect, this study has two primary objectives for the improvement of rehabilitation 
techniques.  The first is to establish how iTBS affects both a motor target and population that typically 
undergoes physical rehabilitation often with unsatisfactory outcomes, in this case the biceps brachii in 
individuals with SCI and relate the empirical effects of iTBS to individual anatomy.  This will establish the 
consistency of the technique and predictability of its effects, relevant to rehabilitative efforts.  The 
secondary objective is to create the foundation of a model that exhibits circuit organization, which 
would start the development of a motor neuroplasticity functional unit with simulation of the synaptic 
long-term potentiation (LTP) like effects of iTBS. 
Summary of Methods: iTBS was performed targeting the biceps, on multiple cohorts, with changes in 
motor evoked potential amplitude (MEP) tracked after sham and active intervention.  This was 
compared between nonimpaired individuals and those with SCI.  Furthermore, iTBS of both biceps and 
first dorsal interosseus (FDI) was compared to simulation of TMS on MRI derived head models to 
establish the impact of individualized neuroanatomy.  Finally, a motor canonical neural circuit was 
programmed to display fundamental physiological spiking behavior of membrane potentials. 
Summary of Results: iTBS did facilitate corticomotor excitability in the biceps of nonimpaired individuals 
and in those with SCI.  iTBS had no group-wide effect on the FDI, highlighting the variability in response 
to the protocol.  TMS response (motor thresholds) and iTBS response (change in MEPs) both were 
related to parameters extracted from MRI-derived head models representing variations in individual 
neuroanatomy.    The neural circuit model represents a canonical networked unit.  In the future, this can 
be further tuned to exhibit biological variability and generate population-based values being run in 
parallel, while matching the understood mechanisms of neuroplasticity: disinhibition and LTP. 
Conclusion: These studies provide missing information of iTBS responsivity by (1) determining group-
wide responsiveness in a clinically relevant target; (2) establishing individual level influences that affect 
responsivity which can be measured prior to iTBS; and (3) beginning design of a tool to test a single 
neural circuit and its mechanistic responses.  
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1 Introduction 

1.1 Spinal Cord Injury and Motor Dysfunction 

 Spinal cord injuries (SCI) result in a loss of nervous transmission at the site of damage, disrupting 
the communication between the brain and the body.  Among the various effects of SCI is the loss of 
transmission of motor control to the muscles from above the injury and a loss of sensory messaging 
from the below the injury.  For individuals who have experienced SCI, improving motor function is a 
crucial part of rehabilitation efforts to enhance their quality of life.  There are 288,000 individuals in the 
USA currently living with SCI, with 17,700 new cases annually; the most common form of SCI is 
incomplete tetraplegia, which can result from damage to the lower cervical spinal cord (C5-C8) and is 
characterized by deficits in upper limb function (Fig 1.1A) [1], [2].  With upper limb function being 
essential to perform activities of daily living (ADL), it is the most desired ability to be regained after 
injury at the cervical level [3].  One approach to improve the motor performance of upper limb muscles 
in individuals with incomplete SCI, is to strengthen the connection of spared corticospinal tracts through 
repetitive transcranial magnetic stimulation (rTMS).  This has been demonstrated in studies such as 
those by Belci et al and Benito et al, which targeted rTMS to the thenar and leg representations of the 
primary motor cortex (M1), respectively, and showed significant improvements in motor function as 
assessed by the American Spinal Injury Association Impairment Scale [4], [5]. 

 
Fig 1.1: Relevant Physiology.  (A) C5-C8 spine anatomy is displayed (Image Source: Reeves Fondation).  (B) A motor 
homunculus shows the representations of motor control regions of the primary motor cortex (Image Source: NPR).  

(C) The corticomotor pathway between the primary motor cortex and upper limb is part of the corticospinal 
pathway from the brain [6]. 

 Motor function of specific body regions is associated with organized cortical regions as well, 
with greater neuron density and cortical surface area dedicated to body targets that require greater 
control, such as the hands and fingers (Fig 1.1B, 1.1C) [7]–[9].  The motor map, or motor homunculus, is 
a dynamic map that evolves and changes with learning and physical activity [10].  After SCI, the map 
changes, with regions dedicated to parts of the body with severely reduced function overwritten by 
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those that remain, a natural process of innate neuroplasticity that is essential for rehabilitative efforts 
[6], [11]–[17]. 

The impact of motor loss particularly, is an immediate and profound reduction in independence.  
ADLs such as locomotion, tooth-brushing, self-feeding, and other forms of routine selfcare, depend 
heavily on coordinated control of the upper limbs with strength [3], [18], [19].  Individuals with 
incomplete tetraplegia may retain some upper limb function, but frequently not enough to maintain a 
level of independence with which they are satisfied [3], [20], [21].  Higher function can relate to greater 
satisfaction in the longer term for recovery, but the perceived function and self-efficacy or 
independence are as or more critical than objective functional metrics [22]–[24].  While there is some 
room for recovery with time in some cases, often limited by the amount of function at the start of 
rehabilitation, the nerves themselves do not regenerate and reform coordinated connections to fully 
restore the level of strength or control from before injury [25], [26].  Upper limb function has been 
shown to be the most desired ability to regain for individuals with SCI [3]. 

1.1.1 Rehabilitative Efforts 

 Current rehabilitative efforts are focused on preserving and restoring motor control over regions 
of the body that are not fully impaired, with a focus on maximizing ability to perform ADLs [27]–[29].  
Restoration of function can be achieved through interventional techniques and device-mediated support 
to replace or compensate for lost functionality [30].  To that effect, if the goal of physical therapy is to 
improve quality of life and independence, skill acquisition is centered on retraining to replace lost 
function with new and compensatory movement techniques, with efforts made to minimize further loss 
of function over time in a combination of physical training, ergonomics, and functional electrical 
stimulation [27]–[29], [31], [32].  This often results in learning new ways to grip and manipulate objects 
without the use of distinct fingers or a strong hand grasp.  Current physical rehabilitative therapy 
methods include strength and resistance training to build motor strength, aerobic conditioning to 
maintain endurance, and skills training for dexterity [27].  Skills training has a focus on movements that 
can restore any degree of independence by promoting self-completion of ADL’s [27].  Elbow extension, 
for weight transfer and chair control, for example, is an important component of physical therapy, and 
even surgical interventions in the form of upper limb reconstructions where healthy biceps brachii 
(biceps) or brachioradialis muscle, tendon, or nerve tissue is repurposed for elbow extension [33]–[35].  
Surgical intervention necessitates its own rehabilitation process, with similar focus but a greater weight 
on motor re-education to repurpose elbow flexors as extensors [35], [36].  Other movements that are of 
high rehabilitative value are elbow flexion and grip strength, as these movements allow for gripping and 
manipulation of the world around the patient [37]. 

 Using metrics of restoration of ADL’s and satisfaction of quality of life, rehabilitative efforts as 
they stand are inconsistent in their outcomes and largely not optimally successful [3], [21].  Because lost 
neurons do not get replaced, and axonal regrowth has only limited organization, damage to the 
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corticospinal tract continues to limit functional recovery.  The initial degree of injury and disability often 
limits the degree of recovery [3], [20], [21].  Patients are often dissatisfied by their degree of 
independence and levels of function, as well as with the length and difficulty of their rehabilitative plan 
[3], [20], [21]. 

1.2 Neuromodulation 

 Neuromodulation techniques can affect the communication of the neuromuscular system.  For 
example, electromagnetic stimulation at the level of the cortex has been used to trigger peripheral 
responses and may assess the communicability of the corticomotor tract [6], [11], [38]–[43].  Some 
neuromodulation methods are advantageous for being noninvasive, such as transcranial direct current 
stimulation (tDCS) and transcranial magnetic stimulation (TMS).  In certain paradigms such as repetitive 
and patterned stimulation, these techniques have also manipulated the excitability of the cortical 
(cortical excitability) and downstream pathways (cortico-* excitability), changing their level of 
excitability rather than simply eliciting response, which has resulted in investigations of their potential 
as therapeutic techniques [44].   

 Neuromodulation techniques are currently in use both clinically and in research.  TMS has been 
used for cortical mapping studies and motor dysfunction assessment or treatment in research [6].  
Clinically, TMS is used to treat refractory depression, as a more focal alternative to electroconvulsive 
therapy [45], [46].  Physical therapy and motor skills practice both are forms of neuromodulation, 
inducing activity dependent or practice based plasticity [47], [48].  These are indirect effects, as the 
intervention does not directly target neuron function.  Physical therapy and motor skills practice are 
examples of physical rehabilitation techniques and skill acquisition used by healthy individuals [12].  
Certain pharmacologic drugs and stimulation based techniques that affect mood and attention are also 
neuromodulating; these direct techniques target synaptic function and shift the balance of 
neurotransmitters [49], [50].  Psychiatric medicine makes extensive use of neuromodulation 
pharmacology to regulate and treat mood and attention disorders.  Anti-spasticity medications such as 
baclofen work at the level of interneuron and inhibitory signaling modulation in the central nervous 
system to affect the neuromuscular system below. 

Cortical motor map changes after an injury, cortical map changes after rehabilitation, and 
effects of neuromodulation are all examples of neuroplasticity [11], [16], [17], [51].  The central nervous 
system is not a static system and undergoes dynamic change as it functions and processes stimuli [11], 
[16], [17].  These changes are driven at the level of the synapses between neurons, as the balance of 
neurotransmitters, receptors, and currents, shift and modify the connectivity between neurons.  
Corticomotor excitability is the degree to which signals will propagate and transmit down the motor 
pathway, which is enhanced by facilitatory plasticity, or diminished by inhibitory plasticity.  Previous 
research has highlighted the role of changes in corticomotor excitability individuals with tetraplegia and 
biceps brachii tendon transfer to extend the elbow, which was positively correlated to elbow extension 
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strength [52]. Even small improvements in force can reflect more substantial effects in rehabilitation 
[53]. 

 There is promise in pairing direct neuromodulation that increases corticomotor excitability with 
physical therapy to improve skill acquisition and thus rehabilitation outcomes [11], [40]–[43].  Research 
has shown that elbow extension strength is related to corticomotor excitability, and facilitatory 
neuromodulation techniques can increase corticomotor excitability [11], [40]–[43], [52].  Furthermore, 
improved motor function and skill acquisition are associated with increased corticomotor excitability, 
which can be measured via electromyography (EMG) by an increase in the amplitude of motor-evoked 
potentials (MEPs) induced by external stimuli [6], [54], [55]. These effects have been demonstrated 
primarily in human iTBS studies, which targeted distal muscles of the upper limb in non-impaired (with 
respect to spinal cord injury and tetraplegia) populations (i.e. first dorsal interosseous (FDI) & flexor 
carpi radialis (FCR)) [38], [56].  Therefore, using these methods could improve rehabilitation outcomes.  
For example, after biceps-to-triceps tendon transfer to restore elbow extension in individuals with 
tetraplegia, the biceps must undergo motor re-learning to extend the elbow. Previous work suggests 
that these individuals may benefit from increased biceps corticomotor excitability [52]. 

1.2.1 Transcranial Magnetic Stimulation 

 TMS is noninvasive, low risk, focal, and versatile.  As a result, this technology has been used to 
aid in mapping of the cortex quickly, accurately, and inexpensively [6], [57], and it’s currently used to 
treat refractory depression and other neuropsychiatric conditions with FDA approval [45], [46].    
Current work in our lab also is applying single pulse TMS as a diagnostic tool, for assessing the strength 
of corticomotor connectivity after SCI by comparing the forces generated by voluntary contraction to 
the extra force generated above by an exogenous cortical stimulation at the same time.  Furthermore, 
TMS, in both single pulse TMS and rTMS protocols, as previously mentioned, has been applied in 
number of clinical and research settings for sensory, mood, and motor function, and TMS has been 
shown to be able to alter the cortical motor network [6], [39], [51], [54], [57]. 

 TMS works by inducing a current on the cortical surface, from an induction coil placed above the 
head (Fig 1.2A) [6], [39], [57].  This current depolarizes superficial and deep layer excitatory neurons and 
generates an action potential.  Direct stimulation of the cortical output at the deeper layers causes 
direct stimulation down the corticospinal tract, referred to as a D-wave (Fig 1.2B) [6], [39].  Indirect 
stimulation of this tract due to the signal volleys sent from the depolarized superficial layer neurons that 
follow presents in a series of I-waves [6], [39].  These waves together trigger a muscular response, the 
MEP, that can be measured by EMG (Fig 1.2B).  MEPs are used as a measurement of corticomotor 
excitability [6], [39].  The likelihood of a signal to induce a MEP is related to its strength, and the 
stimulation intensity needed to do so at least half of the time, at sufficient magnitude, is referred to as a 
motor threshold (MT), which can be evaluated at rest, the resting motor threshold (RMT), or during 
voluntary activation of the motor target, the active motor threshold (AMT) [6], [39].  AMT is usually 
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found at lower intensity than RMT as the tract is primed by the voluntary activation [6], [39], [49], [50], 
[58], [59]. 

 
Fig 1.2: TMS Physical Mechanism.  (A) The magnetic coil discharges, single coil shown [60].  The rapid generation 

and cessation of the magnetic field induces a current which can be applied to the cortical surface.  (B) The 
descending volley comprises a D wave (green line) and a series of I waves (black line) are shown, which summate in 

the muscle as the motor evoked potential [39]. 

Neuromodulatory effects of TMS are largely mediated by rTMS protocols, as opposed to single 
pulse TMS [6].  Uniform frequency protocols can take upwards of 15 minutes, with variable outcomes 
and effects, often which are transient [6], [57].  Therefore, uniform rTMS, while useful, is inherently a 
limited approach. 

1.2.2 Intermittent Theta Burst Stimulation 

Theta burst stimulation is a unique and flexible form of rTMS that allows for shorter protocols 
[54], [61].  These are pattern-based bursts of stimulation based on the theta brain wave found in 
electroencephalogram (EEG) readings, representative of electrical activity at the frequency of 4-10 Hz 
depending on the source or species [6].  These waves are found in rodents during exploration, short 
term memory storage, and REM sleep, from 6-10 Hz in the hippocampus [39].  When delivered 
continuously (cTBS), the effect has been shown to be inhibitory, lowering corticomotor excitability in 
studies focused largely in the first dorsal interosseus muscle (FDI) of healthy, adult, human hands [39], 
[54].  When delivered intermittently (iTBS), in similar study cohorts the effect has been excitatory [6], 
[38], [39].  TBS is thought to trigger an influx of calcium ions, the rate and magnitude of which then 
effect excitation or inhibition [6], [39], [62].  This is referred to as long term potentiation (LTP) or 
depression (LTD) like effects, as they excite or inhibit respectively similarly to the mechanisms of LTP and 
LTD, mediated by calcium currents and NMDA receptors [6], [39], [54], [63].  iTBS is associated with 
increasing late I-waves, while cTBS depresses early I-waves [39]. 
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iTBS is a short protocol, under 3 minutes, of low intensity bursts of high frequency stimulation 
[54].  It is associated with excitatory effects that last upwards of 30 minutes after stimulation and has 
been most studied in distal muscles of the upper limb in humans (i.e. first dorsal interosseous (FDI) & 
flexor carpi radialis (FCR)) [6], [38], [39], [54]–[56], [64].  These studies have shown that the effect of 
iTBS is in fact variable, between studies and even within individuals on repeated sessions. 

The key limitation to iTBS and TMS based neuromodulatory techniques at this time is variability of 
the effect on corticomotor excitability.  While there are conventionally held views on the effects, 
numerous studies have shown that high variability and at times no effect or even opposite effects on 
corticomotor excitability are obtained by common protocols [38], [39], [65]–[72].  Across paradigms, 
motor targets, and cohorts, high variability is inherent in TMS data.  MEPs in particular are also prone to 
high variability as a measurement, further compounding the potential unreliability of TMS protocols 
[73], [74]. 

1.2.3 Neuroanatomy and TMS Simulation 

Anatomy has been studied as a modifier of TMS outcomes but is poorly understood and largely 
not controlled in most studies.  The conduction of the induced current from TMS is dependent on the 
morphology and material properties of what is stimulated [54], [75].  Communication of the stimulation 
is carried through the relevant fiber tract, such as the corticospinal tract for corticomotor control [54], 
[75].  Depolarization of motor cortex neurons elicits responses to TMS, so individual differences in 
neuroanatomy should impact the response to TMS between individuals and motor targets [8], [76]–[80].  
Brain scalp distance has been associated with TMS response variability [79], [81] but is limited as a one-
dimensional parameter that ignores composition of tissue between scalp and cortex, so better metrics 
that can account for multiple dimensions and complex tissue properties are needed [80]. 

Neuroanatomical modeling has been paired with neuromodulation simulation, including finite 
element TMS simulation of MRI-derived head models [79], [80].  Such models have allowed for 
individually accurate in silico representations of both brain morphology and coil shape [82].  From such 
studies, the simulated induced cortical electric field strength has been used as a more nuanced metric of 
neuroanatomy [81]. 

Fiber tractography has also provided another route to individualized and accurate modeling of the 
relevant anatomy of neuromodulation [83].  These MRI-derived models can provide parameterization of 
the connective tracts from the cortex to spine.  Both of these neuroanatomical simulation techniques, 
however, have been used predominantly isolated from empirical data and have not been used for a 
rehabilitation relevant target of iTBS. 
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1.3 Representation of Neuron Function and Cortical Control 

1.3.1 Neural Circuits 

Unlike neuroanatomical models, which provide insights at the organism level, cellular level 
models can be used for more mechanistic studies [63].  However, such studies can be opaque to the 
internal machinery of neuroplasticity, proposing numerical representations that do not have direct 
physiological analogues; or pair schematic structure with validated mechanisms but not test the 
constructed representation [84].  Organizing neural function into a circuit enables the development of 
models based on them in a number of contexts, from network oscillation baseline activity, to 
subthreshold communication, from mouse models of neurotransmitter focused ganglion models to 
primate and human sensory function [85]–[88].  TMS mechanisms and learning have been discussed 
with neural circuit paradigms used for context, though in some cases without actual definition of the 
circuitry [89]–[91].  A neural circuit is a population of neurons that are synaptically linked and perform a 
distinct task [92].  They are generally considered the smallest functional subunit of discrete neural 
activities and can be linked to scale up and form large brain networks [92].  A “canonical circuit” can be 
used as a representative of a symbolic neural circuit for most simple stimulation response functions 
[93]–[95].  Circuit paradigms are implicated in neuroplasticity, as evidence suggests that plastic 
reorganization is a result of change at the level of synapses, affecting the circuits in which they are found 
[6]. 

A canonical circuit has been used in the development or conceptualization of circuit pathways.  
This canonical circuit is a starting point for neural circuit modeling or the understanding of circuit-
organized processes [93]–[95].  Connections can incorporate time and spatial organization and be 
visualized abstractly or algorithmically.  One presentation of a neural circuit is as an electrophysiological 
model, presenting each element in the circuit by its electrophysiological contribution [96]–[100].  
Cellular function for neuronal signal transmission can be conceptualized as the development, 
propagation, and effects of action potentials between cells based on their internal compartmental 
electrochemical physiology.  Doing so enables a neural circuit to be presented as an electrical circuit 
diagram, linking circuits together to represent cellular compartments. 

A neural circuit structure is the basis for the current understanding of a variety of physiological 
and pathological functions.  Oscillatory activity in the basal ganglia has been modeled, using neural 
circuits as the basis [85].  Associative learning is dependent on thalamic based circuits, such as the fear 
circuit that pairs pain and flinching to non-noxious stimuli [101], [102].  Neurodegenerative cognitive 
disease such as Alzheimer’s dementia or Parkinson’s disease are understood to have links to dysfunction 
in a basal ganglia circuit, the Papez circuit [103]–[105].  In both examples, studies have used circuit 
paradigms to improve understanding and propose treatment, such as the use of deep brain stimulation 
of the Papez circuit. 
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1.3.2 Hodgkin and Huxley Membrane Potential Modeling of Electrophysiology 

Hodgkin and Huxley developed a conductance-based model of action potential generation in 
neurons [106].  This work converted the electrophysiology of nervous conduction to a series of 
equations that allowed for voltage dependent ion currents and the reactive synaptic currents that we 
see empirically.  Their model used ionic mechanisms to generate membrane potential change, as a 
function of probabilities that determine the permeability of the membrane to unique ionic species (Fig 
1.3) [106].  Ionic gradients were represented as voltage sources, and membrane permeability to said 
ionic species were analogous to resistors.  The instantaneous permeability to any ionic species was 
determined as a voltage dependent probability [106].  The applications of such presentation have been 
expanded to include full networks of other neuronal compartments and full neurons, such as dopamine 
bursting neurons, especially for in silico experimentation [88], [107].  For example, individual cell 
compartments can be presented as a collection of unique channels, and linked together, and full cells 
represented this way can be strung compartment to compartment (Fig 1.4).  This paradigm has been 
applied in larger neural circuits, albeit randomly connected, to show that cellular ion concentrations and 
cellular network behavior are closely linked [108]. 

 
Fig 1.3: Circuit diagram of a neuronal axonal membrane patch [106].  Ionic gradients and permeability can be 

represented as voltage sources and resistors, across the insulating capacitance of a phospholipid bilayer cell 
membrane. 
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Fig 1.4: Compartmental representation of a dopamine bursting neuron [108].  Schematic shows unique 

parameters that define the soma, in this model represented by transmitting channels for sodium and potassium 
associated with action potentials; and the dendrite, in this model represented by neurotransmission reception and 

homeostatic pumps. 

Empirically, patch clamp experiments have validated this circuit conception, and this technique 
remains involved with mathematical modeling of membrane function [109], [110].  It is through 
rudimentary voltage clamp experimentation mediated intracellular recording that Hodgkin and Huxley 
determined that the membrane permeability was dynamic and responsive to voltage, with respect to 
specific ions, in the generation of an action potential [110].  Patch clamp techniques involve using a glass 
pipette filled with an ionic solution to lock membrane potentials or currents locally, and a probe can 
measure cellular behavior as a function of the clamp parameters, allowing for the observation of 
transient currents as small as 0.5 pA and brief as 0.5 mS, consistent with individual channel protein 
opening and closing [111].  It is the “gold standard” for ion channel screening, with high signal to noise 
ratio and time scale resolution [112], though due to high labor requirements it is a poor choice for large 
throughput experimentation.  Patch clamp experiments have been used extensively in ion channel 
monitoring experiments, such as tracking calcium flow for neurons and muscular cells [113].  It has also 
been involved in drug delivery studies and cellular communication studies of synaptic interactions [112], 
[114].  More recently, adaptations to the technique have been used to characterize membrane behavior 
of intracellular organelles, such as endolysosomes, in the follow-up to proteonomic studies of lysosomal 
storage disorders [115].  In another application, patch clamp techniques and circuitry models of cellular 
components were used in studies of membrane capacitance regarding polarization behavior of dorsal 
root ganglion neurons and correlated to empirical work [96].  As such, patch clamp techniques have 
served as validation of electric circuit modeling approaches. 

Synaptic communication follows similar circuit behavior, with postsynaptic function presented as 
dependent on presynaptic voltage [116], [117].  In this way, neurotransmitter transmission is converted 
to current, and can be wired into a circuit diagram.  Probabilities are controlled less by receptor subunit 
behavior as in ionic channels, and more by gating subunits in the receptors [116], [117].  In the case of 
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LTP, for example, rapid or large depolarizations result in activation of N-methyl-D-aspartate (NMDA) 
receptors, resulting in upregulation of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) 
receptors and therefore glutamate or excitation sensitivity (Fig 1.5) [118]. 

 
Fig 1.5: Schematic for LTP.  Activation of NMDA receptors results in upregulation of AMPA receptors and an 

increase in glutamate sensitivity in excitatory cells.  (Image Source: https://2e.mindsmachine.com/asf04.02.html, 
now https://learninglink.oup.com/access/watson3e-instructor-resources#tag_all-chapters) 

The Hodgkin Huxley concept has been incorporated into neural circuit modeling to characterize 
the behavior of spiking neurons [119], [120].  Further specifics of a methodology used to represent 
cellular function as a circuit diagram is discussed in Approach, Aim 3 (1.6).  Further discussion regarding 
the conceptualization of a neural circuit is also discussed in Approach, Aim 3 (1.6). 

1.3.3 Applications of Combining Electrophysiology Circuit Representation with Neural Circuit 
Paradigms 

This electrophysiological approach allows for the transformation of a cellular membrane into 
circuit elements, which further enables the diagramming of a neural circuit [120].  This style of cellular 
modeling has been used to represent a variety of neural functions, from crustacean pacemaker neuron 
networks, to specific communication mechanisms such as feed forward inhibition, to large-scale human 
neuron networks of tunable randomized connections that could be stimulated in silico [97]–[100].  
Electrophysiological modeling has been used for example to explain sensory function and to drive 
pharmaceutical development [121], [122]. 
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Currently, the description of function within a neural circuit paradigm is in high demand.  In the 
conceptualization of neural control and function, communication that can be presented in discrete 
elements of input-output relationships is desirable for linking structure, function, genetics, behavior, 
and technological implications [123].  Development can be discussed in terms of the appearance of 
behavioral and functional circuits in the brain, and the paradigm serves to provide a basis for discussion 
of behavior, genetics, environmental influence, and pathology [124].  Modifications of circuits have been 
examined for how they might alter or improve learning [90].  In other cases, neural circuits as the 
representation of a functional unit serve as a focus or target point to provide a context for the 
phenomena being observed (e.g., gene expression in the development of behavioral function units) 
[125].  Recent trends in habit-formation research have focused on the proposal of neural circuits or 
orienting the patterns of behavior around them [126]. 

1.4 Limitations of Current Knowledge 

A broader understanding of the efficacy of iTBS is needed to inform the design of combinatorial 
therapies to improve motor function.  Prior studies examining the effects of iTBS on corticomotor 
excitability have targeted the distal muscles of the upper limb, particularly the FDI [6], [38], [39], [54], 
[55], [64].  The FDI is easier to target with stimulation relative to more proximal muscles, such as the 
biceps brachii, as distal muscles have a higher density of corticospinal neurons projecting to the muscle 
and larger motor map areas that are more accessible to TMS [7], [8].  However, proximal muscles may 
be in need of rehabilitation and serve as suitable targets for iTBS [6], [38], [39], [52], [71].  For example, 
after biceps-to-triceps tendon transfer to restore elbow extension in individuals with tetraplegia, the 
biceps must undergo motor re-learning to extend the elbow.  Previous work suggests that these 
individuals may benefit from increased biceps corticomotor excitability [52].  However, the effects of 
iTBS targeted to distal muscles (e.g., the FDI) may not translate to the biceps due to differences in 
corticospinal control [9].  

While the effects of iTBS have been demonstrated in non-impaired populations, there have been 
limited studies which have investigated its effects in individuals with SCI.  Most of these studies have 
targeted iTBS to the M1 region of upper and lower limb muscles to evaluate its ability to modulate 
spasticity [127], [128].  However, evidence from an SCI study in rodents has shown that iTBS is able to 
facilitate MEPs and improve motor function after injury [129].  Subsequently, Fassett et al. investigated 
the effects of iTBS on corticomotor excitability (measured by MEPs) of the FCR in humans with cervical 
SCI and found MEPs to be reduced in the majority of instances post stimulation [69].  While these 
findings contradict what has been found in non-impaired populations and SCI animal studies, the results 
indicate that iTBS is able to modify corticomotor excitability in humans with SCI, which warrants further 
investigation. 

Further research is needed to investigate the potential for iTBS to increase corticomotor 
excitability in individuals with SCI and how it differs from the observed effects in the non-impaired 



12 

 

 

population.  While the distal upper limb has been the focus of previous iTBS research, the biceps may be 
a more functionally relevant target for rehabilitation in individuals with low cervical (C5-C8) SCI.  
Additionally, the biceps can be transferred to restore elbow extension function for some individuals with 
tetraplegia, supporting the need for motor re-education [33], [37].  As mentioned, previous work shows 
a positive relationship between the corticomotor excitability of the transferred biceps and elbow 
extension strength [52].  This further suggests that the biceps may be a functionally relevant target for 
iTBS in individuals with tetraplegia.  

Variability is observed in iTBS studies across populations, both within and between subjects [38], 
[39], [65]–[72].  Parameters affecting this variability include genetic factors, age, neurotransmitter and 
receptor variation, transient alertness, and engagement [39], [71], [130].  While recent meta-analysis 
has suggested that response to theta burst stimulation can be somewhat predicted based on a battery 
of demographical and procedural details such as age, time of day, and baseline response to TMS, the 
variability inherent in TMS studies continues to make difficult the drawing of broad conclusions in its 
efficacy and has even been linked to methodology [39], [71], [130]. Different motor regions have unique 
parameters, such as surface area or neuron density, that make them easier or harder to target and thus 
dissimilarly responsive to TMS techniques [7], [8].  Furthermore, most studies have focused on non-
impaired individuals, rather than those who have the corticospinal changes present in individuals with 
motor impairments and dysfunctions, such as those with SCI.  However, regardless of the population or 
motor target, the neuromodulatory impact of iTBS is not predictable. Despite the importance of 
understanding intrasubject response variability for both investigating mechanisms of neuroplasticity 
induction and the therapeutic application of iTBS there are very few studies investigating the causes and 
responses both in healthy participants and clinical populations.  Furthermore, individual anatomy has 
been implicated as a factor but is not generally included in most iTBS protocols [39]. 

The mechanisms of iTBS have been studied but understanding is limited [63], [84].  While LTP-like 
plasticity and disinhibition both have been implicated, neither has been shown mechanistically how 
their contributions result in corticomotor excitability changes or how they interact [63], [84], [98], [99], 
[131]–[134].  Individual mechanisms have been simulated, but not combined, or not with an organized 
network structure that a neural circuit would provide [63], [84], [98], [99].  In some cases, complexity 
has been prioritized, but without physiologically relevant organization, resulting in modeled neuronal 
network responses to TMS, but no organized network that represents a physiologically relevant system 
[99], [100].  Similar work has been completed using animal data, with more organization, but without 
any correlation to human studies [135].  Other than LTP-like plasticity and disinhibition being 
contributary, not much is explicitly defined in how iTBS effects excitation.  These properties themselves 
have not been tested in an organized system or paired with a scalable subunit, a neural circuit, that 
would allow for the representation of complex cortical networks [98], [99], [135].  Cited examples have 
either failed to represent synaptic behavior, ignored canonical circuit structure, or have lacked 
organization in favor of large network cell populations with random connectivity between cells.  
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Furthermore, most have focused on stimulus-response behavior, rather than effects of 
neuromodulatory interventions such as iTBS. 

Because the response to iTBS is variable and unpredictable and unknown in a target relevant to 
rehabilitative efforts, iTBS is limited in its potential application as an adjunct to therapy.  Existing 
simulation work has not yet paired the known mechanistic effects to an organized network of cellular 
function, and therefore improvements to the technique cannot be proposed to increase its viability by 
increasing its consistency, predictability, or individually tailoring the technique. 

1.5 Objective of Presented Research 

To contribute to future improvements in the application of iTBS, these projects had two primary 
objectives (Figure 1.4Error! Reference source not found.).  First, a foundation for the effects of iTBS on a 
rehabilitation relevant target was needed.  Characterization of the response to iTBS targeting the biceps 
brachii of individuals with SCI used a non-impaired cohort as comparison.  Further investigation related 
the individual anatomy and response to iTBS using MRI.  Second, the development of a motor neural 
circuit was started, to in the future simulate LTP-like effects of iTBS and disinhibition.  This circuit will 
establish the dependence of response to iTBS on known mechanistic effects of iTBS, in a scalable unit 
that could be later used as a building block for wider cortical networks.  These objectives comprise three 
aims. 
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1.6 Aims 

1.6.1 Aim 1: Quantify the effect of iTBS on biceps corticomotor excitability in individuals with SCI. 

We applied both active and sham iTBS to the motor cortical region associated with biceps 
activity in both non-impaired (with respect to SCI and tetraplegia) and those with SCI, then compared 
the change in amplitude of motor evoked potentials (MEP) of the biceps as a measurement of 
corticomotor excitability.  It was expected that MEPs would be greater after active iTBS, representing 
increased neuroplasticity, regardless of participant group.  See Sections 2 and 3. 

1.6.2 Aim 2: Correlate individual level brain anatomy and functional activity to response to iTBS.   

We simulated electric fields over participant specific brain MRIs and identified the induced 
electric field strength at M1.  We characterized the geometry of corticomotor fiber tracts.  We collected 
the MEP response to an iTBS protocol performed on the same participants targeting both the biceps and 
FDI.  We correlated simulation parameters of current strength and fiber tract geometry with empirical 
measures of TMS (RMT) and iTBS (MEPs) response, to determine the effect of anatomy.  It was expected 
that individual level anatomy, motor regional anatomy, and functional brain activity would affect iTBS 
response.  See Sections 4 and 5. 

1.6.3 Aim 3: Develop a model of neuromodulatory effect on synaptic communication. 

I designed a neural circuit that models the functional behavior of a canonical neural circuit using a 
simplified MATLAB function library, based on physiologically relevant cellular parameters.  This serves as 
a basis for future work involving outfitting the synapses with neuroplastic mechanisms to simulate 
facilitated cellular priming and communication.  It was expected that this circuit would present 
physiologically realistic spiking patterns from an outputting neuron, with a firing rate that could be 
modulated by its inputter and inhibitor circuit co-members.  See Section 6.  
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2 The effect of intermittent theta burst stimulation on corticomotor excitability of the biceps brachii 
in nonimpaired individuals 
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2.2 Abstract 

Intermittent theta burst stimulation (iTBS) is a form of repetitive transcranial magnetic 
stimulation (TMS) that can increase corticomotor excitability in distal upper limb muscles, but the effect 
on the more proximal biceps is unknown. The study objective was to determine the effect of iTBS on 
corticomotor excitability of the biceps brachii in non-impaired individuals. Ten individuals completed 
three sessions, and an additional ten individuals completed one session in a secondary study; each 
session included sham and active iTBS. Resting and active motor thresholds (RMT, AMT) were 
determined prior to sham and active iTBS. Motor evoked potentials (MEPs) in response to single pulse 
TMS served as our measure of corticomotor excitability. In our primary cohort, MEPs were recorded 
with biphasic stimulation to accurately capture the same neurons affected by biphasic iTBS. MEPs were 
recorded at an intensity of 120% of RMT, or for instances of high RMTs, 100% of the maximum 
stimulator output (MSO), at baseline, and 10, 20, and 30 minutes after iTBS. MEPs were normalized by 
the maximum voluntary isometric muscle activity. In the secondary, MEPs were recorded with 
monophasic stimulation, which increased our ability to record MEPs at 120% of RMT. Linear mixed 
effects models were used to determine the effect of iTBS on normalized MEPs (nMEPs), with analyses to 
evaluate the interaction of the biceps AMT:RMT ratio as a measure of corticomotor conductance. 
Change in nMEPs from baseline did not differ for the active and sham conditions (p = 0.915) when MEPs 
were assessed with biphasic stimulation. With MEPs assessed by monophasic stimulation, there was an 
increase in biceps nMEPs after active iTBS, and no change in nMEPs after sham. Our results suggest that 
when RMTs are expected to be high when measured with biphasic stimulation, monophasic stimulation 
can better capture changes in MEPs induced by iTBS, and biphasic stimulation appears limited in its 
ability to capture changes in biceps MEPs in nonimpaired individuals.  In both cohorts, increased 
corticomotor excitability after iTBS occurred when the biceps AMT:RMT ratio was high. Thus, the 
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AMT:RMT ratio may be a predictive measure to evaluate the potential for iTBS to increase biceps 
corticomotor excitability. 

2.3 Introduction 

 Priming the corticospinal system with non-invasive brain stimulation prior to motor training can 
further enhance training induced motor re-learning [40]–[42]. Increased corticomotor excitability of 
upper limb muscles is also associated with motor recovery, motor learning and skill acquisition [11], 
[43]. Intermittent theta burst stimulation (iTBS) is a form of repetitive transcranial magnetic stimulation 
(TMS) that can increase corticomotor excitability as measured by motor evoked potentials (MEPs) in 
response to single pulse TMS [136]. iTBS protocols deliver repetitive, high frequency TMS pulses at 
subthreshold intensities with increased corticomotor excitability aftereffects lasting up to 30 minutes 
[6], [38], [39], [54]. The mechanistic understanding to date is that iTBS can induce long-term 
potentiation of cortical neurons [6], [63], [137]. As a result, iTBS has been evaluated as a priming 
technique for improving individuals’ motor functional outcomes after neurologic injury, with previous 
success in those recovering from stroke [40], [138]–[140]. 

 A broader understanding of the efficacy of iTBS to modulate corticomotor excitability is needed 
to inform the design of combinatorial therapies to improve motor function.  Prior studies examining iTBS 
effects on corticomotor excitability have targeted the distal muscles of the upper limb, particularly the 
first dorsal interosseous (FDI) [6], [38], [39], [54], [64]. The FDI is easier to target with stimulation 
relative to more proximal muscles, such as the biceps brachii, as distal muscles have a higher density of 
corticospinal neurons projecting to the muscle and larger motor map areas that are more accessible to 
TMS [141]–[144]. However, proximal muscles may be in need of rehabilitation and serve as suitable 
targets for iTBS [28], [29]. For example, after biceps-to-triceps tendon transfer to restore elbow 
extension in individuals with tetraplegia, the biceps must undergo motor re-learning to extend the 
elbow. Previous work suggests that these individuals may benefit from increased biceps corticomotor 
excitability [52]. However, the effects of iTBS targeted to distal muscles (e.g., the FDI) may not translate 
to the biceps due to differences in corticospinal control.  

The purpose of this study was to determine the effect of iTBS on corticomotor excitability of the biceps 
in non-impaired individuals. Since the effects of iTBS have shown to be variable across sessions [68], 
[72], we tested participants across three sessions to evaluate the reproducibility of iTBS aftereffects 
[38], [56], [68]. Based on the expectation that iTBS promotes long-term potentiation of cortical neurons 
[39], [54], we hypothesized that relative to baseline, biceps corticomotor excitability would be increased 
following active iTBS, and unchanged following sham iTBS. This assessment was performed using 
biphasic stimulation, to ensure the response was elicited using similar stimulation as iTBS on the same 
neuron pools [145], [146], and to better model the clinical setting with a single stimulator. However, as 
monophasic stimulation is associated with greater response at lower stimulation intensities [58], this 
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study was also repeated in a new group of participants with monophasic stimulation-elicited responses, 
to account for potential under-stimulation induced variability using the biphasic stimulator [6]. 

2.4 Materials and methods 

2.4.1 Participants 

This study comprised 40 independent sessions completed by a total of 20 nonimpaired 
participants. 10 nonimpaired individuals were recruited, equally divided by gender (5 men, 5 women) 
and aged between 18 and 38 years (mean = 25.3 years, standard deviation = 5.6 years); each individual 
in the initial cohort completed three independent sessions of the iTBS protocol. A second cohort of 10 
nonimpaired individuals, 7 females, 3 males, aged 19 to 32 years (mean 23.5 ± 5 years), each completed 
one session of the iTBS protocol (see Monophasic Stimulation Assessment). Individuals with active 
motor thresholds (AMT) greater than 72% of maximum stimulator output (MSO) on their first RMT 
measurement were excluded. This criterion ensured iTBS could be delivered at 80% of AMT by the 
stimulator, as the iTBS intensity was limited to a maximum of 57% MSO as a manufacturer safety 
feature. All participants were screened to ensure safety of the TMS protocols [147] and provided 
informed consent. The protocol was approved by the Institutional Review Board of Virginia 
Commonwealth University. 

Repeated sessions were conducted to investigate independence of sessions and intrasubject 
variability [38], [56]. Each session was separated by a minimum of three days to prevent the potential 
for carry over effects from one session to another [57] and held in early afternoons to control for 
variability from diurnal effects. Participants were seated in a chair with their dominant arm at rest, the 
elbow in 90° flexion, and the forearm supinated, wearing a neck brace to minimize head movements 
and improve coil positioning (Fig 2.1). 
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Fig 2.1: Experimental setup and structure of iTBS sessions.  (A) Participants were seated with their 
forearm supported against gravity with EMG sensors placed on their biceps (1) and triceps (2). (B) The TMS coil (3) 
was held tangentially to the scalp and was placed over the biceps brachii representation of the motor cortex. The coil 

handle was pointed posteriorly and laterally at a 45 degree angle from the midline to induce a biphasic posterior-
anterior then anterior-posterior current within the motor cortex. (C) Before each application of iTBS, biceps brachii 

RMTs, AMT, and baseline MEPs were recorded. The intensity of all iTBS pulses was 80% of AMT, though the 
sham coil did not pass this intensity through for sham iTBS. MEPs were recorded at 10-minute intervals following 

iTBS at an intensity of 120% of RMT. 

2.4.2 Overview of Experimental Protocol  

Resting and active motor threshold (RMT, AMT), and baseline corticomotor excitability were 
determined for the biceps brachii. Baseline corticomotor excitability was determined as the average of 
MEP amplitudes collected in response to single pulse TMS at an intensity of 120% of RMT. iTBS was 
delivered, after which MEPs were again recorded at intervals 10, 20, and 30 minutes post-iTBS (Fig 1). 
This was performed for both sham and active iTBS with participants receiving a 15-minute break in 
between. Sham iTBS was always performed prior to active iTBS. 
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2.4.3 Electromyography 

Electromyography (EMG) data were recorded from the dominant arm of each participant using a 
Trigno™ Wireless System (Delsys, Natick, MA). Surface EMG electrodes were placed on the long head of 
the biceps and the lateral head of the triceps (for monitoring purposes). Electrode placement was 
verified by functional muscle testing. EMG signals were amplified (x1000), bandpass-filtered (20-450 Hz) 
prior to A/D conversion (Micro 1401 MkII, Cambridge Electron Design, Cambridge, UK), and sampled at 
2000 Hz with Spike 2 software (Cambridge Electron Design, Cambridge, UK).  

2.4.4 Locating the Cortical Hotspot 

Single pulse TMS was delivered to the motor cortex contralateral to the resting arm using a 
Super Rapid2 Plus1 stimulator (Magstim, Whitland, UK) via a Magstim 70 mm figure-of-eight double air 
film coil (3910-00). This stimulator was used to deliver both single pulse TMS and iTBS to better simulate 
a clinical environment in which more than stimulator/coil may be infeasible, and to target and test 
similar neural networks responsive to biphasic stimuli. The vertex at the intersection of the inion-nasion 
and inter-aural lines were marked on a cap fitted on the participant’s head. The coil was held 
tangentially on the scalp via a support stand. The coil center was located at a distance about 5 cm from 
the vertex and the coil was rotated 45 degrees from the midline to induce a biphasic posterior-to-
anterior (PA), then anterior-posterior (AP) cortical current across the central sulcus (FigB). From that 
initial coil location, the exact hotspot for the biceps was identified through a cortical mapping procedure 
to determine the coil location and orientation evoking the largest peak-to-peak amplitude MEP using 
the lowest stimulation intensity [58], [148]. The hotspot location and coil orientation were marked on 
the participant’s cap. 

2.4.5 Motor Thresholds & Corticomotor Excitability 

RMT was defined as the lowest stimulus intensity that induced MEPs of ≥ 50 µV in at least 5 of 
10 consecutive stimuli with the target muscle fully relaxed [149]. AMT was defined as the stimulus 
intensity that elicited a MEP of ≥ 200 µV in at least 5 of 10 consecutive stimuli recorded during sustained 
isometric contraction of 10 ± 5% of the participant’s maximum effort [149]. Maximum effort was 
measured by the average EMG in the highest 0.5 s period of a 5 s isometric maximum voluntary 
contraction (MVC), averaged across 3 trials. Stimulus intensity was determined using an adaptive 
parameter estimation by sequential testing (PEST) software developed by Borckardt et al., in order to 
limit stimuli before iTBS [150]. PEST is a triangulating software that has been validated for the purpose 
of capturing motor thresholds with fewer stimulations than manually counting at set stimulation 
intensities and making minor adjustments to determine the threshold [150]. Evoked Potential Operant 
Conditioning Software developed and shared by the National Center of Neuromodulation for 
Rehabilitation was used to record motor thresholds and display effort levels for feedback to 
participants.  
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2.4.6 Intermittent Theta Burst Stimulation Protocol  

iTBS was applied using a Magstim Super Rapid2 Plus1 stimulator and a Magstim 70 mm double 
air film coil (3910-00) following the seminal [54] and now common protocol applied to motor areas [6], 
[38], [54], [56], [68]. iTBS applied to the biceps cortical hotspot consisted of three pulses presented at 50 
Hz, repeated every 200 ms for 2 s at an intensity of 80% of the participant’s AMT, repeated every 8 s for 
600 pulses [39], [54]. During sham iTBS, a Magstim 70 mm double air film sham coil (3950-00) was used, 
which looks identical to the active coil and made similar noises without delivering any stimulation. 
Participants were kept unaware of the type of stimulation they were receiving. 

2.4.7 Monophasic Stimulation Assessment 

A Magstim BiStim2 stimulator and a Magstim D70 Alpha figure-of-eight coil (4150-00) was used 
to determine RMT and deliver single pulse TMS, therefore better ensuring biceps RMT would remain 
low enough to record suprathreshold MEPs. The protocol was otherwise unchanged, and a LMEM was 
used to assess the effect of iTBS on this post hoc cohort (Fig 2.2). 

 
Fig 2.2: iTBS session structure: post hoc study.  The iTBS protocol was repeated for one session each in a new 
cohort of ten nonimpaired individuals, using monophasic PA stimulation for RMT and MEP recordings.  All other 

procedures were kept identical to the primary study. 

2.4.8 Data Processing 

Peak-to-peak MEP amplitudes in response to single pulse TMS were calculated from the biceps 
EMG data using purpose-written code in MATLAB (MATLAB v 9.7.0.1190202, MathWorks Inc., USA). The 
root mean square (RMS) amplitude was calculated over a 50 ms window for the evoked response 
(starting 12-62 ms after the TMS pulse), and a 50 ms window prior to the TMS pulse (pre-stimulus). 
Instances where the pre-stimulus RMS amplitude was greater than the evoked response RMS amplitude, 
or where voluntary activation was detected, were discarded [73]. Raw MEPs from a single iTBS session 
of a representative participant are shown in Fig 2.3. During the time points in which MEPs were 
recorded (i.e., 10, 20, 30 min post-iTBS), we delivered no more than 25 stimulations per time point. 
Across the 30 sessions, an average of 12.3 ± 5 MEPs per time point remained after discarding as 
described. MEP amplitudes were normalized by, and are presented as a percentage of, the participants’ 
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MVC EMG from the corresponding session. Normalized MEPs (nMEPs) served as our measure of 
corticomotor excitability, with the average of nMEPs collected prior to iTBS serving as the baseline.  

 
Fig 2.3: Raw Motor Evoked Potentials (MEPs) from a Representative Subject.  Biceps MEPs were 

collected pre-iTBS (baseline), and at 10, 20, and 30 min post-iTBS. The horizontal axis depicts time post 
single pulse TMS (ms). Grey lines depict individual MEPs (overlaid trials for demonstration) and the black 

line represents the average MEP. 

2.4.9 A priori Sample size justification 

The standard deviation of the average active-sham differences in nMEPs was empirically solved 
for, accounting for a within-subject correlation of 0.5 and three observations per person using a 
marginal standard deviation of 0.09. The true difference between active and sham protocols was 
assumed to be 5% of the nMEP, with a standard deviation of 9%. Power was then computed based on 
the sample size (n = 10 participants; 30 independent sessions) and standard deviation (0.073). Ten 
participants would achieve at least 80% power using a two-sided test of the overall mean using a 
repeated measures model [152]. 

2.4.10 Statistical Analyses 

The effects of active and sham iTBS on nMEPs were analyzed with a linear mixed effects model 
(LMEM) to assess the difference between baseline and post-iTBS nMEPs with purpose-written R code 
based on the LME4 package [153], [154]. The model had a nested random effect of session within 
participant to account for potential relationships between nMEPs of the same session or participant, 
and within each time period post-iTBS. Stimulation type (i.e., active or sham), time (i.e., 10, 20 or 30 
minutes post-iTBS), and their interaction were included as fixed effects. A Kenward-Rogers adjustment 
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was used to adjust for estimated random effect parameters [155]. Friedman’s test was used to evaluate 
the reproducibility of the baseline nMEP, RMT, and AMT values [156]–[158]. A LMEM evaluating for the 
effects of session and its interaction with stimulation type on nMEPs was also performed to confirm 
independence of sessions. 

2.4.11 Corticomotor Conductance Potential 

The biceps AMT:RMT ratio (i.e., AMT of the biceps divided by RMT of the biceps) was evaluated 
within a linear mixed effects model to assess a main effect and interactions with time and stimulation 
type to account for the effects of corticomotor conductance potential on nMEPs. Corticomotor 
conductance refers to the synaptic conductance along the corticospinal pathway being stimulated 
during a given session [49], [50]. Motor thresholds reflect this conductance as they are determined by 
the synaptic permeability between neurons along the corticomotor tract at rest (RMT) and during 
activation (AMT). Therefore, the biceps AMT:RMT ratio served as a representation of the corticomotor 
conductance potential across states of activation [58], [59]. We evaluated the effect of corticomotor 
conductance on nMEPs because nMEPs represent instantaneous corticomotor excitability driven by 
shifts in sodium channel currents and are affected by gamma aminobutyric acid receptor modulation 
[49], [50].  

2.5 Results 

2.5.1 Reproducibility of Baseline Measures and Independence of Sessions 

Biceps AMT was reproducible across sessions (pAMT = 0.0546), while biceps RMT and baseline 
nMEPs were not reproducible across sessions (pRMT = 0.006, pnMEPs < 0.001) (Table 2.1). Individual motor 
thresholds for each session can be found in the supplementary material (Table S2.1, S2.2). Session and 
stimulation type had no interaction that affected nMEP amplitude (χ2 = 0.07, p = 0.794). 
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Table 2.1: Baseline metrics prior to iTBS presented as mean ± one standard deviation.  
 Session 1 Session 2 Session 3 All Sessions 

MVC EMG (mV) 250.56 ± 112.6 284.69 ± 123.2 283.48 ± 130.6 272.91 ± 119.1 

Prior to Sham iTBS  

    Biceps RMTa 89.5 ± 9 87.6 ± 13 88.4 ± 14 88.5 ± 12 

Biceps AMTb 60.3 ± 8 58.5 ± 9 55.1 ± 9 57.9 ± 9 

     Baseline nMEPc 0.0489 ± 0.049 0.0447 ± 0.045 0.0347 ± 0.037  0.0429 ± 0.044 

Prior to Active iTBS 
 

    Biceps RMT 89.0 ± 10 90.6 ± 12 86.1 ± 14 88.6 ± 12 

    Biceps AMT 59.8 ± 6 60.0 ± 6 50.0 ± 9 56.6 ± 8 

     Baseline nMEP 0.0594 ± 0.057 0.0452 ± 0.049 0.0445 ± 0.042 0.0499 ± 0.051  

a) RMT: resting motor threshold as percent of maximum stimulator output (% MSO); b) AMT: active motor 
threshold as % MSO; c) nMEP: normalized MEPs, as percent of maximum voluntary contraction EMG (% MVC) 

2.5.2 Change in normalized MEPs post-iTBS  

Change in nMEPs from baseline did not differ for the active and sham conditions as indicated by 
no interaction between the type of stimulation and time post-iTBS (χ2 = 0.32, p = 0.570) in the analysis of 
the linear mixed effects model (Fig 2.4), as measured by biphasic stimulation.  

 
Fig 2.4: No change in corticomotor excitability over time for active and sham iTBS.  Average biceps 

nMEP amplitudes across all sessions are shown for the pre-iTBS and each post-iTBS time point. (A) 
Empirically collected: mean biceps nMEP amplitudes (group average N = 30 sessions); error bars represent 
± one standard deviation from the mean. (B) Modeled nMEPs from the linear mixed effects model based on 

these data. The effect of active and sham stimulation was not different as measured with biphasic 
stimulation induced nMEPs. 
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In the monophasic stimulation group, however, there was an excitatory effect of iTBS (χ2 = 6.0, p 
= 0.014) (Fig 2.5). The effect of active iTBS was to increase nMEPs post-iTBS and the increase in nMEPs 
exceeded the effect of sham iTBS. 

 
Fig 2.5: Change in corticomotor excitability when MEPs are assessed with monophasic stimulation.  
Average biceps nMEP amplitudes across all control study sessions are shown for the pre-iTBS and each 
post-iTBS time point. (A) Empirically collected: mean biceps nMEP amplitudes (group average N = 30); 
error bars represent ± one standard deviation from the mean. (B) Modeled nMEPs from the linear mixed 

effects model based on these data. 

2.5.3 Corticomotor Conductance Potential 

The biceps AMT:RMT ratio (measure of corticomotor conductance potential) and nMEPs were 
negatively correlated, and the negative correlation depended on stimulation type. As the AMT:RMT 
ratio decreased, nMEPs increased, and at a greater rate after sham relative to active iTBS (χ2 = 13.1, p < 
0.001). This suggests that a negative relationship between AMT:RMT ratio and nMEP amplitude was 
depressed by active iTBS stimulation (Fig S2.1). 

2.6 Discussion 

The primary objective of this study was to determine the effect of iTBS on the corticomotor 
excitability of the biceps in nonimpaired individuals.  A secondary objective was to assess the 
reproducibility of iTBS effects across three sessions. We hypothesized that biceps corticomotor 
excitability would be increased following active iTBS. This hypothesis was supported only when MEPs 
were assessed using monophasic stimulation. Also, iTBS effects assessed across multiple sessions were 
found to be unrelated for the same participant. Our results suggest that when RMTs are expected to be 
high when measured with biphasic stimulation (≥ 84% MSO), monophasic stimulation can capture 
changes in MEPs induced by iTBS. Further, our results suggest that in nonimpaired individuals, biceps 
RMTs assessed with biphasic PA-AP stimulation typically exceed 84% MSO, such that suprathreshold 
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(120%) biphasic stimulation is not possible. Overall, biphasic stimulation appears limited in its ability to 
capture changes in biceps MEPs in nonimpaired individuals.  

Our results support that the stimulus waveform and the resulting induced current in the brain is 
important in the assessment of iTBS induced changes in MEPs. Although the effect of stimulus waveform 
has been studied extensively for single pulse TMS targeting motor cortical areas projecting to hand 
muscles [145], [159]–[161], induced current effects on more proximal muscles of the upper limb, such as 
the biceps brachii, remains to be fully elucidated. Direct monosynaptic corticospinal projections are 
more prominent for hand muscles relative to the biceps [68], [162]–[166]. Thus, differences in 
corticospinal control between proximal and distal muscles may affect the efficacy of TMS waveforms 
and should be investigated in future studies. TMS studies targeting hand muscles report greater efficacy 
of single pulse monophasic stimulation that induces a PA current in the brain relative to biphasic 
stimulation that induces a PA then AP current in the brain by reduced RMT with monophasic PA 
stimulation [145], [167]. In the nonimpaired biceps, we also found reduced RMT with monophasic PA 
stimulation relative to RMT with biphasic PA/AP stimulation.  

Our findings contribute to the accumulating evidence that factors influencing iTBS induced 
changes in MEPs include (at least) the motor cortical target (i.e., muscle or muscle group of interest), the 
current waveform and direction used to deliver iTBS and assess MEPs, and whether iTBS is delivered in a 
single or repeated format.   The lack of an effect of iTBS on corticomotor excitability when MEPs are 
assessed with biphasic stimulation is not limited to the current study. Tse et al. assessed MEPs with 
biphasic stimulation after iTBS targeting the FDI in fifteen participants; after a single session of iTBS 
there was no change in MEPs as assessed by biphasic stimulation at an intensity needed to induce MEPs 
of about 1 mV amplitude [168]. However, Tse et al. found increased FDI MEPs with biphasic stimulation 
when iTBS was repeated with a 15 minute interval. Their findings suggest there are conditions in which 
biphasic stimulation can detect iTBS induced changes in MEPs. Notably, the direction of the biphasic 
stimulation induced in the brain and the stimulator models differed between the Tse et al. and our 
current study. In contrast to our results and the findings of Tse et al, a study by Zafar et al. found iTBS 
targeting a hand muscle (abductor digiti minimi) cortical hotspot increased MEPs relative to baseline 
regardless of the waveform in which iTBS was delivered and assessed [169]. Zafar et al. tested both 
waveforms and directions in our study (biphasic PA/AP and monophasic PA), although with a different 
stimulator and coil model, and their RMT values allowed for suprathreshold stimulation (at 120% RMT) 
in all study participants.  In our study, biceps RMTs were high with biphasic stimulation such that it was 
not always possible to assess MEPs at 120% RMT.  

Continuous theta burst stimulation (cTBS) is another form of theta burst stimulation which can 
reduce corticomotor excitability possibly through long-term depression of synaptic plasticity [54], [67], 
[170]. Martin et al. found that cTBS had no effect on biceps corticomotor excitability, despite observing 
large and long-lasting inhibition in most participants when the FDI was targeted [68]. Our results were 
similar to the findings of Martin et al., with high variability in the biceps MEPs both before and after 
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theta burst stimulation. While the mechanisms of iTBS and cTBS differ, the high variability in MEPs could 
be a reason for the lack of group findings after TBS as assessed with biphasic stimulation [68], [71], [73], 
[171]. Variability may be due to the preferential activation of different intracortical networks, history of 
physical activity, timing, age, and genetic differences potentially including brain-derived neurotrophic 
factor genotype [65], [71], [158], [171]–[173]. While accounting for all of these factors was beyond the 
scope of this study, within-participant variability was assessed using a session response analysis in our 
primary cohort via session effects on the linear mixed effects model. 

The AMT:RMT ratio, representative of the conductive potential of the corticomotor pathway, may 
be a predictive measure to evaluate the potential for iTBS to increase biceps corticomotor excitability. 
We found that biceps corticomotor excitability was negatively correlated with an individual’s 
corticomotor conductance (i.e., biceps AMT:RMT ratio), and this negative correlation was reduced by 
active iTBS. Active iTBS increased nMEPs at higher corticomotor conductance (i.e., higher AMT:RMT 
ratios), indicating that there was a nonuniform response to active iTBS. As previously stated, motor 
thresholds reflect corticomotor conductance as they are determined by the synaptic permeability 
between neurons along the corticomotor tract at rest (RMT) and during activation (AMT) [6], [49]. In our 
study, low AMT:RMT ratios represent a corticomotor pathway with less potential for change, while high 
ratios represent a conductive pathway which would be more likely to benefit from iTBS. Thus, future 
work should investigate the AMT:RMT ratio as a predictive measure of individuals who may be most 
responsive to iTBS. 

In this study, only the biceps AMT was found to be reproducible across sessions with biphasic 
stimulation (reproducibility was not assessed with monophasic stimulation due to single sessions), 
suggesting activation provides a more robust baseline measure relative to measures at rest. This agrees 
with the interpretation that muscle contraction provides the corticospinal tract with a greater degree of 
organization; contraction increases the membrane conductance of the neurons, placing neuron 
membrane potentials in a more primed state to depolarize [58], [174]. When at rest, the corticomotor 
tract of a muscle is relatively disorganized; the membrane potential of each neuron along the pathway is 
less uniform and less primed to depolarize relative to an active muscle state. Thus, AMT thresholds are 
typically lower than RMT for a given stimulus waveform [50], [58], [59], [175]. Our finding of 
reproducible biceps AMT with biphasic stimulation across sessions is important for the design of studies 
and rehabilitation where iTBS is to be delivered and assessed (in terms of MEPs) with one biphasic 
stimulator. Future studies targeting muscles with high motor thresholds in which only biphasic 
stimulation is feasible or desired should consider assessing MEPs pre and post iTBS as a percentage of 
AMT, rather than RMT, or other biomarkers of cortical excitability.  

This study was designed to use a single stimulator to induce plasticity and assess MEPs in similar 
populations of neurons and to represent the clinical application of iTBS where only one stimulator may 
be available. However, a low peak intensity of our biphasic stimulator and coil, imposed by the 
manufacturer as a safety feature, resulted in many of our participants having RMT values ≥ 84% MSO. 
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Thus, in in 42 out of 60 instances we could not assess biceps corticomotor excitability by recording MEPs 
at 120% RMT. This issue was addressed by using a separate monophasic stimulator to evaluate RMT and 
MEPs in an additional subject cohort as RMT of the biceps when determined by a monophasic stimulator 
are typically 50-60 %MSO [58]. Indeed, in our additional cohort, the average biceps RMTs prior to sham 
and active iTBS were lower with monophasic relative to biphasic stimulation and there was an effect of 
active iTBS on MEPs when MEPs were assessed with monophasic stimulation.  A potential limitation is 
the use of MEPs to capture changes due to iTBS. The multiple neural circuits contributing to MEPs make 
interpretation of changes in normalized MEP amplitude difficult [176]. We analyzed MEPs because MEPs 
remain a conventional approach to measuring corticomotor excitability at the time of stimulation. 
Another potential limitation is that sham stimulation was always delivered prior to active stimulation. 
While this was done to prevent any response to active stimulation biasing the response to sham, we 
cannot exclude the possibility of an order effect. Our sample size may be considered small, however, it 
was established through statistical consultation. Lastly, with the effects of iTBS being first evaluated 10 
minutes after stimulation, it is possible that more immediate effects were not captured. However, the 
post-iTBS time points replicated previous work in other muscles [38], [56], [177] and were focused on 
the time frame most relevant and realistic to pairing with motor therapy, which would likely begin a few 
minutes after iTBS priming.   

2.7 Conclusions 

There was an increase in biceps corticomotor excitability when MEPs were assessed with 
monophasic stimulation. When RMTs are expected to be high when measured with biphasic stimulation 
(≥ 84% MSO) for the muscle of interest, monophasic stimulation may capture changes in MEPs induced 
by iTBS. In our cohort, biceps RMTs assessed with biphasic PA-AP stimulation typically exceeded 84% 
MSO, such that suprathreshold biphasic stimulation was not possible. Future studies targeting muscles 
with high motor thresholds in which only biphasic stimulation is feasible or desired should consider 
assessing MEPs pre and post iTBS as a percentage of AMT, rather than RMT, or other biomarkers of 
cortical excitability. Our results also supported the independence of iTBS response between sessions for 
the same participant and proposed a potential predictive parameter in the corticomotor conductance 
potential.  
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2.8 Supplemental 

Table S2.1: Motor thresholds by session in primary cohort prior to iTBS presented as percent maximum 
stimulator output (%MSO).  

 Session 1 Session 2 Session 3 
Participant Biceps 

RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 
Prior 

to 
Active 
iTBS 

Biceps 
AMT 
Prior 

to 
Active 
iTBS 

Biceps 
RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 
Prior 

to 
Active 
iTBS 

Biceps 
AMT 
Prior 

to 
Active 
iTBS 

Biceps 
RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 

Prior to 
Active 
iTBS 

Biceps 
AMT 

Prior to 
Active 
iTBS 

01 90 52 100 61 100 48 100 56 100 60 100 51 

02 77 56 83 56 85 50 88 60 95 65 88 54 

03 100 68 87 60 61 53 67 56 61 58 59 60 

04 100 71 100 69 90 67 100 74 96 68 98 59 

05 84 56 85 64 86 63 95 54 85 56 74 44 

06 85 53 83 49 97 60 95 67 77 42 88 42 

07 95 68 100 59 100 46 100 55 100 45 100 34 

08 88 62 74 52 83 66 85 61 100 54 83 58 

09 100 67 100 68 100 72 100 57 100 60 100 53 

10 76 50 78 60 74 60 76 60 70 43 71 45 

Mean ± 
SD 

89.5 
± 9 

60.3 
± 8 

89.0 
± 10 

59.8 
± 6 

87.6 
± 13 

58.5 
± 9 

90.6 
± 12 

60.0 
± 6 

88.4 
± 14 

55.1 
± 9 

86.1 ± 
14 

50.0 
± 9 

a) RMT: resting motor threshold as percent of maximum stimulator output (% MSO) measured with biphasic PA/AP 
stimulation; b) AMT: active motor threshold as % MSO measured with biphasic PA/AP stimulation. 
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Table S2.2: Motor thresholds and maximum voluntary contraction (MVC) in post hoc cohort prior to iTBS 
presented as mean ± one standard deviation.  

   Prior to Sham iTBS Prior to Active iTBS 
Participant Age MVC 

EMG 
RMS 
(mV) 

Biceps 
RMTa 

Biceps 
AMTb 

Average 
Baseline 
nMEPsc 

Biceps 
RMT 

Biceps 
AMT 

Average 
Baseline 
nMEPs 

01 21 411.0 57 68 0.066 61 68 0.059 

02 24 118.0 62 60 0.067 67 58 0.112 

03 19 183.2 100 70 0.011 100 74 0.011 

04 20 144.6 49 67 0.024 65 74 0.032 

05 23 185.2 86 72 0.041 87 73 0.025 

06 19 453.2 61 70 0.136 85 48 0.102 

07 32 184.1 100 72 0.023 100 73 0.012 

08 26 128.9 69 57 0.078 78 52 0.12 

09 29 256.0 44 44 0.093 47 46 0.292 

10 27 112.2 100 62 0.065 100 65 0.055 

Mean ± SD 23.5 ± 5 217.63 
± 121.1 

72.8 ± 22 64.2 ± 9 0.0602 ± 
0.049 

79.0 ± 19 63.1 ± 
11 

0.0820 
± 0.084 

a) RMT: resting motor threshold as percent of maximum stimulator output (% MSO) measured with monophasic 
stimulation inducing an AP current in the brain; b) AMT: active motor threshold as % MSO measured with biphasic 

PA/AP stimulation; c) nMEP: normalized motor evoked potential (%MVC) measured with monophasic AP 
stimulation, presented as mean ± standard deviation 
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Fig. S2.1: Relationship between AMT:RMT ratio and nMEP amplitude 
nMEP amplitude and the AMT:RMT ratio were negatively correlated; the magnitude of this correlation was 

reduced by active iTBS. The nMEPs were modeled across AMT:RMT ratios ranging from 0 to 1 based on recorded 
threshold values. 
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3 Intermittent theta burst stimulation modulates biceps brachii corticomotor excitability in 
individuals with tetraplegia 

3.1 Authors and Submission Details 
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Corticomotor Excitability in Individuals with Tetraplegia", Submitted to The Journal of NeuroEngineering 
and Rehabilitation, 9-20-2021. Available (Preliminary Preprint): 10.21203/rs.3.rs-907901/v1, Submission 
ID: JNER-D-21-00301. 

IRB Approval: VCU IRB HM20010643 

Clinical Trials Registration: clinicaltrials.gov NCT03277521 

Data Repository: Open Science Framework – 
https://osf.io/za78p/?view_only=1f23b70066d64faba087b2b4c0784baa 

3.2 Abstract 

Objectives: Intermittent theta burst stimulation (iTBS) is a form of repetitive transcranial magnetic 
stimulation (TMS) that can increase corticomotor excitability of hand muscles in individuals with spinal 
cord injury (SCI). The objective of this study was to determine the effect of iTBS on the corticomotor 
excitability of the biceps brachii in individuals with tetraplegia. 

Methods: Ten individuals with low cervical SCI (C5-C8) and ten nonimpaired individuals 
completed three independent sessions. Motor evoked potentials (MEPs) served as our measure of 
corticomotor excitability and were collected before and after iTBS. MEPs were normalized by 
the electromyography corresponding to maximum voluntary contraction and analyzed using 
linear mixed effects models to determine the effect of iTBS (active or sham) on normalized 
MEPs (nMEPs). iTBS effects were compared to a ratio of active and resting motor thresholds as 
a measurement of corticomotor conductance potential. 

Results: Relative to sham, active iTBS increased nMEPs over time (p < 0.001) in individuals 
with SCI, but not nonimpaired individuals (p = 0.915). The amplitude of nMEPs were correlated 
with the biceps corticomotor conductance potential (p < 0.001), with nMEPs decreasing as the 
ratio increased at different rates after sham or active iTBS. 

Conclusions: Preliminary results suggest that iTBS increases biceps corticomotor excitability in 
individuals with tetraplegia with effects that may be predicted by corticomotor conductance 
potential.  
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3.3 Introduction 

Spinal cord injury (SCI) often results in deficits in voluntary control of muscles due to injury 
induced necrosis and partial or complete loss of conduction in neural pathways. The most common 
neurological classification of SCI is tetraplegia, which results from injury to the cervical spinal cord and is 
characterized by deficits in upper and lower limb function [2], [178]. Upper limb function is the most 
important resource for individuals with tetraplegia and is rated to be the most desired ability to regain 
after cervical SCI before bowel, bladder, sexual function, or walking ability [3]. Thus, improving upper 
limb function is a crucial part of rehabilitation to enhance an individual’s independence and quality of 
life. One approach to improve voluntary control of upper limb muscles is to strengthen the connection 
of spared corticospinal tracts through repetitive transcranial magnetic stimulation (rTMS) [179]–[181]. 
High frequency (i.e., > 5 Hz) rTMS can increase corticospinal and primary motor cortex (M1) excitability 
[173]. Several studies have applied rTMS over the arm and leg motor representations in the M1 in 
nonimpaired individuals and in patients with motor impairments to increase corticospinal and M1 
excitability, voluntary motor control, and motor learning processes [38], [69], [182], [183]. Although the 
effectiveness using different forms of rTMS in nonimpaired individuals and patients with motor 
impairments are variable [38], [56], [57], [180], rTMS may represent a useful technique to improve 
upper limb function after SCI, particularly when paired with other therapies. 

 A greater understanding of the utility of rTMS to improve upper limb function after SCI is 
needed. High-frequency rTMS protocols have been tested in individuals with tetraplegia to improve 
upper limb motor and sensory function in five studies to date, all of which targeted stimulation to hand 
representations in the M1 [5], [69], [128], [179], [184]. Five sessions of rTMS alone (i.e., without adjunct 
therapy) improved hand motor and sensory function in one study [5]. However, in a larger study 
involving five sessions of rTMS, results showed only modest improvement in hand motor and sensory 
function, which was not statistically different from sham effects, and there was no change in clinical 
neurological assessment [179]. In another study, addition of rTMS to repetitive task practice training 
over three sessions demonstrated a greater effect size for improvement in grasp strength and hand 
function relative to repetitive task practice alone [184]. Only two studies have evaluated a more specific 
pattern of rTMS known as intermittent theta-burst stimulation (iTBS) targeting the upper limb in 
individuals with tetraplegia [69]; these studies demonstrated safety and feasibility [128], and 
modifiability of corticomotor excitability [69]. Commonly, iTBS involves 2 seconds of TBS trains repeated 
every 10 seconds for a total of 20 cycles (600 pulses) delivered over a 190 second period [39], [54], 
[185]. iTBS has gained much interest, arguably due to its efficacy, short stimulation period, and effects 
lasting up to 60 minutes post-stimulation [186], making iTBS well suited as a neural priming adjunct to 
motor training exercises.  

Further research is needed to investigate the potential for iTBS to increase the excitability of the 
corticospinal motor system (hereafter referred to as corticomotor excitability) in individuals with 
tetraplegia. Effects of iTBS have been demonstrated primarily in nonimpaired humans with stimulation 
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applied to hand representations in the M1 and motor-evoked potentials (MEPs) recorded from the first 
dorsal interosseous (FDI) [39], [185], [186]. A meta-analysis of studies in nonimpaired participants found 
that iTBS applied for 190 s significantly increases corticomotor excitability, as measured by MEPs, lasting 
up to 60 min with a mean maximum potentiation of 35.54 ± 3.32% [186]. The mechanisms of these 
effects are believed to be due to changes in neural circuits in the cortex, perhaps involving long-term 
potentiation of cortical synapses [187], [188]. Evidence from SCI studies in rats suggests that iTBS is able 
to facilitate MEPs and improve forelimb motor function after injury [129], [189], consistent with the 
mechanistic understanding of iTBS [187], [188]. However, Fassett et al. [190] investigated the effects of 
iTBS on corticomotor excitability of the flexor carpi radialis in humans with cervical SCI and found 
corticomotor excitability (i.e., MEPs) to be reduced in the majority of instances after a single session of 
active M1 stimulation. While the results of Fassett et al. contradict previous findings in nonimpaired 
subjects and animal models of SCI, the results indicate that iTBS is able to modify corticomotor 
excitability in humans with tetraplegia, which warrants further investigation.  

Depending on the specific injury and needs of an individual with tetraplegia, the biceps brachii 
may be responsive to iTBS and a functionally relevant target for rehabilitation. The biceps may be 
particularly responsive to iTBS in individuals with tetraplegia because: the biceps typically remains with 
some spared motor pathways and function after injury at or below C6 as the biceps is primarily 
innervated at the C5 and C6 levels [191], and biceps motoneurons receive more corticospinal 
monosynaptic facilitation relative to its antagonist [192], [193]. Additionally, the biceps is relevant for 
upper limb rehabilitation in tetraplegia as the biceps can be transferred to restore elbow extension for 
some individuals with tetraplegia [64], [194]. After tendon transfer surgery, an individual with 
tetraplegia undergoes rehabilitation to promote motor re-education of the transferred biceps to extend 
the elbow. In our previous work, we found a positive relationship between the corticomotor excitability 
of the transferred biceps and elbow extension strength, suggesting that increased biceps corticomotor 
excitability may improve the outcomes of tendon transfer surgery [52].  

We present a sham-controlled pilot study to provide the first characterization of iTBS-induced 
effects targeting the biceps brachii in individuals with tetraplegia. The purpose of this study was to 
determine the effect of iTBS on corticomotor excitability of the biceps in individuals with tetraplegia and 
nonimpaired subjects. The nonimpaired control group is included to provide a context for the potential 
effects of iTBS in individuals with SCI. We hypothesized that biceps corticomotor excitability, as 
measured by MEPs, would be increased relative to baseline following active iTBS relative to sham iTBS in 
both subject groups. This hypothesis was based on the expectation that iTBS promotes long-term 
potentiation within cortical neurons. Since the effects of iTBS can be variable across sessions [38], [56], 
[68], we tested participants across three sessions to evaluate the reproducibility of iTBS aftereffects.  
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3.4 Methods 

3.4.1 Participants 

Ten individuals (8 men, 2 women) with cervical SCI aged between 23 and 53 years (mean age = 
35.7 years, standard deviation = 13 years) completed this pilot study. SCI participant characteristics are 
provided in Table 3.1. Inclusion criteria required SCI participants to be between the ages of 18 and 65 
years old and have an injury to the lower cervical spinal cord (C5-C8) at least one year prior to the date 
of participation. Exclusion criteria included presence of concurrent severe medical illness, including 
unhealed decubiti, use of baclofen pumps, existing infection, cardiovascular disease, significant 
osteoporosis, history of pulmonary complications, or any contraindication to TMS. Ten nonimpaired 
individuals (5 men, 5 women), aged between 18 and 38 years (mean age = 25.3 years, standard 
deviation = 5.6 years) also participated. Nonimpaired individuals with active motor thresholds (AMT) 
greater than 71% of maximum stimulator output (MSO) during the first assessment were excluded. This 
criterion was needed to ensure iTBS could be delivered at 80% of AMT by the stimulator, as the iTBS 
stimulation intensity was limited to a maximum of 57% MSO as a manufacturer safety feature. All 
participants were screened to ensure safety of the TMS protocols and provided informed consent. The 
protocol was approved by the Institutional Review Board of Virginia Commonwealth University. 

Table 3.1: Demographic and injury information from all participants with spinal cord injury are shown. M, 
male; F, female; C, cervical level injury (i.e. C5); ISNCSCI, International Standards for Neurological Classification 
of Spinal Cord Injury (A = no motor or sensory function is preserved in the sacral segments; B = sensory function is 

preserved below the level of injury, but no motor function; C = motor function is preserved below the level of 
injury, more than half the muscles have a grade < 3; D = motor function is preserved below the level of injury, at 

least half the muscles have a grade ≥ 3; E = motor and sensory function are normal). 

ID Age Gender 
Injury 
level 

Years  
post-injury 

ISNCSCI 
score 

1 23 M C5-C6 7 C 

2 26 M C7 2 B 

3 25 M C5 2 A 

4 42 M C6 5 D 

5 29 M C5 4 A 

6 52 F C6 15 A 

7 53 M C6 17 A 

8 32 M C5-C6 9 B 

9 30 M C5-C6 4 A 

10 52 F C5-C8 10 D 
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Each participant completed three independent sessions of the iTBS protocol, yielding 30 
independent sessions in the nonimpaired group, and 30 independent sessions in the SCI group. This 
number of sessions was established through statistical consultation and was similar to a previous study 
that investigated continuous TBS [68]. Repeated sessions were conducted to investigate independence 
of sessions and intrasubject variability, similar to previous work [38], [56]. Each session was separated 
by a minimum of three days to prevent the potential for carry over effects from one session to another 
[57]. To control for variability that may result from diurnal effects, sessions were scheduled for early 
afternoons. In each session, participants were seated in a chair with their dominant arm at rest, the 
elbow in 90° flexion, and the forearm supinated (Fig 3.1). During portions of the protocol involving TMS, 
participants wore a neck brace to minimize head movements.  

 
Fig 3.1: Setup for iTBS sessions. (A) Participants’ forearms were supported in the horizontal plane with EMG 

sensors on the biceps and triceps; (B) The TMS coil was placed tangentially over the scalp above the biceps 
representation of the motor cortex, oriented to induce a biphasic posterior-anterior then anterior-posterior current 

within in the motor cortex. 

3.4.2 Experimental Protocol  

At the beginning of each session, the biceps resting motor threshold (RMT), active motor 
threshold (AMT), and baseline corticomotor excitability (MEPs prior to iTBS) were recorded (Fig. 2). iTBS 
was then delivered, after which MEPs were recorded at intervals 10, 20, and 30 minutes post-iTBS (Fig 
3.2). This process was performed for both sham and active iTBS with participants receiving a 15-minute 
break in between. Sham iTBS was always performed prior to active iTBS to prevent the possibility of 
effects from active iTBS lingering throughout the sham portion of the study. Participants were blinded to 
the stimulation type. 
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Fig 3.2: Experimental design of each session. Before each application of iTBS, single pulse TMS was used to 

determine RMT, AMT, and collect baseline MEPs for the biceps. The intensity of iTBS was set to 80% of AMT. 
Single pulse TMS was used to record MEPs at 10-minute intervals following iTBS, at an intensity of 120% RMT. 
Data shown represent the processed and collected raw MEPs of a single session from a representative participant. 

Grey lines represent individuals MEPs and the black line represents the average MEP. Horizontal axis depicts time 
post single pulse TMS (ms).  

3.4.3 Electromyography 

Electromyography (EMG) data were recorded from the long head of the biceps and lateral head 
of the triceps (for monitoring) of the dominant arm of each participant using a Trigno™ Wireless System 
(Delsys, Natick, MA). Surface EMG electrode placement was verified by functional muscle testing. EMG 
signals were amplified (x1000), bandpass-filtered (20-450 Hz) prior to A/D conversion (Micro 1401 MkII, 
Cambridge Electron Design, Cambridge, UK), and sampled at 2000 Hz with Spike 2 software (Cambridge 
Electron Design, Cambridge, UK).  

3.4.4 Single Pulse Transcranial Magnetic Stimulation 

Single pulse TMS of the motor cortex was applied opposite to the resting arm using a Super 
Rapid2 Plus1 stimulator (Magstim, Whitland, UK) via a 70 mm figure-of-eight coil (P/N 3910-00). To 
better simulate a clinical environment where likely only one stimulation device would be available, this 
stimulator was used to deliver single pulse TMS and repetitive iTBS. The vertex at the intersection of the 
inion-nasion and inter-aural lines were marked on a fitted cap and used to identify the starting point for 
the coil center, 5 cm from the vertex and rotated 45 degrees from the midline. The coil was held 
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tangentially on the scalp via a support stand. The exact hotspot for the biceps was identified (and 
marked on the participants cap) as the coil location and orientation evoking the largest peak-to-peak 
amplitude MEP using the lowest stimulation intensity from a biphasic current oriented posterior to 
anterior then anterior to posterior across the central sulcus. 

3.4.5 Motor Thresholds & Corticomotor Excitability 

Resting and active motor thresholds were determined as the lowest stimulus intensity that 
induced MEPs in at least 5 of 10 consecutive stimuli, either at rest (RMT) and of ≥ 50 µV with the biceps 
fully relaxed, or with muscle activity (AMT) and of ≥ 200 µV [149]. Muscle activity was generated by 
sustained isometric contraction of 10 ± 5% of the participant’s maximum effort [58]. Maximum effort 
was measured by the average EMG in the highest 0.5 s period of a 5 s isometric maximum voluntary 
contraction (MVC), averaged across 3 trials. Thresholds were found via validated adaptive parameter 
estimation by sequential testing (PEST) software [150]. Evoked Potential Operant Conditioning Software 
developed and shared by the National Center of Neuromodulation for Rehabilitation was used to record 
motor thresholds and display effort levels for participants.  

3.4.6 Intermittent Theta Burst Stimulation Protocol  

iTBS was applied using a Magstim Super Rapid2 Plus1 stimulator and Magstim 70 mm figure-of-
eight double air film coil (3910-00) following a protocol [54] commonly applied to motor areas [6], [38], 
[56], [68]. iTBS comprised three pulses at 50 Hz, repeated every 200 ms for 2 s at an intensity of 80% of 
the participant’s AMT [39], [54]. Two second bursts were repeated every 8 s for a total of 600 pulses 
[54]. During sham iTBS, a Magstim 70 mm figure-of-eight double air film sham coil (3950-00) was used 
which looked and sounded identical to the active coil without delivering stimulation. Participants were 
blinded to the type of stimulation they were receiving. 

3.4.7 Data Processing 

For each session, peak-to-peak MEP amplitudes in response to single pulse TMS were extracted 
from the biceps EMG data using purpose-written code (MATLAB v 9.7.0.1190202). The root mean 
square (RMS) amplitude was calculated over a 50 ms window for the evoked response (starting 12-62 
ms after the TMS pulse), and a 50 ms window prior to the TMS pulse (pre-stimulus). Instances where the 
pre-stimulus RMS amplitude was greater than the evoked response RMS amplitude, or where voluntary 
activation was detected, were discarded [73]. MEP amplitudes were then normalized by, and are 
presented as a percentage of, the recorded EMG MVC. Normalized MEPs (nMEPs) served as our 
measure of corticomotor excitability, with the average of nMEPs collected prior to iTBS serving as the 
baseline. 
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3.4.8 Statistical Analyses 

The effects of iTBS on nMEPs were analyzed with linear mixed effects models (LMEM) using 
purpose-written R code based on the LME4 package [153], [154]. The model had a nested random effect 
of session within participant to account for potential relationships between nMEPs of the same session 
or participant, and within each time period post-iTBS. Coil (i.e., active or sham), time (i.e., 10, 20 or 30 
minutes post-iTBS), and their interaction were included as fixed effects to investigate the difference in 
nMEPs between baseline and post-iTBS, and the differences in post-iTBS nMEPs after active or sham 
stimulation. A Kenward-Rogers adjustment was used to adjust for estimated random effect parameters 
[155]. To investigate the effect of repeated sessions and confirm the independence of sessions of the 
same participant, we repeated our LMEM with sessions as a fixed effect. To establish any differences 
between the populations’ baseline excitability, baseline metrics (RMT, AMT, and baseline nMEPs) were 
also compared between the nonimpaired and SCI groups using a two-tailed Mann-Whitney test. 

3.4.9 Corticomotor Conductance Potential 

 The biceps AMT/RMT ratio (i.e., AMT of the biceps divided by RMT of the biceps) was evaluated 
within a linear mixed effects model to assess a main effect, and interactions with time and type of 
stimulation, to account for the effects of corticomotor conductance potential on nMEPs. By 
corticomotor conductance potential, we refer to the synaptic conductance gradient between different 
states of activation along the corticospinal pathway being stimulated during a given session [49], [50]. 
Motor thresholds reflect this conductance as they are determined by the synaptic permeability between 
neurons along the corticomotor tract at rest (RMT) and during activation (AMT) [58], [59]. Therefore, we 
defined the biceps AMT/RMT ratio as a representation of the corticomotor conductance potential across 
states of activation. We evaluated the effect of corticomotor conductance on nMEPs because nMEPs 
represent instantaneous corticomotor excitability driven by shifts in sodium channel currents and are 
affected by gamma aminobutyric acid receptor modulation [49], [50].  

3.4.10 Post hoc Analysis  

In most sessions (25 out of 30), due to RMT values being greater than 84% MSO in at least one 
RMT measurement, we were unable to record MEPs at stimulus intensities of 120% of RMT, introducing 
possible under-stimulation increased MEP variability [6]. Thus, we evaluated if the nMEP amplitudes 
were dependent on RMT using the aforementioned LMEM with RMT as a fixed effect. 

3.5 Results 

3.5.1 Availability of Data and Materials  

The dataset supporting the conclusions of this article is available in the Open Science 
Framework [https://osf.io/za78p/?view_only=1f23b70066d64faba087b2b4c0784baa]. 
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3.5.2 Change in Normalized MEPs post-iTBS  

In individuals with SCI, there was an effect of active iTBS relative to sham stimulation over time 
(p < 0.001, χ2 = 18.6) with active iTBS causing an increase in nMEPs from baseline. For each time point, 
the average nMEP amplitude is presented in Fig 3.3A. Modeled nMEPs resulting from the LMEM are 
presented in Fig 3.3B for both the active and sham conditions. In nonimpaired individuals, change in 
nMEPs from baseline did not differ for the active and sham conditions as indicated by no interaction 
between the type of stimulation and time post-iTBS (p = 0.915) in the analysis of the LMEM (Fig 3.3C). 
When comparing the SCI group to the nonimpaired group, there was an interaction between group and 
stimulation type within the LMEM (p = 0.012, χ2 =6.4) (Fig  3.3D). 
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Fig 3.3: Time differentiated normalized motor evoked potential amplitudes (nMEP) from (A) recorded data 
and (B, C, D) linear mixed effects model (LMEM). (A) Mean nMEP amplitudes for each time point across all 30 

sessions for active and sham iTBS are presented for participants with SCI. Error bars represent one standard 
deviation from the mean. (B) In the SCI group, the LMEM shows a significant difference over time in nMEP 

amplitudes depending on the type of iTBS, active or sham. (C) In the nonimpaired group, the LMEM does not show 
an effect of stimulation type on nMEP amplitude. (D) There was a difference in the effect of iTBS between groups, 
based on the LMEM, consistent with the excitation seen in the SCI group and not seen in the nonimpaired group. 

Each point represents all nMEPs across all sessions, for the given group and stimulation type. 
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nMEPs were independent of session, suggesting no carryover effects and no relationship 
between sessions within a participant (p = 0.074, χ2 = 3.2). 

With regards to group baseline metrics, there was a difference in baseline nMEPs (p < 0.001) 
between the nonimpaired and SCI groups. There was no difference between the two groups with 
respect to MVC EMG (p = 0.90), RMT (p = 0.081), AMT (p = 0.50), or motor threshold ratio (p = 0.89). 
Group average baseline metrics are provided in Table 3.2. Individual participant motor thresholds and 
MVC values can be found in the Supplementary Material (Tables S3.1, S3.2, and S3.3). 

Table 3.2: Baseline biceps metrics for the nonimpaired and SCI groups. Data presented by means within the 
group across all sessions and the standard deviation (mean ± std). (*) Represents significant difference (p < 0.05) 

between groups. The AMT/RMT ratio represents the corticomotor conductance potential. 

  Nonimpaired Spinal Cord Injury  

MVC EMG (mV) 274 ± 12 250 ± 18 

RMT (%MSO) 88.5 ± 11 92.1 ± 11 

AMT (%MSO) 57.3 ± 8 66.4 ± 21 

AMT/RMT Ratio 0.67 ± 0.1 0.69 ± 0.2 

Baseline nMEP * 0.0403 ± 0.041 0.1031 ± 0.148 

 

3.5.3 Corticomotor Conductance Potential 

In the SCI group, there was a significant interaction between the biceps AMT/RMT ratio (i.e., 
corticomotor conductance potential) and stimulation type. While both sham and active iTBS showed a 
negative relationship with corticomotor conductance potential, nMEPs associated with sham 
stimulation had lower nMEP amplitudes. Sham associated nMEPs also changed at a lower rate as the 
corticomotor conductance potential increased (p < 0.001, χ2= 15.2). Consequently, as the corticomotor 
conductance potential approached zero, nMEP amplitudes were greater indicating a higher degree of 
excitation relative to sham (Fig. S3.1A). There was an interaction between the corticomotor 
conductance potential and group (p < 0.001, χ2 = 13.3) suggesting that while this parameter has 
predictive potential across both groups, the exact correlation is group specific (Fig. S3.1B). There was no 
difference in corticomotor conductance potential between groups (p = 0.89) (Table 3.2). 

3.5.4 Post hoc Results 

There was a relationship in the SCI group between RMT and nMEP (p < 0.001, χ2 = 7.7). There was 
no relationship between nMEPs and RMT in the nonimpaired group (p = 0.47, χ2 = 0.5). 
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3.6 Discussion 

The primary objective of this study was to determine the effect of iTBS on the corticomotor 
excitability of the biceps as measured by MEPs in response to TMS in individuals with tetraplegia and 
nonimpaired individuals. A secondary objective was to assess the reproducibility of iTBS effects across 
three sessions. We hypothesized that in both subject groups, biceps corticomotor excitability (i.e., 
normalized MEPs) would be increased following active iTBS relative to baseline, and biceps corticomotor 
excitability would be unchanged following sham iTBS relative to baseline. This hypothesis was supported 
in the SCI group; there was an increase in nMEP amplitude after active iTBS relative to sham. This 
hypothesis was not supported in the nonimpaired group; there was no change in biceps nMEPs after 
either active or sham iTBS. These findings suggest that iTBS has more homogeneous facilitatory effects 
in the biceps in individuals with incomplete tetraplegia than nonimpaired individuals, likely due to 
changes in corticomotor control after motor function loss.  

The results from this study reinforce that corticomotor excitability is modifiable with iTBS in 
individuals with tetraplegia. This supports the modifiability findings from Fassett et al. in which iTBS was 
targeted to the flexor carpi radialis in individuals with tetraplegia [69]. While their results showed MEP 
reduction following iTBS, this could be due to differences in the targeted cortical motor region, or other 
factors influencing responses to iTBS. Previous studies have indicated that changes induced by iTBS in 
nonimpaired individuals depend on the cortical region targeted due to inherent differences in 
corticospinal control among muscles [68]. The findings from this study suggest that this may also be true 
for individuals with SCI, which could be further affected by the degree of damage to a muscle’s 
corticospinal tracts after injury, which is non-uniform after SCI [195]. 

Our results suggest that individuals with SCI exhibit a more homogeneous facilitatory response to 
iTBS targeting the biceps than nonimpaired individuals.  In contrast to the nonimpaired group, the more 
uniform response of the SCI group may be the result of neuroplastic changes that occur post injury. For 
instance, the post-SCI system exhibits reduced intracortical inhibition and therefore greater neuroplastic 
response from disinhibition of gamma-Aminobutyric acid (GABA) transmitting interneurons to 
compensate for the loss of corticospinal axons [196]. Additionally, corticomotor plasticity can make 
alternate use of neural circuits that no longer have a functional muscular target available, as cortical 
map representation of nonparalyzed or less paralyzed muscle increases at the expense of paralyzed 
muscle [166]. This process can be facilitated by electrical stimulation along the corticomotor pathway; 
reactivation of neural circuits has been demonstrated after noninvasive electrical spinal 
neuromodulation in individuals with SCI, making them more responsive to facilitatory techniques, such 
as those for bladder control [197]. These results in spinal stimulation are relevant to our results in 
cortical stimulation because below-injury reorganization enhances excitability of motor pathways, 
reflective of cortical motor representation changes [15], and reorganization occurs above injury in the 
cortical projection system [14].  Corticospinal neurons projecting to the hand can branch to the arm 
which can improve voluntary upper limb movement of retained functional regions after reorganization 
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[166]. Finally, while the lack of an effect of iTBS in the nonimpaired group was unexpected because 
meta-analysis suggests that iTBS is regarded as excitatory when targeting distal hand muscles, 
responsiveness has been seen to vary across individuals and within repeated sessions of the same 
individual [38], [39], [56], [72].  

Within both the SCI and nonimpaired groups, there was a significant interaction between the 
corticomotor conductance potential and stimulation type (active or sham), which demonstrated that 
individuals presenting with lower ratios were more responsive to active iTBS than those with higher 
ratios. While there was a groupwide response to iTBS in our SCI group, the interaction of group with 
corticomotor conductance potential suggests that the magnitude of the response may be predictable. 
For individuals with tetraplegia, low ratios may indicate that the corticospinal tract of the muscle has 
potential to increase its conductance from iTBS, while high ratios could indicate that the corticospinal 
tract of the muscle is less likely to respond to iTBS. This interaction between the corticomotor 
conductance potential and type of stimulation was similarly found in the nonimpaired group. Thus, the 
corticomotor conductance potential could be used as a predictive measure of an individual’s 
responsiveness to iTBS. Future studies should investigate motor threshold changes as a potential effect 
of iTBS. 

Our results further highlight the differences in corticomotor excitability between the nonimpaired 
and SCI populations, the effect of the corticomotor conductance potential, and how these population 
differences can affect the response to iTBS. While proximal muscles of the upper limb are likely to be 
less impaired relative to distal muscles after SCI, these muscles cannot necessarily be considered 
analogous to nonimpaired muscles [195]. This is demonstrated by our findings that the baseline nMEPs 
are higher in the SCI group relative to the nonimpaired group, which is consistent with other studies 
[15], [198]. Furthermore, while the groups respond within different regions of the corticomotor 
conductance potential profile, this work indicates that the corticomotor conductance potential has 
viability for predicting the effect of iTBS in both groups, despite the various neuroplastic changes that 
occur after SCI. 

We assessed how corticomotor conductance potential affected nMEPs and the efficacy of iTBS in 
either nonimpaired individuals and those with SCI. We hypothesized that corticomotor excitability, as 
measured by nMEPs, would relate to the interaction between corticomotor conductance potential and 
stimulation type (i.e. active or sham iTBS). This hypothesis was supported; the motor threshold ratio was 
found to be negatively correlated with nMEPs and had a significant interaction between coil type. 

3.7 Limitations 

This study used a single stimulator to represent the clinical environment in which iTBS may be 
delivered and MEPs assessed with the same device. However, most of our participants had RMT values ≥ 
84% MSO. Thus, we could not assess biceps corticomotor excitability (i.e., MEPs) at stimulus intensities 
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of 120% RMT resulting in potential under-stimulation and greater MEP variability [6]. This potential 
limitation could be addressed by using a monophasic stimulator to evaluate RMTs and collect MEPs. 
RMT of the biceps when determined by a monophasic stimulator are typically 50-60 %MSO [58]. We 
evaluated the relationship between nMEPs and RMT to determine if under-stimulation influenced our 
results and found no correlation in the nonimpaired group, but there was a correlation in the SCI group. 
However, despite recording MEPs at less than 120% of RMT in many of the SCI subjects, the effect of 
iTBS was still significantly faciliatory in the SCI group as a whole (i.e., MEPs increased after iTBS relative 
to baseline). Another potential limitation is that sham stimulation was always delivered prior to active 
stimulation. While this was done to prevent any response to active stimulation biasing the response to 
sham within the same session, we cannot exclude the possibility of an order effect. It is also possible 
that effects of iTBS within the first 10 minutes were not captured due to the 10 minute interval schedule 
of MEP elicitation that was chosen based on previous work targeting other muscles [38], [56], [177]. The 
time frame was chosen for relevance as an adjunct to rehabilitation protocols which would begin a few 
minutes after iTBS priming. Also, in some iTBS sessions of our SCI group, AMT was greater than 72% 
MSO, although this was an exclusion criterion of the first session. AMT greater than 72% MSO would 
dictate an iTBS intensity of greater than 57% MSO, whereas safety limitations in our stimulator imposed 
by the manufacturer held maximum iTBS intensity to 57% MSO. In these individuals, 57% MSO was used 
for their iTBS, and potential under-stimulation during iTBS delivery was still insufficient to obscure the 
effect of iTBS in this SCI group. Finally, as the sample size is limited, our results should be confirmed in a 
larger clinical trial. 

3.8 Conclusions 

Our results indicate that the biceps brachii is a responsive target for iTBS to increase corticomotor 
excitability in individuals with tetraplegia, emphasizing the potential of iTBS as an adjunct to physical 
therapy for motor rehabilitation. Furthermore, our comparison with the nonimpaired group provides 
evidence for differences in effects of iTBS between nonimpaired and SCI groups suggesting that 
neuroplastic changes after SCI play a role in the neuromodulation susceptibility of a motor cortical 
target.  Therefore, further research is needed to confirm our preliminary findings in a larger clinical trial, 
investigate how muscle target and injury level influence effects of iTBS, and establish the amount of 
corticomotor excitability change that is needed to affect rehabilitation outcomes and functional ability. 
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3.9 Supplemental 

Table S3.1: Motor thresholds by session in SCI participants prior to iTBS presented as percent maximum 
stimulator output (%MSO).  

 Session 1 Session 2 Session 3 
Participant Biceps 

RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 
Prior 

to 
Active 
iTBS 

Biceps 
AMT 
Prior 

to 
Active 
iTBS 

Biceps 
RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 
Prior 

to 
Active 
iTBS 

Biceps 
AMT 
Prior 

to 
Active 
iTBS 

Biceps 
RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 

Prior to 
Active 
iTBS 

Biceps 
AMT 

Prior to 
Active 
iTBS 

01 95 57 95 51 84 47 92 34 98 47 97 47 

02 80 34 82 53 100 20 80 41 88 45 88 59 

03 81 53 77 58 85 55 80 54 98 53 91 42 

04 93 74 95 74 100 100 94 79 90 75 97 79 

05 100 68 100 69 100 70 100 80 100 56 100 66 

06 100 100 100 100 100 100 100 100 100 100 100 94 

07 100 67 100 70 100 57 100 66 100 51 100 48 

08 67 43 71 45 57 53 66 56 65 50 81 53 

09 100 70 87 59 87 61 91 63 91 66 100 79 

10 100 100 100 100 100 93 100 88 100 100 100 100 

a) RMT: resting motor threshold as percent of maximum stimulator output (% MSO) measured with biphasic PA/AP 
stimulation; b) AMT: active motor threshold as % MSO measured with biphasic PA/AP stimulation. 
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Table S3.2: Motor thresholds by session in the nonimpaired participants prior to iTBS presented as percent 
maximum stimulator output (%MSO).  

 Session 1 Session 2 Session 3 
Participant Biceps 

RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 
Prior 

to 
Active 
iTBS 

Biceps 
AMT 
Prior 

to 
Active 
iTBS 

Biceps 
RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 
Prior 

to 
Active 
iTBS 

Biceps 
AMT 
Prior 

to 
Active 
iTBS 

Biceps 
RMTa 
Prior 

to 
Sham 
iTBS 

Biceps 
AMTb 
Prior 

to 
Sham 
iTBS 

Biceps 
RMT 

Prior to 
Active 
iTBS 

Biceps 
AMT 

Prior to 
Active 
iTBS 

01 90 52 100 61 100 48 100 56 100 60 100 51 

02 77 56 83 56 85 50 88 60 95 65 88 54 

03 100 68 87 60 61 53 67 56 61 58 59 60 

04 100 71 100 69 90 67 100 74 96 68 98 59 

05 84 56 85 64 86 63 95 54 85 56 74 44 

06 85 53 83 49 97 60 95 67 77 42 88 42 

07 95 68 100 59 100 46 100 55 100 45 100 34 

08 88 62 74 52 83 66 85 61 100 54 83 58 

09 100 67 100 68 100 72 100 57 100 60 100 53 

10 76 50 78 60 74 60 76 60 70 43 71 45 

a) RMT: resting motor threshold as percent of maximum stimulator output (% MSO) measured with biphasic PA/AP 
stimulation; b) AMT: active motor threshold as % MSO measured with biphasic PA/AP stimulation. 
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Table S3.3: Maximum Voluntary Contraction (MVC) EMG value by session in both groups prior to iTBS. 
Participant Group Session 1 MVCa  Session 2 MVC Session 3 MVC 

01 NIb 228.3 100.0 239.5 

02 NI 204.8 85.0 240.3 

03 NI 96.4 61.0 96.0 

04 NI 162.0 90.0 210.6 

05 NI 442.6 86.0 354.9 

06 NI 392.5 97.0 527.7 

07 NI 281.8 100.0 446.2 

08 NI 233.7 83.0 183.3 

09 NI 339.6 100.0 329.5 

10 NI 143.7 74.0 206.9 

01 SCIc 418.3 607.7 638.2 

02 SCI 454.0 495.4 431.6 

03 SCI 123.9 235.2 385.3 

04 SCI 99.1 80.1 96.8 

05 SCI 368.4 276.1 270.6 

06 SCI 55.1 42.5 61.1 

07 SCI 275.0 285.1 282.2 

08 SCI 277.2 129.8 322.3 

09 SCI 70.7 73.5 108.8 

10 SCI 45.2 57.1 55.3 

a) MVC: maximum voluntary contraction (mV); b) NI: nonimpaired group; c) SCI: spinal cord injury group. 
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Fig S3.1: Interaction Between Corticomotor Conductance Potential (AMT/RMT) and Group, and their Effect 
on Modeled nMEPs. 

A) There was a negative correlation between corticomotor conductance potential and nMEP amplitude that differed 
by stimulation type suggesting that at lower corticomotor conductance potentials, individuals in either group are 

more responsive to iTBS. (B) The effect of corticomotor conductance potential on nMEP amplitude was unique by 
group across both stimulation types suggesting that low corticomotor conductance potentials were associated with 

greater disparity in stimulation efficacy between the groups. 
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4 Effect of Neuroanatomy on Corticomotor Excitability During and After Transcranial Magnetic 
Stimulation and Intermittent Theta Burst Stimulation 

4.1 Authors and Submission Details 
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Data Repository: Open Science Framework – 
https://osf.io/qtxn4/?view_only=54a0e81eeb3e44f8a90971cbbd07c433 

4.2 Abstract 

Individual neuroanatomy can influence motor responses to transcranial magnetic stimulation 
(TMS) and corticomotor excitability after intermittent theta burst stimulation (iTBS). The purpose of this 
study was to examine the relationship between individual neuroanatomy and both TMS response 
measured using resting motor threshold (RMT) and iTBS measured using motor evoked potentials 
(MEPs) targeting the biceps brachii and first dorsal interosseus (FDI). Ten nonimpaired individuals 
completed sham-controlled iTBS sessions and underwent MRI, from which anatomically accurate head 
models were generated. Neuroanatomical parameters established through fiber tractography were fiber 
tract surface area (FTSA), tract fiber count (TFC), and brain scalp distance (BSD) at the point of 
stimulation. Cortical magnetic field induced electric field strength (EFS) was obtained using finite 
element simulations. A linear mixed effects model was used to assess effects of these parameters on 
RMT and iTBS (post-iTBS MEPs). FDI RMT was dependent on interactions between EFS and both FTSA 
and TFC. Biceps RMT was dependent on interactions between EFS and both FTSA and BSD. There was no 
groupwide effect of iTBS on the FDI but individual changes in corticomotor excitability scaled with RMT, 
EFS, BSD, and FTSA. iTBS targeting the biceps was faciliatory, and dependent on FTSA and TFC. MRI-
based measures of neuroanatomy highlight how individual anatomy affects motor system responses to 
different TMS paradigms and may be useful for selecting appropriate motor targets when designing TMS 
based therapies. 

4.3 Introduction 

Transcranial magnetic stimulation (TMS) techniques have received increased attention in recent 
years as potential treatments for neurological disorders via manipulating cortical excitability, such as 
traumatic brain injury, stroke, spinal cord injury, and movement disorders [199]–[202]. Intermittent 
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theta burst stimulation (iTBS) is a form of repetitive transcranial magnetic stimulation (rTMS) that can 
facilitate corticomotor excitability [6], [38], [39], [54], [203]. Motor targets investigated in iTBS studies 
include the biceps brachii [204] and the first dorsal interosseous (FDI) [6], [38], [39], [54], [203] due to 
their roles in rehabilitation and activities of daily living (ADLs). iTBS has been evaluated in individuals 
with spinal cord injury (SCI), showing variable effects [69]. Other work has noted that although TMS 
techniques are therapeutically promising, considerable work remains to be done in determining the 
driving factors behind treatment response variability [199].  

High variability has been reported in changes in corticomotor excitability both within and across 
individuals in TMS studies [38], [56], [57], [70]–[72], [78]. This is seen regarding response to TMS as 
measured by motor thresholds (MT) [56], [205], and response to iTBS as measured by motor evoked 
potentials (MEPs) [56], [72], [73], [77], [206]. Factors contributing to TMS motor threshold variability 
include individual differences of synaptic plasticity [56], [173], use of medication, clinical pathology, age, 
and gender [205]. Factors contributing to the variability [39] of iTBS effects include genetics [66], age 
[207], motor target [8], cortical organization [77], [78], alertness [208], neurotransmitter and receptor 
variation [49], [50], and brain anatomy [80]. Individual neuroanatomy can also contribute to variability 
[79]. Distinct motor regions in the brain have unique characteristics, such as surface area [8], neuron 
density [73], or orientation of neurons with respect to the skull [209].  However, the effects of these 
individual level differences are not well characterized. 

Individual neuroanatomy would be expected to affect responsiveness to iTBS because the 
conduction of the induced current from TMS is dependent on the morphology and material properties 
of the stimulated medium, and individual brains have unique anatomical features. Furthermore, 
anatomical complexities of cortical motor regions and their corresponding fiber tracts determine TMS 
induced electric fields in the brain, which are the mechanistic impetus for TMS activation and more 
specifically rTMS paradigms [54], [75]. Depolarization of the neurons in the motor cortex elicits 
responses to TMS, and as a result, brain anatomy and related morphology features likely impact the 
effectiveness of iTBS even for different motor targets of the same individual [8], [76]–[80]. For example, 
brain scalp distance (BSD) has been associated with TMS response [79], [81]. However, BSD is limited as 
it is a one dimensional parameter as opposed to induced electric field which is a three dimensional 
parameter that takes into account the composition of tissue between the scalp and cortex [80]. 

The objectives of this preliminary study were to determine the effects of individual brain 
neuroanatomy as measured by simulated induced electric fields from TMS over motor cortical regions of 
the biceps and FDI on: a) resting motor threshold (RMT), and b) MEPs after iTBS. Healthy individuals 
underwent iTBS for empirical data collection and magnetic resonance imaging (MRI), from which we 
developed anatomically accurate computational head models with relevant neuroanatomy [79], [80]. 
Induced electric fields were computed in head models using finite element analysis across individual 
brain morphology; fiber tract geometry was determined based on surface area and fiber count. The 
neurophysiological effects of single pulse TMS and iTBS in the form of RMT and MEPs, respectively, were 
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recorded in the same participants. Our central hypothesis was that brain anatomy evidenced by the 
simulated induced electric field would influence corticomotor excitability. First, we hypothesized that 
empirically derived RMT would negatively correlate with the magnitude of the simulated induced 
electric field and with fiber tract size, regardless of the motor target. The basis of this hypothesis was 
that a greater responsiveness to TMS (as indicated by lower RMT) would relate to a larger induced 
cortical current (and corresponding white matter tract). This would establish a relationship between 
model-derived parameters and empirical single pulse TMS response. Second, we hypothesized that 
individuals with greater simulated electric field strength would exhibit a larger change in corticomotor 
excitability (as measured by increased MEP amplitude) after iTBS in both motor targets. Lastly, we 
hypothesized that the specific factors such as electric field strength and fiber tract geometry would 
differently influence the response from the two motor targets (biceps and FDI) due to differences in 
cortical architecture. Overall, we sought to elucidate whether MRI-based measures of neuroanatomy 
can predict whether an individual is likely to respond to iTBS-based therapies. 

4.4 Methods 

4.4.1 Participants 

Ten healthy individuals (7 females, 3 males, 23.5 ± 5 years) participated in this study (Tables 4.1 
& 4.2). The inclusion criteria required participants to be between the ages of 18 and 65 years old. 
Exclusion criteria were presence of severe medical illness and sequelae, existing infection, 
cardiovascular disease, significant osteoporosis, metal implanted devices, personal or family history of 
seizure activity, and any acute or current history of neuromuscular or motor dysfunction. All participants 
were screened to ensure safety of the TMS and MRI protocols and provided informed consent. This 
study was approved by the Virginia Commonwealth University Institutional Review Board. 
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Table 4.1: Motor thresholds and maximum voluntary contraction (MVC) prior to first dorsal interosseus 
(FDI) iTBS presented as mean ± one standard deviation.  

   Prior to Sham iTBS Prior to Active iTBS 
Participant Age FDI 

MVC 
EMGa 
 (mV) 

FDI 
RMTb 

FDI 
AMTc 

Average 
Baseline 
nMEPsd 

FDI 
RMT 

FDI 
AMT 

Average 
Baseline 
nMEPs 

01 21 238.3 46 38 0.353 49 35 0.660 

02 24 472.4 41 48 0.211 41 47 0.295 

03 19 170.1 68 31 0.735 55 36 0.351 

04 20 130.7 64 43 0.713 64 50 0.727 

05 23 504.7 72 28 0.034 78 40 0.369 

06 19 750.4 70 36 0.250 50 50 0.045 

07 32 263.3 43 37 0.134 43 44 0.113 

08 26 370.6 41 33 0.404 33 42 0.320 

09 29 887.9 54 30 0.136 51 39 0.399 

10 27 740.9 70 39 0.170 68 47 0.502 

Mean ± SD 23.5 ± 
5 

452.93 
± 265.9 

56.9 ± 13 36.3 ± 6 0.2941 ± 
0.269 

53.2 ± 14 43.0 ± 
5 

0.3891 
± 0.314 

a) MVC: maximum voluntary contraction; b) RMT: resting motor threshold as percent of maximum stimulator 
output (% MSO) measured with monophasic stimulation inducing an AP current in the brain; c) AMT: active motor 

threshold as % MSO measured with biphasic PA/AP stimulation; d) nMEP: normalized motor evoked potential 
(%MVC) measured with monophasic AP stimulation, presented as mean ± one standard deviation. 
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Table 4.2: Motor thresholds and maximum voluntary contraction (MVC) prior to biceps iTBS presented as 
mean ± one standard deviation.  

   Prior to Sham iTBS Prior to Active iTBS 
Participant Age Biceps 

MVC 
EMGa 
 (mV) 

Biceps 
RMTb 

Biceps 
AMTc 

Average 
Baseline 
nMEPsd 

Biceps 
RMT 

Biceps 
AMT 

Average 
Baseline 
nMEPs 

01 21 411.0 57 68 0.066 61 68 0.059 

02 24 118.0 62 60 0.067 67 58 0.112 

03 19 183.2 100 70 0.011 100 74 0.011 

04 20 144.6 49 67 0.024 65 74 0.032 

05 23 185.2 86 72 0.041 87 73 0.025 

06 19 453.2 61 70 0.136 85 48 0.102 

07 32 184.1 100 72 0.023 100 73 0.012 

08 26 128.9 69 57 0.078 78 52 0.12 

09 29 256.0 44 44 0.093 47 46 0.292 

10 27 112.2 100 62 0.065 100 65 0.055 

Mean ± SD 23.5 ± 
5 

217.63 
± 121.1 

72.8 ± 22 64.2 ± 9 0.0602 ± 
0.049 

79.0 ± 19 63.1 ± 
11 

0.0820 
± 0.084 

a) MVC: maximum voluntary contraction; b) RMT: resting motor threshold as percent of maximum stimulator 
output (% MSO) measured with monophasic stimulation inducing an AP current in the brain; c) AMT: active motor 

threshold as % MSO measured with biphasic PA/AP stimulation; d) nMEP: normalized motor evoked potential 
(%MVC) measured with monophasic AP stimulation, presented as mean ± one standard deviation. 

4.4.2 Experiment Overview 

Each participant completed one FDI targeted iTBS session, one biceps targeted iTBS session, and 
an MRI session of the head on three separate days. The iTBS sessions were separated by a minimum of 
three days to prevent carry over effects [57]. Sessions were scheduled for the same time of day for each 
participant to control for diurnal effects. MRI data were used to generate head models for 
neuroanatomical parameters. The experimental steps can be seen in Fig 4.1. 
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Fig 4.1: Experimental Design. Participants underwent two sessions of TMS for empirical measurements (FDI and 
biceps), and one MRI to develop individualized, neuroanatomically accurate simulations. MRI head images were 

used to establish neuroanatomical parameters for each participant. These were evaluated for their influence on 
empirical TMS data. The shaded region represents empirical and simulated TMS data. 
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4.4.3 Transcranial Magnetic Stimulation Experiments 

Electromyography (EMG) data were recorded using a Trigno™ Wireless System (Delsys, Natick, 
MA). EMG signals were recorded with Spike 2 software (Cambridge Electron Design, Cambridge, UK). 
The FDI and first palmer interosseus (FPI) for FDI sessions, and long head of the biceps and the lateral 
head of the triceps for biceps sessions were instrumented with surface electrodes on the skin, verified 
by functional muscle testing (Fig 4.2). FPI and triceps were instrumented for monitoring purposes. EMG 
signals were amplified (x1000), bandpass-filtered (20-450 Hz) prior to A/D conversion (Micro 1401 MkII, 
Cambridge Electron Design, Cambridge, UK), and sampled at 2000 Hz. 

 
Fig 4.2: Experimental setup and structure of TMS sessions. (A,B) Participants’ forearms were supported 

horizontally with EMG sensors place on their biceps (A) or first dorsal interosseus (FDI) (B). (C) The TMS coil was 
placed tangentially over the scalp above motor cortex, oriented to induce a posterior-anterior current within in the 
motor cortex. (D) Sessions began with motor threshold and baseline MEP measurements before performing iTBS. 

MEPs were collected post-iTBS at 120% RMT in 10-minute intervals. Sham iTBS did not deliver stimulation. 

Single pulse TMS was delivered as a monophasic posterior-anterior current to the primary 
motor cortex contralateral to the resting arm using a Magstim BiStim2 stimulator via a 70 mm figure-of-
eight coil (P/N 4150-00), while iTBS was performed using a Magstim Super Rapid2 Plus1 stimulator 
(Magstim, Whitland, UK) via a 70 mm figure-of-eight air film coil (P/N 3910-00) that delivered high 
frequency biphasic pulses with currents in the posterior-anterior then anterior- posterior directions. The 
vertex at the intersection of the inion-nasion and inter-aural lines were marked on a cap fitted on the 
participant’s head and used to orient the coil near the cortical target. The coil was held tangentially on 
the scalp via a support stand with the coil center rotated to induce a posterior-to-anterior cortical 
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current across the central sulcus (Figure 2C). The hotspot for the target muscle was identified as the 
location evoking the largest peak-to-peak amplitude MEP using the lowest stimulation intensity [210], 
[211]. 

RMT was defined as the lowest stimulus intensity that induced MEPs of ≥ 50 µV in at least 5 of 
10 consecutive stimuli with the target muscle fully relaxed [150]. AMT was defined as the stimulus 
intensity that elicited a MEP of ≥ 200 µV in at least 5 of 10 consecutive stimuli recorded during sustained 
isometric contraction of 10 ± 5% of the participant’s maximum effort [38], [150]. Maximum effort was 
measured by the average EMG in the highest 0.5 s period of a 5 s isometric maximum voluntary 
contraction (MVC), averaged across 3 trials. Stimulus intensity was determined using an adaptive 
parameter estimation by sequential testing software [150]. Evoked potential operant conditioning 
software (EPOCS) developed by the Evoked Potential Operant Conditioning Core at the National Center 
of Neuromodulation for Rehabilitation was used to record motor thresholds and display effort levels for 
participants. 

iTBS was applied using a Magstim Super Rapid2 Plus1 stimulator and a 70 mm double air film coil 
following the common protocol presented by Huang et al. applied to motor areas [54] (Figure 2D). iTBS 
applied to the motor target cortical hotspot consisted of three pulses presented at 50 Hz, every 200 ms 
for 2 s, for 8 s, at a subthreshold intensity of 80% of the participant’s AMT resulting in 600 pulses [39], 
[54]. During sham iTBS, a Magstim 70 mm figure-of-eight air film sham coil (P/N: 3950-00) (Magstim, 
Whitland, UK) was used which looked identical to the active coil and made similar noises without 
delivering any stimulation [204], [212], [213]. Throughout each session participants were blinded to the 
type of stimulation they were receiving. 

Participants received single pulse TMS to elicit MEPs before iTBS and in ten-minute intervals 
after for thirty minutes (Fig 4.3). During each time interval, no more than 20 stimulations were 
delivered. 
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Fig 4.3: TMS Sessions and Empirical Data. Before application of iTBS, single pulse TMS was used to determine 
RMT, AMT, and collect baseline MEPs for the motor target. iTBS was delivered at an intensity of 80% of AMT. 

Single pulse TMS elicited MEPs at 10-minute intervals following iTBS, at 120% RMT. Data shown represent 
processed and collected raw MEPs of a single session from a representative participant. Grey lines represent 

individual MEPs and the black line represents the average MEP. Horizontal axis depicts time (ms), with the TMS 
pulse delivered at time 0. 

4.4.4 TMS Data Processing 

Using purpose-written code in MATLAB (MathWorks, MATLAB v 9.7.0.1190202), peak-to-peak 
MEP amplitudes were calculated from the motor target EMG data of each session. The root mean 
square (RMS) amplitude was calculated for the evoked response over a 50 ms window (12-62 ms post 
TMS pulse), and for a 50 ms window prior to the TMS pulse (pre-stimulus). Instances where the pre-
stimulus RMS exceeded the evoked response RMS were excluded [73]. MEPs were then normalized by 
and presented as a percentage of the MVC EMG [214]. Normalized MEPs (nMEPs) served as our 
measure of corticomotor excitability, with the average of nMEPs collected prior to iTBS serving as the 
baseline. 

4.4.5 Neuroimaging Acquisition 

Structural T1- and T2-weighted images were acquired using a Philips 3.0T Ingenia system with a 
32-channel receive head coil (Philips Medical Systems, Best, Netherlands). T1-weighted images were 
acquired using a 3D MPRAGE sequence with the following parameters: repetition time (TR) = 8 ms, echo 
time (TE) = 3.7 ms, acquired sagittally with a 1.0x1.0x1.0 mm resolution at a flip angle of 8°, echo train 
length (ETL) = 256, matrix=256x240). T2-weighted images were acquired using a 3D multishot turbo spin 
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echo sequence (TE/TR=245/2500 ms acquired sagittally with a matching resolution of the T1-weighted 
images, two averages, flip angle=90°, ETL=117, matrix=256x256). 

Whole brain diffusion weighted images  were acquired in the transverse plane using a single 
shot diffusion sensitized spin echo planar imaging sequence [215] with the following parameters: b-
factors = 1000 s/mm 2 and 0 s/mm 2 , SENSE in-plane acceleration factor = 2.75, repetition time (TR) = 
6.05 seconds, echo time (TE) = 96ms, half-scan factor = 0.602, 60 diffusion directions, 6 repetitions of b-
factor = 0, field of view = 256x256, acquisition matrix = 140x141, slice thickness = 1.7mm, 80 slices, flip 
angle = 90°, and a voxel resolution of 1.7mm x 1.7mm x 1.7mm. The diffusion tensor imaging (DTI) 
acquisition time was approximately 10 minutes per subject. 

4.4.6 Neuroimaging Preprocessing 

DTI images were transformed to Neuroimaging Informatics Technology Initiative format using 
dcm2niix [216]. DTI images were then pre-processed using the FMIRB Software Library (FSL, version 6.0) 
[217]. Images were corrected for eddy current-induced and head motion-induced distortions using a 
variant of the eddy command [218] called eddy_cuda8.0, which uses Compute Unified Device 
Architecture, an accelerated computing platform on NVIDIA graphics processor units, to parallelize 
analyses. Brain tissue was extracted and an exclusion mask generated using FSL’s Brain Extraction Tool 
through the bet2 command  [219]. These corrected and extracted images were then used in subsequent 
head model generation. The workflow for MRI images and subsequent model derivations can be seen in 
Fig 4.3. 

Using the extracted T1- and T2-weighted images from all the subjects, a SimNIBS pipeline 
(SimNIBS Developers 2019, v2.0.1) [76], [79] was used to create seven separate segments (white matter, 
grey matter, cerebrospinal fluid, skin, skull, ventricles, and cerebellum) as separate 3D modeled files. 
Abnormalities were smoothed using Meshmixer (AutoDesk, Inc. v11.2.37) (Fig 4.4A).  
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Fig 4.4: MRI-derived individual anatomically accurate head models. (A) Head models integrated seven 

segments derived from MRI: skin (blue), bone (transparent), cerebrospinal fluid (transparent), ventricular space 
(below the visible grey matter), cerebellum (below the visible grey matter), grey matter (pink), and white matter 
(below the visible grey matter). The grey matter can be seen as the surface of the cortex in this image. (B) Head 

models then underwent finite element simulation of TMS. White concentric circles represent the modeled coil. The 
green circle (A, B) encompasses the hand knob representative of upper limb control of the motor cortex. 

4.4.7 Induced Electric Field Modeling 

Induced electric field from peak intensity stimulation at the upper limb control region of the 
primary motor cortex, was computed using Sim4Life finite element analysis software(Zurich Med Tech, 
v6.2.1.4972) [220], on the generated head models [79], [81]. Head model segments were imported into 
Sim4Life [220]. The simulated coil was defined to match dimensions and function of the Magstim 70mm 
figure-of-8 coil [82]. The coil was oriented with the center directly over the region of stimulation interest 
with 45° orientation to the coronal plane to match the empirical test setup (Fig 4.4B). The target region 
of stimulation was identified as the precentral gyrus posterior to the superior frontal sulcus, within the 
“knob” as defined by Yousry and consistent with approximations from motor homunculi [221]. 

The stimulation current strength was set to 5000 A, corresponding to 100% MSO, at 2,500 Hz 
[80] and the seven segments of the head model as well as the air were assigned their respective 
material properties based on the IT’IS LF database (IT’IS Foundation, v4.0). The magnetic stimulation 
induced electric field strength (EFS) at the surface of the cortex at the point of interest, specifically of 
the grey matter segment, was determined (Fig 4.5). EFS was used in analyses to represent the simulated 
cortical current across the MRI-derived anatomy for each individual. 
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Fig 4.5: Induced electric field strength. Finite element simulations of the individual head models were performed 

to calculate the induced electric field strength of magnetic stimulation of the motor cortex for each head model. 
Maximal stimulation was confirmed to be over the primary motor cortex in the region of upper limb control. Color 

bar represents induced electric field intensity (V/m), ranging from maximal (white) to minimal (dark blue). The 
green circle encompasses the hand knob representative of upper limb control of the motor cortex. 

Brain scalp distance (BSD) calculations were made using the grey matter and skin files from each 
subject in Meshmixer (Fig 4.4A). Calculations were made from identification of the surface of both 
segments using the same location that was designated as the target for the induced electric field 
simulations. BSD was used in analyses as a representation of magnetic field attenuation, due to the 
distance between the cortex and the coil surface. 

 Fiber tracts were extracted from DTI data using DSI Studio (Feh, Y., Zenodo, April 2020). The left 
side of the brain was located, and the anatomical landmarks to the “knob” of the primary motor cortex 
(superior frontal sulcus, precentral sulcus, central sulcus, and precentral gyrus), were identified [221]. 
The region of interest was drawn using the circle tool with a 6 mm diameter to ensure gyrus coverage 
without extending beyond the precentral gyrus. The FDI region was drawn between the landmark sulci, 
centered on the precentral gyrus, and in line with the superior frontal sulcus along the “knob” region 
[221]. The biceps region was drawn medially to the FDI region, within the automated left corticospinal 
tract from DSI Studio. After the regions of interest were drawn, the fibers in the respective regions were 
extracted and trimmed following the automated corticospinal tract [83] (Fig 4.6). Fiber coordinates were 
then imported into SolidWorks (BIOVIA, Dassault Systèmes, SolidWorks, SP3.0, San Diego: Dassault 
Systèmes, 2017) and used to generate tract fiber counts (TFC) and fiber tract surface areas (FTSA) for 
each individual fiber tract. FTSA and TFC were used in analyses as representations of fiber tract size. 
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Fig 4.6: Fiber Tractography. Regions of interest in the primary motor cortex representing the biceps (A, B) and 

(C, D) FDI (C, D) were used to extract fiber tracts for upper limb motor control.  Colorized tracts represent the 
pathways included after trimming for non-corticospinal and recursive connections. (A) Biceps, sagittal section. (B) 

Biceps, coronal section. (C) FDI, sagittal section. (D) FDI, coronal section. 

4.4.8 Statistical Analysis 

 Linear mixed effects models were analyzed to test the effect of neuroanatomy on the empirical 
response to single pulse TMS, as measured by RMT.  RMT served as the dependent variable, with model 
fixed effects of induced electric field, fiber tract surface area, tract fiber count, and BSD. Participants 
were included in the statistical model as a random effect because each TMS session collected two RMT 
values, one for MEP elicitation to study sham iTBS and one for active iTBS. Interactions between electric 
field and fiber tract geometry were considered. Linear mixed effects models were created and analyzed 
using purpose-written R (The R Foundation, 2018) code based on the LME4 package [153], [154]. 



62 

 

 

Linear mixed effects models were also analyzed to test the effect of neuroanatomy on nMEPs 
recorded after iTBS. The change from baseline and effect of stimulation type, sham or active, was used 
to assess effect of iTBS by the interaction between these parameters, and RMT was used as an input to 
represent empirical responsiveness to TMS. This assessment was performed separately for biceps and 
FDI motor targets. 

4.5 Results 

 For all participants, baseline measurements taken from TMS sessions are presented in Tables 1 
& 2. Data supporting our results can be found through the Open Science Framework – 
https://osf.io/qtxn4/?view_only=54a0e81eeb3e44f8a90971cbbd07c433. 

4.5.1 Effect of neuroanatomy on empirically measured RMT of the FDI 

 The FDI RMT correlated with the interaction between EFS and FTSA (χ2 = 4.41, p = 0.036). The 
FDI RMT also correlated with the interaction between EFS and TFC in the FDI (χ2 = 8.14, p = 0.004). BSD 
did not affect FDI RMT (χ2 = 0.64, p = 0.423). Significant relationships are shown in Figures 4.7 and 4.8. 
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Fig 4.7: Effect of tract fiber count (TFC) on empirically measured RMT of the FDI. (A) At lower TFC, and (B) 
as TFC increased, RMT was positively correlated with electric field strength (EFS). (C) At higher TFC, RMT was 

less affected by EFS, evidenced by a simulated reversal of the relationship. 
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Fig 4.8: Effect of fiber tract surface area (FTSA) on empirically measured RMT of the FDI. (A) At lower 

FTSA, and (B) as FTSA increased, RMT was positively correlated with electric field strength (EFS). (C) At higher 
FTSA, RMT was less affected by EFS, evidenced by a simulated reversal of the relationship. 
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4.5.2 Effect of neuroanatomy on empirically measured RMT of the biceps 

The biceps RMT correlated with the interaction between EFS and FTSA. (χ2 = 5.24, p = 0.022). 
The biceps RMT also correlated with the interaction between EFS and BSD (χ2 = 6.68, p = 0.010), but 
there was no significant effect of TFC (χ2 = 0.14, p = 0.712). Significant relationships are shown in Figures 
4.9 and 4.10. 
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Fig 4.9: Effect of brain scalp distance (BSD) on empirically measured RMT of the biceps. (A) At lower BSD, 
RMT was not dependent on electric field strength (EFS), as evidenced by the reversal of the simulated relationship 

seen at other BSD magnitudes and calculated RMT’s greater than 100% MSO. (B) As BSD increased and ultimately 
(C) at high BSD, RMT was increasingly negatively correlated with EFS. 
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Fig 4.10: Effect of fiber tract surface area (FTSA) on empirically measured RMT of the biceps. (A) At lower 

FTSA, RMT was not strongly dependent on electric field strength (EFS). (B) As FTSA increased and ultimately (C) 
at high FTSA, RMT was increasingly negatively correlated with EFS. 
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4.5.3 Effect of neuroanatomy on empirically measured change in nMEPs of the FDI after iTBS 

 There was no groupwide effect of iTBS on the FDI in this cohort (χ2 = 1.48, p = 0.223) (Figure 11). 
Post-iTBS change in FDI nMEPs correlated with the interaction between stimulation type (sham or active 
iTBS) and the following: RMT (χ2 = 24.79, p < 0.001); EFS (χ2 = 11.21, p = 0.001); BSD (χ2 = 8.13, p = 
0.004); and FTSA (χ2 = 6.48, p = 0.011) (Fig 4.11). There was no effect of TFC (χ2 = 1.26, p = 0.262). 

 
Fig 4.11: Effect of neuroanatomy on empirically measured change in nMEPs of the FDI after iTBS. (A) Mean 

FDI nMEP across the cohort is shown for each time point (error bars represent 1 standard deviation, 0 minutes 
represents the baseline). (B) Simulated nMEP are shown, from the linear mixed effects model containing significant 
interactions between iTBS stimulation type (active or sham) and neuroanatomical parameters. nMEP amplitude after 

iTBS positively correlated with RMT, EFS, FTSA, and negatively with BSD. 

4.5.4 Effect of neuroanatomy on empirically measured change in nMEPs of the biceps after iTBS 

 iTBS had a facilitatory effect on the biceps (χ2 = 6.12, p = 0.013) (Fig 4.12). Post-iTBS change in 
biceps nMEPs correlated with the interaction between stimulation type (sham or active iTBS) and the 
following: RMT (χ2 = 180.27, p < 0.001); FTSA (χ2 = 19.11, p < 0.001); and TFC (χ2 = 52.18, p < 0.001) 
(Figure 12). There was no effect of EFS (χ2 = 0.08, p = 0.784) or BSD (χ2 = 1.49, p = 0.223). 
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Fig 4.12: Effect of neuroanatomy on empirically measured change in nMEPs of the biceps after iTBS. (A) 
Mean biceps nMEP across the cohort is shown for each time point (error bars represent 1 standard deviation, 0 

minutes represents the baseline). (B) Simulated nMEP are shown, from the linear mixed effects model containing 
significant interactions between iTBS stimulation type (active or sham) and neuroanatomical parameters. nMEP 

amplitude after iTBS positively correlated with FTSA and TFC, and negatively with RMT 

4.6 Discussion 

 The aim of this preliminary study was to determine how individual neuroanatomy would affect 
the response of motor targets (FDI and biceps brachii) to single pulse TMS and iTBS paradigms. 
Identifying individual neuroanatomical characteristics that influence treatment response has the 
potential to inform future studies implementing iTBS techniques as a clinical treatment. Overall, 
response to both single pulse TMS and iTBS, of both the FDI and the biceps, depended on individualized 
neuroanatomical MRI-derived parameters: EFS, FTSA, TFC, and BSD. 

First, we hypothesized that RMT in the biceps and FDI would negatively correlate with the 
magnitude of the induced electric field, with fiber tract geometry affecting this relationship. This 
hypothesis was partially supported for both FDI and the biceps. The TMS response (RMT) of the FDI was 
dependent on fiber tract size and simulated induced electric field, whereas the biceps RMT was 
independent of fiber tract size. This suggests that tract organization plays a more important role than 
tract density in differentiating these two motor targets and their stimulation response to TMS. 

 The second hypothesis, that a greater field strength would correlate to a more excitatory effect 
of iTBS, was also partially supported. In the biceps, iTBS had a facilitatory effect, but this response was 
independent of induced electric field and BSD which represent cortical current. Instead, the excitatory 
effect of iTBS on the biceps correlated negatively with RMT, thus scaled with target sensitivity to TMS. 
Excitation was also greater in the presence of larger fiber tracts. In the FDI, however, there was no 
groupwide facilitation of iTBS. The FDI response was inversely related to the strength of current and 
correlated positively with higher RMTs whereas higher induced electric field and greater TMS 
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responsiveness correlated negatively with the iTBS response. Larger tracts and less stimulation 
attenuation also contributed to the iTBS changes for the FDI. 

 Our final hypothesis that specific factors such as electric field strength and fiber tract geometry 
would differently influence the response from the two motor targets (biceps and FDI) due to differences 
in cortical architecture, was also supported. The responses of the motor targets were variable, and 
response to TMS was not described sufficiently by BSD alone. iTBS of the biceps was more dependent on 
fiber tract parameters, while the smaller effect on the FDI was dependent on induced electric field. BSD 
was an influencing factor in some cases, negatively correlating with biceps RMT and with increase in 
corticomotor excitability after iTBS in the FDI, but less consistently so than the model-derived 
parameters of electric field and fiber tract geometry. In the biceps, the effect of increasing BSD was to 
decrease RMT, contrary to expectation and to the electric field intensity, which highlights the limitations 
of using a single dimensional distance-based metric to represent the complex tissue mediums through 
which the stimulation passes. Electric field intensity based on accurate head and brain anatomy provides 
further nuance for the calculation and therefore is more consistent with the empirical effect of TMS. 

 These results suggest that MRI-based measures of neuroanatomy have predictive value in the 
selection of TMS targets and confirm that cortical architecture is fundamentally influential in the motor 
system’s response to neuromodulation paradigms. The parameters presented are predictive both in a 
homogeneously responsive group (biceps target) and a heterogeneously responsive group (FDI target) 
with regards to empirical response to both single pulse TMS and iTBS. This supports the proposition that 
individual anatomy plays a prominent role in TMS mechanisms. 

 The value of MRI-based measures of neuroanatomy has numerous clinical implications. TMS and 
iTBS have seen increased use in recent years, especially in patients presenting with a variety of 
neurological and neuropsychiatric disorders [222], [223]. Our findings regarding the importance of 
individual neuroanatomy in treatment response address treatment response variability and provide a 
path forward for future work [223]. Neuroimaging techniques have been proposed [224] to assist in the 
identification of motor targets or potential patients who, based on individual brain anatomy, are most 
likely to benefit from iTBS based therapies [79], [80]. Diffusion-weighted methods like DTI, provide an 
avenue through which to control for the individual differences that may underlie previous inconsistent 
evidence [225]–[227]. Although this work is a preliminary investigation, these findings support the use 
of neuroimaging-derived techniques to inform the application of TMS treatment in clinical populations 
beyond the scope of neuronavigation. Furthermore, emerging neuroimaging techniques, such as Neurite 
Orientation Dispersion and Density Imaging (NODDI), also have great potential to further address 
variability that may be arising from individual differences. NODDI is a relatively new in-vivo diffusion 
MRI-based analysis technique that allows for the estimation of microstructural complexity of dendrites 
and axons [228]. NODDI is one method for avoiding the well-documented issues in diffusivity 
estimations that arise when DTI-based estimation techniques are used on complex white matter 
structures [228], [229]. Given our previously noted results indicating the importance of fiber tract count 
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in RMT, it is possible that techniques (e.g., NODDI) that account for the microstructural complexity of 
white matter tracts could further shed light on this issue. 

Other analysis techniques might also offer a unique perspective on the issue of individual 
variability in TMS treatment response. Fixel based analysis (FBA) is a new analytical technique that uses 
diffusion-weighted MRI data to assess white matter micro- and macrostructure. FBA generates three 
primary metrics: fiber density (microstructure), fiber/bundle cross-section (macrostructure), and a 
combination of the two (fiber density and fiber/bundle cross-section) [230]. Given the similarity 
between FBA and the measures generated in the present work, it is worth investigating whether a FBA-
based pipeline would produce similar results to those reported here.  

4.7 Limitations 

This preliminary study included no clinical population as participants. The addition of clinical 
diagnoses to a proof-of-concept study, such as this, would make it difficult to assess whether findings 
were being driven by individual differences in neuroanatomy or by clinical disorders. Future work should 
consider applying these techniques in clinical populations. Regarding the TMS sessions, while the sham 
stimulation was delivered prior to active iTBS in each session to prevent any potential response to active 
iTBS from influencing the sham response, it is possible this decision resulted in an order effect. It is also 
possible that immediate effects of iTBS were not captured, as the first 10 minutes after stimulation were 
not evaluated. Post-iTBS time points replicated previous work and were more focused on the time frame 
most realistic to application in rehabilitation protocols. These would take place most likely at least with 
some delay after iTBS priming [38], [56], [177]. The use of MEPs to capture changes due to iTBS could be 
considered a limitation, even though they remain a conventional approach to measuring corticomotor 
excitability at the time of stimulation. iTBS promotes long-term potentiation of cortical neurons [39], 
[54], and multiple circuits contribute to individual MEPs making interpretation of changing amplitudes 
difficult [176]. With respect to the simulations, the electric field was calculated using a magneto-
quasistatic solver to calculate what should be a time varying parameter in the finite element analysis. 
This simplification was made to account for reasonable approximation respective to available computing 
power. Furthermore, the simulated induced electric field was a single pulse TMS product, as we are 
currently unable to simulate time effects and repetitive stimulation so iTBS was not modeled. Future 
studies of iTBS responsiveness would benefit from simulations of cortical effects of iTBS stimulation 
itself. 

4.8 Conclusion 

 This preliminary study evaluated the effects of individual neuroanatomy on RMT and 
corticomotor excitability after iTBS. Neuroimaging and modeling techniques were used to determine the 
brain scalp distance, simulated induced electrical field strength, fiber tract surface area, and tract fiber 
count, uniquely accurate to each participant. Our results demonstrate that these neuroanatomy-based 
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measures are predictive of RMT and iTBS outcomes for the biceps and FDI, albeit differently.  One of the 
contributing factors to these differences could be the variability in the RMT and MEP data for the two 
muscles.  Overall, individual anatomy is a driver of TMS response and MRI-based modeling can be used 
to select responsive TMS motor targets based on brain scalp distance, electrical field strength, fiber tract 
surface area and tract fiber count  
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5 Effect of Fiber Tracts and Depolarized Brain Volume on Resting Motor Thresholds during 
Transcranial Magnetic Stimulation 

5.1 Authors and Submission Details 

N. Mittal, C Lewis, Y Cho, CL Peterson, RL Hadimani, “Effect of Fiber Tracts and Depolarized Brain 
Volume on Resting Motor Thresholds during Transcranial Magnetic Stimulation”, Submitted to 
Transactions on Magnetics 10-29-2021. Submission ID: MAGCON-21-10-0644, linked to 2022 MMM-
INTERMAG Conference Abstract IOH-14. 

IRB Approval: VCU IRB HM20018505 

Clinical Trials Registration: clinicaltrials.gov NCT04586387 

5.2 Abstract 

Transcranial magnetic stimulation (TMS) is a treatment procedure for some neuropsychiatric 
disorders, and has been used for brain mapping, as well as diagnosis and treatment of neuromuscular 
dysfunctions. There is a disconnect between TMS modeling and clinical data: several groups have 
reported the simulated induced electric field and measured resting motor threshold (RMT) with 
inconsistent results in the relationship between RMT and brain scalp distance (BSD). This necessitates 
the use of simulation parameters that further account for individual differences in neuroanatomy. We 
recruited 10 healthy subjects and obtained empirical RMT, magnetic resonance images (MRI), and 
diffusion tensor images (DTI). We developed anatomically accurate brain models from MRI and 
simulated TMS to determine the percent depolarized grey matter volume (DVG) from TMS induced 
electric fields. Corticospinal fiber tracts were extracted from the primary motor cortex from DTI to 
obtain fiber tract surface areas (FTSA) for each participant. Linear mixed effects models were used to 
evaluate the effect of DVG and FTSA on RMT. We report that DVG correlates with RMT when accounting 
for corticospinal FTSA. 

5.3 Introduction 

Finite Element Modeling (FEM) simulations of transcranial magnetic stimulation (TMS) using 
complex head models and coils have been used to better understand neuromodulation strategies. TMS 
is a promising neuromodulation paradigm for brain mapping, diagnostics, and treatment of neurological 
and psychiatric disorders [6], [200]–[202], [224]. However, it is limited by high intra- and inter-subject 
variability in its effects [38], [56], [57], [70]–[72], [78], [204], [205], [224]. Methods of modeling derived 
from magnetic resonance imaging (MRI) have been used with TMS to tailor stimulation protocols [224], 
and to connect individual neuroanatomy to variations in response by measurement of the brain scalp 
distance (BSD) [79], [81]. BSD however, as a single dimensional measurement, fails to account for the 
composition of tissue between the scalp and cortex. Induced electric field strength (EFS) from the 
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magnetic field generated by the TMS coil, however, is a 3-dimensional parameter and accounts for 
greater complexity of tissue organization [80]. 

Individual differences in neuroanatomy will influence TMS response as the induced electric field is 
dependent on the brain morphology, and communication along a pathway is dependent on the fiber 
tracts leading from cortex to spine [8], [54], [77]–[80], [137], [183]. TMS responses from the motor 
cortex can be characterized by the resting motor threshold (RMT), which has two definitions. From the 
perspective of neuron depolarization, RMT is the stimulation intensity in % of maximum stimulator 
output required to induce cortical EFS of at least 100 V/m [231]. From a motor response perspective, in 
a clinical setting, RMT is defined as the stimulus intensity, also in % maximum stimulator output, that 
elicits a motor evoked potential of at least 50 microvolts in at least five out of ten consecutive stimuli 
[149], [150]. These definitions are linked because an EFS of at least 100 V/m is the threshold of 
consistent depolarization of neurons, which would lead to the motor evoked potentials. However, 
current simulation work has not investigated simulated EFS and RMT in the context of individual level 
anatomical variation while considering inter-subject fiber tracts for differences in corticospinal 
communication, and simultaneously compared to empirical response to TMS. 

The purpose of this study was to investigate the effect of neuroanatomy on response to TMS. 
Specifically, RMT was recorded from human subjects to establish TMS motor response, while simulated 
TMS was applied to individualized, anatomically accurate head models derived from MRI of the same 
human participants. EFS and head models were used to calculate the percent of depolarized volume of 
grey matter (DVG), to incorporate cortical interconnectivity into the anatomical metric of EFS. Fiber 
tractography was performed to calculate fiber tract surface area (FTSA), representing the neural 
communication architecture along the motor pathway of interest. DVG and FTSA were compared to the 
empirically collected RMT. We hypothesized that RMT would negatively correlate with DVG, indicating 
greater TMS response with more brain volume depolarization. Furthermore, we hypothesized that the 
relationship between DVG and RMT would depend on FTSA. 

5.4 Methods 

5.4.1 Participants and Empirical TMS Sessions 

Ten individuals (7 females, 3 males, 23.5 ± 5 years) participated after screening to ensure safety 
of the TMS and MRI protocols, and provided informed consent. Eligible participants were between the 
ages of 18 and 65 years old. Severe medical illness and sequelae, existing infection, cardiovascular 
disease, significant osteoporosis, metal implanted devices, personal or family history of seizure activity, 
and any acute or current history of neuromuscular or motor dysfunction were exclusionary. Participants 
underwent TMS sessions targeting the motor hotspot of the first dorsal interosseous (FDI) as described 
by Mittal et al. [204]. Each participant had 2 RMT measurements in their session, to account for intra-
subject variability (see Statistical Analysis). This study was approved by the Virginia Commonwealth 
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University Institutional Review Board (Study ID: HM20018505). Clinical Trial Registration: 
ClinicalTrials.gov: NCT04586387. 

5.4.2 MRI-Derived TMS Simulations and Modeled Parameters 

Structural T1- and T2-weighted images and whole brain diffusion weighted images were 
acquired for head model generation and fiber tractography from diffusion tensor imaging (DTI) 
respectively. Extracted T1- and T2-weighted images from all the subjects passed a SimNIBS pipeline 
(SimNIBS Developers 2019, v2.0.1) [76], [79] to create individual segments. Abnormalities were 
smoothed using Meshmixer (AutoDesk, Inc. v11.2.37) (Fig 5.1). 

 
Fig 5.1: Anatomical Variation. Head models from each participant are visualized (participant ID. 1-10, from 
top left, across, then to bottom left and across). Each head model is distinct and made to the MRI of an individual 

participant. 

Sim4Life finite element analysis software (Zurich Med Tech, v6.2.1.4972) was used to compute 
magnetic field, B, and induced electric field, E on the generated head models from peak intensity 
stimulation of the primary motor cortex [79]–[81], [220]. The simulated coil matched dimensions of the 
Magstim 70mm figure-of-8 coil [82], oriented to match the empirical setup (Fig 5.2), targeting the 
precentral gyrus posterior to the superior frontal sulcus, within the “knob” as defined by Yousry et al. 
[221]. 
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Fig 5.2: Coil Positioning. Left: The simulated coil is placed to induce a monophasic anterior-to-posterior current on 
the cortex, maximally over the region of upper motor control in the primary motor cortex. Right: TMS session setup 

for coil placement after adjustments to find the optimal empirical point of target. 

The stimulation current strength was set to 5000 A, corresponding to 100% MSO, at 2,500 Hz 
[80] and the segments of the head model and air were assigned material properties based on the IT’IS LF 
database (IT’IS Foundation, v4.0). Electrical conductivity of grey matter, white matter and cerebrospinal 
fluid were 0.24 S/m, 0.27 S/m and 1.78 S/m respectively. The relative permeability of all the materials 
(to air) was 1. The magnetic stimulation was calculated based on stimulator and model material 
parameters (Fig 5.3). Induced electric field strength (EFS) at the surface of the cortex, specifically of the 
grey matter segment, was interpolated (Fig 5.4), and the grey matter electrical field vectors for each 
voxel were extracted [80]. The root mean square (RMS) was calculated to find the EFS at each individual 
voxel for the grey matter. DVG was found by calculating the percent of voxels above the threshold of 
100 V/m using MATLAB (MathWorks, MATLAB v 9.7.0.1190202). 
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Fig 5.3: Simulated Magnetic Field on Cortex (Sagittal Plane). The magnetic field generated by the TMS coil was 

generated within the head model. Magnetic field strength (B-field) was determined based on the coil parameters, 
positioning, and material mediums in the head models. Maximal stimulation was located over the upper limb motor 

control region of the primary motor cortex. White is maximum B-field, 0.528 T, to dark blue, 0 T. 

 
Fig 5.4: Induced Electric Field Strength on Cortex (Sagittal Plane). Finite element simulations of magnetic 

stimulation delivered to individual head models were performed to calculate electric field strength (EFS) based on 
the magnetic field. Maximal stimulation was located over the upper limb motor control region of the primary motor 

cortex. White is maximum EFS, 122 V/m to dark blue, 0 V/m. 

Fiber tracts were extracted from DTI using DSI Studio  (Feh, DSI Studio, 2020) based on the 
anatomical landmarks (superior frontal sulcus, precentral sulcus, central sulcus, and precentral gyrus) to 
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the “knob” of the primary motor cortex [221]. A 6 mm diameter region of interest seeded extraction of 
fibers [83] (Fig 5.5). Fiber coordinates were then imported into SolidWorks (BIOVIA, Dassault Systèmes, 
SolidWorks, SP3.0, San Diego: Dassault Systèmes, 2017) to calculate FTSA for each model’s fiber tract. 

 
Fig 5.5: Fiber Tractography. Corticospinal fiber tracts were extracted from DTI beginning from a region of 

interest that encompassed upper limb motor control in the primary motor cortex. 

5.4.3 Statistical Analysis 

Spearman’s correlation tested for simple relationships between either DVG or FTSA and RMT. 
Linear mixed effects models tested for relationships between DVG and FTSA and their effects on RMT in 
R (The R Foundation, v3.4.3) [153], [154]. Participants were included in the statistical model due to 
having two measurements for each, as a random effect to account for intra-session, intra-subject 
variability between multiple RMT measurements in a single session and from a single individual. 

5.5 Results 

5.5.1 Magnetic field, B and induced electric field E 

Magnetic field, B and electric fields, E were calculated in all the regions of the brain of the 10 
subjects. The peak fields in all subjects were determined below the figure of eight coil on the upper limb 
control area of the motor cortex where we intended to target. Table 5.1 below shows the variation of B 
and E fields of all ten subjects. These values are similar to the reported B and E field values reported in 
the literature by other researchers [82], [232]–[234]. 
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Table 5.1: Simulation parameters for each participant.  

Participant Ba Eb DVGc FTSAd 
01 0.528 122 0.18 12.5 
02 0.412 90.5 0.00 2.7 
03 0.442 112 0.07 18.2 
04 0.435 122 0.11 19.1 
05 0.519 147 0.27 11.0 
06 0.415 87.8 0.00 11.0 
07 0.425 92.2 0.00 0.7 
08 0.512 110 0.26 19.9 
09 0.471 116 0.12 15.6 
10 0.501 113 0.11 14.2 

Mean ± SD 0.4660 
± 0.045 

111.3 
± 17 

0.110 
± 0.00 

12.48 
± 6.5 

a) B: magnetic (B) field strength, presented in T; b) E: electric (E) field strength, presented in V/m; c) DVG: 
depolarized volume of grey matter, presented as percent total volume grey matter; d) FTSA: fiber tract surface area, 

presented in mm2. 

5.5.2 TMS Response (RMT) 

Table 5.2 shows the FDI RMT of ten subjects along with their age, and both RMTs for each 
session. Maximum RMT recorded was 78% of the maximum stimulator output/power. Minimum RMT 
recorded was 33% of the maximum stimulator output/power. There was no correlation between RMT 
and DVG alone (p = 0.17). There was no correlation between RMT and FTSA alone (p = 0.9).  

Table 5.2: Resting motor threshold (RMT) for each participant.  

Participant Age FDI RMTa 
01 21 46 49 
02 24 41 41 
03 19 68 55 
04 20 64 64 
05 23 72 78 
06 19 70 50 
07 32 43 43 
08 26 41 33 
09 29 54 51 
10 27 70 68 

Mean ± SD 23.5 ± 
5 

56.9 ± 
13 

53.2 ± 
14 

a) RMT: resting motor threshold, presented as percent of maximum stimulator output. Both values were taken 
during the same session, spaced approximately one hour apart. 

  



80 

 

 

5.5.3 Effect of DVG or FTSA on RMT 

DVG and FTSA values can be found in Table 5.1. There was no correlation between RMT and 
DVG alone (p = 0.17). There was no correlation between RMT and FTSA alone (p = 0.9). DVG and FTSA 
values can be found in Table 1. 

5.5.4 Interaction between DVG and FTSA 

Interactions with FTSA revealed a correlation between RMT and DVG (p < 0.001). RMT 
negatively correlated with DVG, but only at high FTSA. The correlation became less negative as FTSA 
decreased, until a positive correlation was observed at the lowest FTSA range. These relationships can 
be seen in Fig 5.6. 

DVG and FTSA were positively correlated (p = 0.013). 

 
Fig 5.6: Effect of depolarized volume of grey matter (DVG) on RMT. RMT was found to correlate with DVG 
when accounting for fiber tract geometry in the form of fiber tract surface area (FTSA). Larger tracts exhibited the 

expected negative correlation between RMT and DVG given the equation: 𝑅𝑀𝑇 /  = −124.52 ∗

𝐷𝑉𝐺%  + 72.45. 

5.6 Discussion 

The objective of this preliminary study was to investigate the relationship between modeled brain 
depolarization volume above a threshold electric field (DVG),   and empirical TMS responsiveness (RMT). 
A secondary objective was to determine the influence of fiber tract geometry (FTSA) on the empirical 
TMS responsiveness to brain depolarization. The hypothesis that RMT would correlate negatively with 
DVG was partially supported; this relationship was found with a negative correlation between RMT and 
DVG, but only when accounting for fiber tract geometry, with larger fiber tracts (high FTSA). 
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This interaction suggests that the expected relationship between brain depolarization and TMS 
evoked motor response is dependent on the connectivity within the cortex. That is, more depolarized 
brain results in more motor activity, under the right condition (which is large FTSA). High DVG and low 
RMT both would be expected in a more responsive anatomical architecture, while larger fiber tracts 
would be expected to effectively transmit this from the cortex. The correlation between DVG and FTSA 
support this: both parameters would indicate aspects of neural connectivity. Thus when both the DVG 
and FTSA are large, RMT is decreased. RMT depends on DVG in a predictively linear fashion, as long as 
FTSA is taken into account, but when fiber tracts are smaller, the relationship between brain 
depolarization and motor output requires further investigation. 

This was a preliminary study with some limitations, and future work is needed. This study is 
limited by a small sample size that included no subjects with brain disorders. The effects of 
neuropathology on the relationships investigated would be essential to ascertain before developing 
treatment paradigms. However, the addition of diagnostic variables to a proof-of-concept study would 
make it difficult to characterize the interaction of these parameters at baseline. Furthermore, electric 
field strength is a time-varying parameter, but was evaluated using a quasi-static solver for finite 
element analysis, due to computational limitations. Lastly, DTI was used for proof-of-concept, but future 
study with more sophisticated methods, such as neurite orientation dispersion and density imaging 
[228] or fixel based analysis [230] would allow for greater insights of effects of individual variability in 
neuroanatomy. 

Our results show that the effects of TMS are governed by cortical organization due to anatomy and 
fiber tract geometry. Further investigation is needed to understand the mechanistic drivers of the 
relationship between depolarized brain volume and RMT at different fiber tract sizes. 
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6 Motor Neural Circuit Simulated Response to iTBS 

6.1 Script Repository 

Function Library: Open Science Framework – 
https://osf.io/6mxcd/?view_only=5479c48acfa542888e1f4741c32e80f1 
This library is being updated as further work is done on the model. 

6.2 Context Overview: Existing Simulation in Neural Circuits and TMS 

Mechanistic understanding of TMS-based paradigms such as iTBS is incomplete [63], [84].  While 
individual neuroplastic changes, either LTP-like plasticity or disinhibition, have been modeled on their 
own or in disorganized connection clouds of neurons, they have not been combined or expressed within 
the context of organized cortical communication [63], [84], [98], [99].  Existing iTBS models that do 
address synaptic plasticity are limited to a single mechanism which would fail to capture both the 
excitation effects of LTP and the interneuron inhibition of disinhibition regardless of the cellular 
organization.  Furthermore, when simulations have attempted increasing complexity or scope with 
regards to the size of the neuron population being studied, the organization is population-based, and 
statistically weighted with simple excitation/inhibition connections in a cloud, and lacking relevance to 
physiological cortical organization [99], [100].  As a whole, these studies have done little to address how 
iTBS would affect a fundamental neural unit of motor control. 

A neural circuit represents the simplest building block of complex cortical networks, and the 
smallest subunit of a discrete neural activity; this has not been used as a framework for studying TMS-
induced neuroplasticity [98], [99], [135]. 

6.3 Specific Examples of Simulation Work and Theory: TMS, Neural Circuits, Hodgkin Huxley 

6.3.1 Hodgkin Huxley Simulations and the Relationship to Neural Circuits and TMS 

Hodgkin Huxley style membrane models of cellular membrane potentials have contributed to 
understanding neuron function.  Wang, et al. presented an ionic conductance model of neocortex to 
show the physiological relevance of these constructs and how membrane ion channel parameters 
governed unique neuron spike patterns [235].  The presentation of neurons in general was done with 
greater complexity, albeit in a crustacean cardiac pacing neuron, by Ball, et al. to show that individual 
neuron compartments and unique individual cell parameters could be used to accurately model a 
network of autonomically spiking cells [97]. 

From the work of Ball, et al. to the formation of neural circuits via Hodgkin Huxley membrane 
models was an obvious step [119].  As stated by Catterall, et al., this framework shows the conditions 
governing cellular level activity with regards to action potentials, making it highly relevant to the design 
and study of neural circuit models.  Static cortical circuits were studied in isolation by Konstantoudaki, et 
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al., whereby a complex network was constructed using unique excitatory cell types to represent 
different pyramidal cells, and 3 different types of interneurons, each with unique parameters [135].  This 
network was able to provide insights on network inhibition, with the researchers concluding that 
somatic inhibition provided valuable pacemaker timing to the output of complex networks.  This model 
was static, with hardwired behavior for each cell in the network and not meant for scaling or tuning 
applications. 

TMS motor thresholds were modeled using a coarse representation of the head as a mesh of 
Hodgkin Huxley axons [236].  This model provided evidence of a strong relationship between Hodgkin 
Huxley membrane behavior and TMS response, though without any context of synaptic function and 
neuroplasticity. 

6.3.2 Neural Circuits and Specific Ties to Motor Learning Neuroplasticity 

Neural circuits have been applied to explaining the function of behavior and learning.  Lerner, et 
al. expressed motor learning as a function of change in striatal circuits [126].  These effects have been 
linked to changes in the structure of motor cortex synapses in rodent models, which Xu, et al. presented 
was due to motor cortex circuitry changes [237].  Papale & Hooks showed that neural circuits of the 
motor cortex specifically changed during skill acquisition in a rodent model [91].  They related the 
outcomes of motor training to structural changes in both local and long-range circuitry. 

6.3.3 Large Scale Cellular Network Modeling 

Presenting the complexity of neural populations as large volumes of interconnected and 
nonuniform cells has followed two primary routes.  First, weighted mass models represent populations 
as aggregates.  Bhattacharya, et al. modified a kinetic representation of neurotransmitter function to 
capture neurotransmission dynamics that may differ in populations [117].  Specifics in mass models 
differ, but the goal is to use a single representation for an ensemble of identical neurons, due to their 
proximity in space, function, and timescale of action.  This approach is effective for capturing 
neurotransmitter governed firing rates of simple neuron populations and regional level organization but 
does not effectively capture synaptic level effects.  Alternatively, cloud models of population-based 
connections, such as that used by Wilson, et al., capture the unique relationships between excitatory 
and inhibitory neurons [238].  These models specifically define the behavior of the individual neuron 
types and use large clouds of interconnected networks that are determined based on the desired levels 
of neuron interconnectivity and relative populations of inhibitory and excitatory neurons.  These models 
effectively capture general population behavior, but they lack uniform organization and are ultimately 
limited by their randomized interconnectivity.  While they have captured the effects of LTP, for example, 
there is no functional subunit of relevance that can be studied to determine the most discrete level of 
neuromodulation effect or any imposed structure for testing a specific cortical organization. 
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6.3.4 TMS Cellular Mechanisms 

The effects of TMS at a cellular level have long been studied, with simulation playing a critical 
role.  These efforts have provided a starting point for understanding or quantifying the mechanistic 
effects of neuromodulation, that empirical studies of cell and cortex have illuminated.  For example, 
Huang, et al. proposed a cellular level model of theta burst stimulation response, based on the role of 
intracellular calcium on cellular excitation [63].  However, this purely mathematical construct used 
simple exponentials as a placeholder for the many series of calcium mediated reactions and optimized 
numerically with parameters that lacked specific physiological meaning.  This model however was based 
on accepted theory that such reaction behavior could be fit to exponential equations.  Li, et al. 
expanded on this framework to account for the growing understanding that disinhibition also plays a 
role in the neuroplastic effects [84].  Li’s work, however, provided no proposed mathematical 
framework or testing of the schematic, which closely resembled a canonical circuit.  Other models have 
expanded on these principles, though not necessarily with appropriate cortical organization [238]. 

6.3.5 Other TMS Modeling 

Non-cellular simulation of TMS is also prevalent, as looking at the entire system provides another 
set of insights.  Syeda, et al. used simulation of TMS induced electric fields to study the effect of TMS on 
deep brain stimulation probes, as the electric field effects would be different in scope to that of synaptic 
changes [239].  Geeter, et al. combined fiber tractography with simulation of TMS induced electric fields 
on head models [240].  This allowed for the study of current effects along communication pathways in 
the brain, though without correlation to clinical measures. 

6.3.6 Targeted Contributions of the Presented Model 

The model defined in this project aims to continue building these tools by integrating the 
structure of a canonical neural circuit in a motor cortex [84] to mathematical representation of 
membrane potentials across multiple neurons [97] representing relevant motor cortical intercellular 
communication neuroplastic mechanisms [84], [135], [238].  Furthermore, the development of a 
discrete subunit relevant to motor learning [91] will allow for organized scaling up by the running of 
multiple subunits in parallel [238], which can be modified based on the balance in neurotransmitter 
permeabilities which results in change in cellular behavior [135].  Doing so in a MATLAB suite with an 
organized function library and possibly a graphical interface will enable for in silico testing of patterned 
stimulation effects such as iTBS on tailored cortical regions, represented by populations of neurons, to 
ultimately provide cheap and rapid exploration into treatment optimization or target selection. 
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6.4 Description of Completed Work 

6.4.1 Approach 

A conductance-based model based on the Hodgkin-Huxley model was used to convert neuron 
neurons into circuit diagram representations. This allowed for calculation of action potentials through a 
canonical neural circuit representative of motor cortex subunit output.  Permeability of the membrane 
to unique ionic species was defined by individualized equations and published values.  In the future, this 
network will be enabled for adaptation based on LTP and disinhibition, guided by the mechanisms of 
iTBS. 

It was hypothesized that a canonical circuit using realistic cellular parameters can be 
constructed using a simple MATLAB function library, and present physiologically relevant spiking patters, 
tunable by excitation of the inputter or inhibitor cells.  At this time, spontaneous spiking behavior and 
manipulation of firing rates have been programmed, pre-neuroplastic mechanisms, supporting this 
hypothesis with a tunable output simple circuit. 

6.4.2 Baseline Hodgkin & Huxley – Derived Functionality of a Canonical Neural Circuit 

A proof-of-concept model has been generated to show the feasibility of describing unique 
cellular constituents in MATLAB and connecting them with response to an exogenous current.  The 
circuit comprises one superficial excitatory pyramidal neuron (layer 2/3, L23), one fast-spiking 
parvalbumin expressing interneuron (IN), and one deep excitatory pyramidal neuron (layer 5, L5) (Fig 
6.1). 
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Fig 6.1: Schematic, Cell Circuit Organization.  Blue represents excitatory cells, red represents inhibitory.  Axons are 
presented as arrows directed from their cell of origin to their target.  A canonical neural circuit contains an initiator 

(top right, light blue), an outputter (bottom, blue), and an inhibitor (left, red).  In this circuit, the inhibitor directs 
an axon back toward itself to represent the connections of disinhibition, where an autapse represents the self-

directed inhibitory signal.  Both the initiator and inhibitor project axons to the outputter. 

Cell membranes are treated as capacitors, and Kirchoff’s law is used to express the current 
across the membrane as the sum of the ionic and exogenic currents.  Resistance to ionic current is the 
inverse of permeability to ionic flow (G), thus each ion current is a function of its permeability.  A voltage 
gradient is generated for each ion based on the current membrane voltage and each ion’s Nernst 
(equilibrium, E) potential.  Equations governing the behavior of membrane currents are shown in Table 
6.1, with specific values for channel subunit probabilities and equation parameters taken from literature 
[97], [106], [116].  A circuit diagram of the neural circuit is shown in Fig 6.2. 
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Table 6.1: Equations for Membrane Modeling. 

(1) 𝐼 = 𝐺 ∗ (𝑉 − 𝐸 ) 

(2) 
𝑑𝑥

𝑑𝑡
=

𝑥 (𝑉) − 𝑥

𝜏(𝑉)
 

(3) 𝐼 = 𝐼 − ( 𝐼 ) 

(4) 𝐼 = 𝑆 ∗ (𝑉 − 𝐸 ) 

(5) 
𝑑𝑠

𝑑𝑡
= 𝑘

1

1 + 𝑒

(1 − 𝑠) − 𝑘 𝑠 

(6) 𝐼 = 𝑔 ( 𝑠 )
𝑉 − 𝐸

1 + 0.15𝑒( . ( ))
 

(7) 
𝑑𝑠

𝑑𝑡
= 𝑘

1

1 + 𝑒

(1 − 𝑠) − 𝑘 𝑠 

(8) 𝐼 = 𝐶 ∗
𝑑𝑉

𝑑𝑡
= (𝐼 − 𝐼 − ( 𝐼 ) 

(1) – General Current Equation; (2) – Calculation of Ionic Channel Subunit Activation State; (3) – Axonal 
Current, Independent of Dendritic Channels; (4) – Neurotransmitter Channel Current (AMPA, GABA); (5) – 
Calculation of Gating Fraction for AMPA and GABA; (6) – NMDA Channel Current; (7) – Calculation of Gating 
Fraction for NMDA; (8) – Total Cell Membrane Current at Axon; kf, kr – Rate Constants; x: Ionic Channel Subunit; 

𝑥 : Equilibrium State of x; 𝑉 : Presynaptic Membrane Voltage 

 
Fig 6.2: Schematic, Circuit Diagram.  The three cells are represented as circuit diagrams for their respective ion or 

neurotransmitter channel mediated currents: initiator (top right, light blue), outputter (bottom, blue), and 
inhibitor (left, red).  Excitatory synapses are represented postsynaptically as AMPA and NMDA channels while 

inhibitory synapses are postsynaptically represented as GABA channels. 
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The instantaneous permeability of the membrane to each ion is a voltage dependent probability 
distribution, that when taken across the population of receptors, can be used to calculate the 
approximate percentage of open channels at a given voltage.  The current across the capacitor is the 
output current for the compartment (Table 6.1) [97], [106]. 

 Neurotransmitter equations for glutamate and gamma aminobutyric acid (GABA) are more 
complex, relying on a gating probability rather than subunit activation.  They share the same general 
form, with a gating parameter (s) in the current equation.  The gating parameter, s, is a function of 
presynaptic voltage, thus linking the presynaptic and postsynaptic membranes.  To capture the hyper-
polarization/depolarization characteristics of NMDA channels, they have further expressions in a 
denominator, or a scaling factor (Table 6.1) [116], [117]. 

 At this time, all cells have been scripted and linked, with appropriate subunit equations.  The 
result is a membrane that accepts an exogenous current and generates an axonal output, for each cell, 
networked by synaptic equations.  This network displays basic physiological function of a spiking 
network of cells, where the outputting cell’s spike rate can be tuned by the excitation or inhibition of 
upstream signals.  See Figures 6.3, 6.4, 6.5. 
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Fig 6.3: No initiator spiking.  No spiking from the initiating cell results in no autonomous spiking behavior: a group 
of physiologically inert cell.  The lack of initiator input yields no output from the outputting cell.  Inhibitor cell spike 

pattern is unaffected, starting at a sample rate of 12 Hz.  Ini: Initiator; Out: Outputter; Inh: Inhibitor. 
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Fig 6.4: Initiator spiking.  A steady spike pattern from the initiating cell results in fidelity in output cell spiking 

behavior: a circuit that generates an output, starting sample rate of 19 Hz.  Inhibitor cell with a slow spike pattern 
does not slow the output spike pattern.  Ini: Initiator; Out: Outputter; Inh: Inhibitor. 



91 

 

 

 
Fig 6.5: Initiator spiking, inhibitor rate increased.  A steady spike pattern from the initiating cell results in fidelity 
in output cell spiking behavior: a circuit that generates an output.  Inhibitor cell with a faster 19 Hz spike pattern 

slows the output spike pattern down to 9 Hz.  Ini: Initiator; Out: Outputter; Inh: Inhibitor. 

6.5 Future Work 

Theoretically, this network could be capable of exhibiting disinhibition, but patterned stimulations 
have not yet been applied and there is no coded function for changes in channel permeability due to 
patterned ionic bursting.  LTP has not yet been added but should be simulated by linking permeability of 
AMPA channels to NMDA currents in form with literature-derived relationships.  After this step, the 
synaptic response to iTBS would be able to be observed for a single, nonvarying circuit.  The Gillespie 
approach could be used to introduce stochasticity inherent in chemistry of biological systems for 
generating population-based outputs to model the behavior of a cortical region, beyond a single circuit 
[241], [242].  This would be dependent on obtaining time constants (τ) for each channel type, which 
allow for variable but smaller time steps with a probabilistic decision as to which channels exhibit 
change at each iteration, ensuring no two simulation runs will be identical.  Furthermore, the inclusion 
of a noise current could provide more physiological variability [90]. 

This project initiates the path to complete a circuit that accurately presents physiological 
response to iTBS and can be run in series to represent a full cortical target region.  That circuit, run in 
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parallel, would represent the aggregate behavior of a cortical target.  Corticomotor excitability changes, 
as measured by change in output voltage response to input stimuli, should be compared to empirical 
MEP data. 

Ultimately the function of this model is to illustrate how the neuroplastic effects of iTBS can be 
captured at the synaptic level in a scalable subunit for further application.  Testing iTBS optimizations in 
a physiologically relevant in silico medium would enable individualized therapies and testing of 
multimodal neuromodulative therapies, to better identify how to improve response.  Validation by in 
vitro cell assay-based studies to identify changes in synaptic markers that resemble what is modeled.  In 
vitro and in vivo studies of individually tailored or combinatorial neuromodulation therapies would be 
required before application in conjunction with physical training and rehabilitation.  Such validation and 
application work would require extensive collaborations with wet lab based and physical therapy 
facilities and expertise and would represent a new project.  The goal of these follow-up projects would 
be to either improve neuromodulation techniques by optimizations or combinations, or to better 
determine when to apply them as they exist now.  Either direction would reduce the variability and 
unpredictable nature of TMS as evidenced by the presented data. 
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7 Conclusion 

This work in iTBS response characterization provides valuable answers regarding appropriate 
targets both in somatic site, population, and individual section, all.  The study of iTBS in nonimpaired 
biceps showed that despite the variability inherent in the technique and measurement method, a 
rehabilitation relevant target exhibited corticomotor excitability.  The study of iTBS in individuals with 
SCI further showed that populations in need of rehabilitative efforts had potential to directly benefit 
from the neuroplastic priming effects.  The linking of individual neuroanatomical markers to iTBS 
response for different motor targets, along with the establishment of a predictive metric in the motor 
threshold ratio, or corticomotor conductance potential, provides a framework to determine prior to 
neuromodulation whether an individual or specific target site will respond, even on a session-by-session 
basis. 

The neural circuit paradigm combines the elements from earlier simulation work in the field of 
TMS, pairing empirically established system behavior and mechanisms to a well-defined mathematical 
construct (Hodgkin Huxley membrane behavior) and in a widely accepted organizational structure 
(neural circuit).  This is a flexible paradigm that can be tuned to represent specific cortical or circuit 
conditions for the use of tailoring neuromodulation protocols or selecting the most appropriate targets. 

These results can be the start of research into optimized rehabilitation efforts, by investigating the 
effects of iTBS paired with motor training, effects of iTBS on other potential appropriate targets, and 
deeper studies into the mechanistic drivers of neuromodulation-induced neuroplasticity.  The neural 
circuit can serve to validate existing theory as well as expand upon it, especially when paired with 
clinical data to train and support programmed function.  Furthermore, with enough sophistication, a 
neural circuit population, as an in silico cortical subregion, can serve to test optimizations of 
neuromodulation techniques by simulation, dramatically reducing the cost in time, money, resources, 
and participant difficulty, to improve individualized therapies. 

The combination of predictive measures and simulation-based tools to test technique optimizations 
address the limitations of iTBS as stated: high variability in response, poor predictability in outcomes, 
and limited mechanistic understanding to optimize methods. 

7.1.1 Future Work Recommendations 

This project was entirely composed of pilot studies, and there are multiple avenues of follow-up to 
further potential use of iTBS.  Expanded projects with larger sample sizes, more clinical populations, and 
more motor targets, could further improve our understanding of population-based response to iTBS.  
Furthermore, fiber tract geometry was collected but never incorporated into head models that 
underwent simulated TMS, while simulated TMS was limited to single pulse paradigms.  The next step 
would be to combine the fiber tracts with head models to determine the induced electric fields at the 
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fiber tract level, while also incorporating time varying simulated magnetic fields to model the cortical 
currents of and after iTBS.  Lastly, as previously stated, there is still the need to add neuroplastic 
relationships and biological variability to the neural circuit.  As it stands, this tool is organized and 
physiologically relevant, but does not capture the TMS effects as they pertain to synaptic change.  
Implementing mechanisms of disinhibition and LTP, as well as variation and parallel-in-population, 
would allow for rigorous testing of iTBS and related stimulation paradigms. 
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“Effect of Fiber Tract Surface Area on Resting Motor Thresholds during Transcranial Magnetic 
Stimulation”. (Abstract REU 137-3023) Poster by Lewis C, Dr Mittal N, Dr Hodges C, Thakkar B, Cho Y, 
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