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Abstract

This thesis reports improvements in the field of molecular docking, a methodology widely used in
drug discovery projects to predict the affinity of small molecules to proteins (or to other macro-
molecules), and to understand the structural basis for the affinity. We developed better descriptors
for interactions between zinc atoms in metalloenzymes and their ligands, both structurally (tetra-
hedral coordination shells are explicitly represented) and energetically. We have also worked on
an empirical approach for predicting free energies of solvation in water, aiming at its integration
with molecular docking to improve the description of desolvation effects.

In a parallel line of research, we explored the influence of conformational fluctuations of
enzyme-substrate complexes on the reaction rate. We found that the energy of transition states
(relatively to reactants state) oscillates over time on a nanosecond (or faster) timescale, a fact with
implications for the calculation of reaction rates.
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Resumo

Esta tese relata melhoramentos no âmbito do docking molecular, uma metodologia muito usada em
projectos de descoberta de fármacos para prever a afinidade de moléculas pequenas com proteínas
(ou com outras macromoléculas), e para perceber a base estrutural que explica a afinidade. Nós
desenvolvemos descritores melhorados para a interação entre àtomos de zinco em metaloenzimas
e moléculas ligantes, tanto do ponto de vista energético como estrutural (esferas de coordenação
tetraédricas são representadas explicitamente). Também trabalhamos numa abordagem empírica
para prever energias livres de solvatação em água, contemplando a sua integração com o “docking”
molecular para melhorar a descrição dos efeitos de dessolvatação.

Numa linha de investigação paralela, exploramos a influência de flutuações conformacionais
do complexo enzima-substrato na velocidade de reacção. Descobrimos que a energia dos esta-
dos de transição (relativamente ao estado dos reagentes) oscila ao longo do tempo na ordem dos
nanosegundos (ou mais rapidamente), um facto com implicações para o cálculo de velocidades de
reação.
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Preface

This thesis follows the ‘paper collection’ model, where scientific publications are presented as
chapters and describe the most important results obtained during the PhD studies. Here, chapters 3,
4, 5 and 6 correspond to published papers, chapter 7 is a manuscript we plan to submit and chapter
8 describes unpublished results. Introductory chapters cover important concepts in molecular
docking (chapter 1) and computational enzymatic catalysis (chapter 2).

Our efforts towards a better scoring function for glycosidase inhibitors — our primary goal
when we started — are described in chapter 8. We hypothesized that desolvation effects may be a
key descriptor in carbohydrate binding due to their strong interaction with water — a consequence
of having a large number of hydroxyl groups. We improved the description of solvation effects
with an empirical method based on atomic contributions scaled by surface areas (chapter 4). No-
tably, this method performs satisfactorily for carbohydrates (details in chapter 8). Our participation
in the D3R Grand Challenge 2015 (chapter 5), a challenge where 180 ligands were to be ranked
by affinity, aimed at testing our new desolvation terms in a challenging dataset of protein-ligand
complexes. Our desolvation descriptors were inefficient, a result we attribute to shape effects on
the energetics of confined waters, severely affecting desolvation of binding pockets (see section
1.1.1). In chapter 3 the AutoDock4.2 scoring function was extended to describe the coordination
of Zn2+ atoms with improved geometry and energetic terms. This work was performed in Art
Olson’s lab at The Scripps Research Institute, La Jolla.

Chapters 6 and 7 explore the structure of transition states and reactants on varying conforma-
tions of the enzyme. It became clear that transition state structures of the glycolysis step are rigid
and well defined, a fact with immediate implications for the design of transition state analogues.
Furthermore, these studies indicate that fluctuations in the activation barrier of enzyme catalyzed
reactions oscillate due to changes in enzyme structure and in intermolecular interactions in the
active site. Notably, the timescale of these fluctuations is orders of magnitude faster than turnover
rates. These results may aid in clarifying scientific disputes over the origin of catalytic power in
enzymes.

Overall, this thesis contributes with knowledge and modeling tools for the development of
novel glycosidase inhibitors, and also inhibitors of other enzymes because the novel desolvation
descriptors are generic in nature. It also contributes to our understanding of enzymatic catalysis,
not only for glucosidases, but in a more general way.
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Chapter 1

Molecular Docking

Molecular docking refers to methodologies used to guess the pose of a ligand upon binding to a

macromolecular receptor of known structure, and to predict the affinity of the resulting complex.

There are two key components in molecular docking software: a search algorithm and a scoring

function.

The search algorithm samples ligand conformations and positions inside the receptor binding

pocket (referred to as binding poses) while the scoring function scores and ranks each pose. Search

algorithms are beyond the scope of this thesis and are not discussed. The score of the supposedly

correct pose (best ranked) can also be used to predict ligand affinity or to rank a series of com-

pounds. When libraries of compounds are docked for the search for new inhibitors, the term used

is virtual screening; an analogy to high throughput screening (HTS). Overall, scoring functions

predict both structural (binding pose) and functional (binding affinity) features of ligand binding.

The following sections introduce concepts required for the development of scoring functions,

focusing on a rigorous physical description of ligand binding. Our point of view can be contrasted

with the use of machine learning algorithms (which have been criticized recently [3]) to build

complex models without interpretable physical meaning, i.e. it is impossible to decompose output

scores into separate components such as desolvation, electrostatics, and so on. Since ligand-

receptor binding is governed by the laws of physics, scoring functions are likely to improve with

a better description of the physical processes underlying molecular association.

1.1 Physics of Ligand-Receptor Binding

The affinity of a ligand-receptor complex is dictated by the difference in free energy between

bound and unbound states. Experimentally, the affinity is quantified by a dissociation constant (Ki

or Kd) which relates to binding free energy (∆G) by the following equation:

∆G = RT lnK (1.1)

where K is the dissociation constant, R is the ideal gas constant and T is the temperature. It

is interesting to note that ∆G is itself temperature dependent (∆G = ∆H−T ∆S), so temperature

1
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actually appears twice in the equation. In the simple case where one ligand binds to a single

receptor, the free energy can be written as:

∆Gbind = GRL− (GR +GL) (1.2)

where GRL is the absolute free energy of the solvated complex, GR is the absolute free energy of

the solvated receptor and GL is the absolute free energy of the solvated ligand. Since computation

of absolute free energies is impractical, scoring functions rely on descriptors (or terms) that predict

changes (∆G) in various energy components associated with ligand-receptor binding.

The most obvious components contributing favorably to ∆Gbind are those related to intermolec-

ular interactions between ligand and receptor: van der Waals (vdW), electrostatics and H-bonds.

These are calculated based on the structure of the bound complex, using a forcefield (described

in section 2.4) or knowledge based potentials (see section 1.2). Scoring functions generally have

enough terms to describe ligand-receptor interactions (van der Waals, hydrogen bonds and elec-

trostatics) with nearly chemical accuracy (same accuracy as the underlying forcefield). However,

binding free energies depend on other energetic components which change significantly from the

bound state (GRL) to the unbound state (GR +GL). These components are difficult to calculate

and are related to conformational changes in the receptor (panel B in figure 1.1), and desolva-

tion effects (panels B and C in figure 1.1). The contribution of desolvation and changes in water

structure to ∆Gbind are described in detail in section 1.1.1. Scoring functions either ignore these

physical features of ligand binding (e.g. receptor conformational changes) or rely on an insuffi-

cient description of their complex nature (e.g. receptor desolvation). Furthermore, ligand binding

may be accompanied by changes in protonation state of both receptor and ligand molecules. If a

stable binding mode is restricted to a single protonation state or tautomer, the existence of multiple

states in solution is entropically favorable to GR and/or GL relatively to GRL. Indeed, tautomers

and protonation states play a significant role in solvation free energy [4], and should be considered

when modeling binding affinities.

It is important to point out that selecting the correct pose from an ensemble of docked poses

may be successful even when ignoring or misrepresenting desolvation and conformational changes

of the receptor. If these changes are equivalent among all docked poses of the same ligand, only

intermolecular interactions (vdW, electrostatics and H-bonds) are relevant to select correct binding

poses. This may explain why scoring functions perform better at selecting poses than at predicting

ligand affinities [5]: it is possible that better terms are required for the problematic components

described above.

Entropy plays a significant role in the energetics of ligand binding but is neglected in molec-

ular docking because sampling is not performed. Sampling approaches (molecular dynamics and

monte carlo) are time consuming and would prohibit the study of large libraries of compounds.

Receptor, ligand and water are subject to changes in entropy from unbound to bound states. Upon

binding, the ligand is restricted to the shape of the binding pocket, which translates into an en-

tropic penalty disfavoring binding. Scoring functions often use the number of rotatable bonds in
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Figure 1.1: End states of ligand binding. (A) Overview of unbound and bound states. (B) Desol-
vation and conformational changes in the receptor. (C) Desolvation and conformational changes
in the ligand (in most cases the ligand is restricted upon binding which translates into an entropic
cost disfavoring binding). (D) Solvation shells of receptor and ligand before binding and solvation
shell of complex and released waters (n = 12) after binding. (A) Changes in water strcture: in the
unbound state 10 explicit water molecules solvate the ligand and another 10 solvate the receptor,
while only 8 solvate the bound complex. Thus, the binding process releases 12 waters to bulk
solvent. Released waters no longer interact directly (first shell) with neither the ligand nor the
receptor.

the ligand to quantify its loss of entropy. Entropy changes in receptor and water are much more

difficult to quantify because extensive sampling would be required. In order to be applicable in

large scale studies, molecular docking approaches sacrifice the entropic component and rely on a

single receptor structure.

1.1.1 Desolvation Effects

Desolvation ∆Gsolv
bind is the change in free energy of solvation (hydration) between bound and un-

bound states. It makes significant contributions to binding free energies. Desolvation free energy
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can be written as the difference between hydration free energies of bound and unbound states:

∆Gsolv
bind = ∆Gsolv

RL − (∆Gsolv
R +∆Gsolv

L ). Hydration is commonly perceived as an homogenous effect

where the exact structure of water is unimportant and the interplay between hydrogen bond accep-

tors can be averaged into a dielectric constant. This idea has been successfully applied to small

solutes because water-water interactions do not change dramatically compared to bulk water. In

this section we explain how water-water interactions are likely to play a major contribution to

∆Gsolv
bind .

1.1.1.1 Ligand Desolvation

Hydrophobic effects refer to the aggregation of apolar solutes in water. In the case of ligand bind-

ing it specifically refers to the favorable burial of apolar ligands into apolar binding sites. Apolar

surfaces interact only weakly with water molecules (mostly vdW), and are unable to counterbal-

ance the cost of creating a cavity in water to accommodate the solute. Cavity creation is disfa-

vorable because strong water-water interactions (H-bonds and electrostatics) are disrupted along

the interface between solute and water. Thus, hydrophobic aggregation is driven by maximization

of water-water interactions which drives a minimization of solute-water contact area leading to

the observed hydrophobic association. The cost of re-organizing waters in contact with apolar

molecules can be dominated by either enthalpic or entropic contributions. The following para-

graphs describe important features underlying hydrophobicity which are relevant to understand

the thermodynamics of ligand binding.

The free energy cost of creating a cavity in water, ∆Gcav, depends not only on the extent

of interfacial surface but also on the shape of that surface [6]. In the specific case of spherical

cavities, the ratio between ∆Gcav and surface area (A) depends on the radius of the sphere. For

spheres with radius r larger than 10 Å, ∆Gcav is directly proportional to the surface area of the

cavity, but when r < 10 Å, ∆Gcav is proportional to the volume of the cavity [7]. In other words,

∆Gcav/A is constant when r > 10 Å, but increases with r when r < 10 Å. Moreover, cavitation

is enthalpically dominated when r > 10 Å and entropically dominated when r < 10 Å[8]. The

dependence of ∆Gcav/A on r for small spheres may appear counter-intuitive but can be rationalized

on surface curvature: the smaller the sphere, the higher the curvature, and the easier it is for water

molecules to make a stable network of hydrogen bonds around the cavity. One may imagine the

cavity imposes restrictions on the network of hydrogen bonds, reducing the number of available

configurations for which suitable H-bonds exist, thus explaining the entropic character of ∆Gcav for

small spheres. As radius increases, the cavity surface becomes larger and flatter, asymptotically

approaching zero curvature, and making it impossible for waters to form a hydrogen bonding

network. At this point ∆Gcav/A no longer increases with radius because curvature is already

similar to that of a plane. Since H-bonds are always restricted (it is not a matter of the number of

states with suitable H-bonds) the process is enthalpically dominated. Ordering of waters around

small apolar solute were disputed by neutron diffraction experiments [9], but later observed by

femtosecond mid-infrared spectroscopy [10].
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Comparing spherical with non-spherical cavities provides further insight into the importance

of shape. Using molecular dynamics Wallqvist and colleagues compared ∆Gcav for a sphere and

an oblate ellipsoid of the same volume [11]. Cavity volume was not a suitable predictor because

∆Gcav of the sphere differed from that of the ellipsoid. Furthermore, the ratio ∆Gcav/A differed

between spherical and elliptic shapes, implying that surface area could not be used to predict ∆Gcav

either. Thus, a curvature correction was proposed to calculate ∆Gcav based on the surface of the

cavity. Others have also noted that hydration free energies depend on solute shape [6], in particular

the non-polar component [12, 13]. This is in opposition to traditional implicit solvation models

where ∆Gcav is considered proportional to surface area [14].

In the context of ligand binding, the disappearance of the ligand cavity favors the bound state

[15] because water-water interactions are restored. However, the overall contribution of ligand

desolvation might be unfavorable because the magnitude of solute-water interactions may exceed

that of water-water interactions, i.e. the hydration free energy of the solute is negative, stabilizing

GL (see equation 1.2).

A comprehensive study of several scoring functions [5] showed that the ligand apolar surface

area buried upon binding (∆SAS) can predict binding affinity, displaying better correlation with

binding free energy than nearly all tested scoring functions, including notable examples such as

Glide-SP/XP [16, 17, 18] GoldScore [19] ChemPLP [20] and ChemScore [21, 22]. It is important

to note that ∆SAS is unable to identify the correct binding pose from an ensemble of generated

poses, i.e. it lacks docking power, but the importance of desolvation effects in ligand-receptor

interactions is indisputable.

1.1.1.2 Receptor desolvation

The major difference between desolvation of ligands and desolvation of binding pockets is that

ligands provide a mostly convex surface which moderately perturbs water structure, while binding

pockets provide a concave surface which highly confines waters inside [23]. These geometrical

features of apolar surfaces have implications for the network of H-bonds formed by nearby waters

[24]. Under the confinement of apolar binding sites, waters are unable to make H-bonding net-

works comparable to those found in bulk water, meaning that binding of a ligand which replaces

such confined waters results in an enthalpic gain [25, 26], in opposition with the traditional view

where entropy is the sole driver of hydrophobic effects. As is illustrated in figure 1.1, binding

free energies strongly depend on the structure of water molecules inside the binding pocket [27].

Molecular dynamics simulations also suggest the existance of binding pockets where waters have

an extreme difficulty in making hydrogen bonds with each other, causing the binding pocket to be

absent of waters (vacuum) for a fraction of time. In such a scenario, binding is largely favored

because vacuum is filled by a ligand [28].

Recent methodologies have been developed to characterize the thermodynamics of solvation

based on MD simulations, such as WaterMap [28] from Schrödinger Inc. and Grid Inhomoge-

neous Solvation Theory (GIST) [29] implemented in cpptraj [30]. SZMAP from OpenEye predicts

solvation thermodynamics without actually running MD simulations [31]. These methodologies
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inform about the absolute free energies of waters in the binding site, an important component of

GR in equation 1.2. Waters with higher free energies contribute more favorably to ∆Gbind after

being displaced by a ligand. Furthermore, thermodynamics of waters solvating ligand-receptor

complexes can affect affinity: it was the determinant factor to explain selective inhibition against

different isoforms of phosphoinositide 3-kinases [32].

The concepts described above have been successfully used to understand receptor-ligand in-

teractions: Kelly and Mancera considered the shape and extent of non-polar surfaces to quantify

hydrophobicity [33], Cao and Li improved affinity prediction by using a curvature-dependent sur-

face area model [34] and the Glide-XP scoring function [16] identifies locations in the receptor

where an hydrogen bond can be formed but its interaction with a water molecule (in the unbound

state) is unfavorable because the water molecule is unable to form its additional complement of

hydrogen bonds (compared to bulk water). Of course, such situations arise in non-polar environ-

ments with specific shapes.

In this thesis, we developed a new desolvation function (chapter 4) which performed reason-

ably well for calculating free energies of hydration but displayed no advantage in the context of

molecular docking (see chapter 5). Since our new desolvation function had no terms to predict

the effect of confinement on water-water interactions, its lack of accuracy inside binding pockets

could be anticipated. A recent docking software (rDock [35]) uses a desolvation term similar to

ours (based on surface areas) which also neglects water confinement, indicating that these concepts

are yet to be recognised for their critical role in ligand binding. The field of molecular docking

would likely benefit from a fast method to describe hydration under confinement.

1.2 Overview of Scoring Functions

In a recent publication Liu and Wang [36] used four categories to classify scoring functions, which

are:

physics based refers to the use of potentials derived from electronic structure methods or al-

ready existing forcefields (e.g. Amber and Charmm). Typically, these poten-

tials describe the energy of pair-wise interactions as a function of interatomic

distances, and have a well defined physical meaning: they correspond to van

der Waals interactions, electrostatics, hydrogen bonds (which may be included

in the electrostatics formalism), desolvation, etc.

knowledge based use of potentials derived from observed contacts between defined atom types,

as opposed to using physics based potentials. Statistics are drawn from protein-

ligand complexes in the PDB. Frequent pairwise contacts are expected to con-

tribute more to ligand binding. Inevitably, statistical potentials capture stabiliz-

ing interactions — such as hydrogen bonds — and may resemble physics based

potentials to some extent.
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empirical use of linear regression to combine physics or knowledge based potentials. The

linear model produces weights (or coefficients) that scale the contribution of

each individual term. Generally, less than 10 terms are combined linearly (terms

can be descriptors or potentials). Interpretation of weights produced by linear

regression is straightforward.

descriptor based some scoring functions are developed by feeding a large number of descrip-

tors into machine learning methods such as neural networks or random forests.

Compared with the previous category — empirical scoring functions — de-

scriptor based scoring functions use a much larger number of descriptors and

combine them using non-linear models. Descriptors inform about intermolecu-

lar interactions established between defined atom types. Generally, it is impos-

sible to understand the learned model because the complexity of the descriptors

(and also the complexity of the model itself) do not allow for interpretation in

physical terms.

These four categories effectively describe the range of methods employed to build scoring

functions. In the original work [36] each scoring function was allocated to a single category,

but such an allocation was difficult because most scoring functions are built on concepts from

multiple categories. In our oppinion, a 1 to 1 relationship between categories and scoring functions

is not possible, e.g. empirical scoring functions always have either physics or knowledge based

potentials. Our own work on an improved scoring function for zinc metalloenzymes AutoDock4Zn

(chapter 3) is an example of a multi-concept scoring function, as it uses (i) physics based potentials,

(ii) knowledge based potentials and (iii) combines them using the ‘empirical’ approach. The new

terms to describe zinc coordination were designed based on analysis of protein-ligand complexes,

which makes them ‘knowledge based’ in nature. This concept was specially relevant to distinguish

atom types that coordinate zinc in a tetrahedral geometry from atom types without geometrical

preferences. The magnitude of the new potentials was calibrated with the ‘empirical’ approach,

by doing a linear fit to experimental affinities. Finally, the underlying forcefield is the same as in

standard AutoDock4, which uses physics based potentials.

1.3 Scoring Function Evaluation

Both the development of scoring functions and the preparation of virtual screening campaigns

rely extensively on scoring function evaluation. One of the papers in annex [37] focused on the

procedures employed for optimizing virtual screening protocols. Here we discuss four metrics

(powers) described in a benchmark study by Li et. al. [5], which are:

docking power the ability to identify the native pose from an ensemble of binding poses. In

docking software poses are generated by a search algorithm, but in benchmark

studies the ensemble of poses should be generated in prior, eliminating bias from

different search algorithms implemented along with different scoring functions.
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Docking power is often quantified by the number (fraction) of complexes for

which the native pose was given the best score.

scoring power the correlation between scores (or ∆Gbind predictions) and the logarithm of ex-

perimental affinities, provided that a correct binding pose is used as input.

ranking power same as scoring power, but instead of using a correlation coefficient (such as

Pearson’s R), a rank order correlation coefficient is used (such as Spearman’s

rho or Kendall’s tau). Again, known binding poses are used as input.

screening power simulates a virtual screening scenario where the aim is to identify active molecules

from a large pool of molecules. Binding poses are unknown — scoring functions

have to first select the most promising binding poses and also score. The most

commonly used metrics are based on ROC curves, such as area under the curve

(AUC) and enrichment factors.

There is a fundamental distinction among these metrics: scoring and ranking powers rely on al-

ready known binding poses, while docking and screening power require the scoring function to

guess the native pose.

In the original publication [5] ranking power was restricted to subsets of ligands that bind

the same target, and the reported ranking power was the average over all subsets. We note that

this concept may also be applied to scoring power. This approach may reduce errors arising

from different experimental setups (it is likely that a single research group studied many different

ligands for the same target) and can also alleviate the effect from conformational changes in the

receptor and receptor desolvation, which are very difficult to model (see figure 1.1). Whether or

not this last aspect is an advantage, depends on the specific purposes of the evaluation.

An important aspect when assessing docking power is to consider the quality and rigidity of

the crystallographic structure used as reference. Often, a fragment of the ligand and/or part of the

binding site has high mobility and does not exist in a single conformation. In these cases, it is

important to bear in mind that coordinates from the PDB are not data — electron density is the

data — coordinates are just a model. Temperature factors (b-factors) are a good proxy to infer

about the relative rigidity of atoms in the complex: higher values are associated with more flexible

atoms (electron density is poorly resolved). In the D3R Grand Challenge 2015 (see chapter 5), one

of the six ligands for which participants had to predict poses, had some atoms with high b-factors

and the ligand was disqualified because it was found to establish contacts with a second molecule

of the receptor due to crystallographic packing.

Ideally, scoring functions would excel by all metrics, but such a scoring function does not exist

yet. Therefore, it is important to prioritize metrics in order to make evaluation as procedural as

possible. From our own work in chapter 5 and from the work of Li et. al [5] it became clear that

docking power should be targeted first, followed by screening power, while ranking/scoring power

should receive secondary attention. This is the approach that generates the greatest usefulness, ei-

ther by guiding the setup of a virtual screening protocol or by identifying the best scoring functions
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for a specific target. By ‘greatest usefulness’ we mean the performance in identifying actives from

a large pool of molecules or the accuracy in ranking ligands by affinity. The rationale behind this

prioritization of metrics is associated with accurate identification of the correct binding mode: in a

real scenario binding poses are unknown for the vast majority of ligands, and accurate scores can

only be computed on the correct pose. Indeed docking and screening power were highly corre-

lated [5]. According to the authors, this correlation occurs because identifying the native pose of

a ligand among its other incorrect poses (docking power) is similar to distinguishing native poses

of binders from incorrect poses of non-binders (as non-binders only have incorrect poses).

A recent study [38] claimed that selecting correct poses is not important to predict binding

affinity, by observing no correlation between errors in ∆G and RMSD between docked and x-

ray poses. However, since errors in ∆G were large for all RMSD range, the simplest and most

straightforward conclusion is that ∆G predictions are independent from pose predictions, which is

theoretically unreasonable because intermolecular interactions contribute greatly to GRL in equa-

tion 1.2. Interestingly, this paper comes from the group that developed RF-Score, proven by us

(chapter 5, ref. [39]) and others [3] to lack docking power. However, in our work ligand ranking

improves if RF-Score is used to rescore poses selected by a method with decent scoring power

(chapter 5, ref. [39]).

From a physical standpoint, it is hard to find a reason for using different scoring functions

for pose selection and re-scoring. The native pose exists because it is more stable than all other

possible binding modes. Thus, in principle, one would expect that good docking power brings

good scoring power.

1.4 Technicalities of Real Life Application

Scoring functions generally require well modeled structures (both for receptor and ligand) to select

native binding poses and to produce meaningful affinity predictions [40, 41]. The term ‘well mod-

eled’ implies reasonable choices for various aspects: overall receptor conformation and alternate

locations, protonation states of both receptor and ligand, components of ligand conformation that

are not sampled by the docking search (bond lengths, angles and macrocyclic pucker dihedrals)

and partial charges (if considered by the scoring function).

The existence of multiple protonation of titratable protein side chains and/or ligands (tautomers

and acid/base equilibria) may complicate the identification of correct binding poses if specific

donor/acceptor patterns are involved. For example, imidazole side chains of histidine residues

can rotate and adopt two stable protonation states, however the exact conformer and protonation

state cannot be determined by crystallography. A priori guessing of bound state is needed when

the scoring function or docking engine don’t sample these properties. Most docking programs

allow residue side chains to rotate during the search, but scoring are not prepared to score different

protonation states, i.e. the correct tautomer or protonation state has to be defined in prior.

AutoDock4 and other scoring functions implement directional terms for H-bonds and there-

fore depend on the position of polar hydrogens. In these cases, it is important to model polar
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hydrogens of fixed receptor residues in an appropriate position, or intermolecular interactions will

be misrepresented. On the other hand, Vina ignores polar hydrogens: they are used exclusively

for the purpose of atom typing. For this reason, Vina lends itself for easier automation of virtual

screening protocols as it is more permissive to ambiguities in the definition of protonation states

and orientation of polar hydrogens.

Alternate locations are inserted by crystallographers when the electron density suggests that

a given group of atoms (generally a side chain) exists in two (or more) conformations, sharing

its occupancy among the identified conformations. If these flexible side chains are able to adopt

different conformations upon binding of different ligands, the docking protocol should be able to

identify the correct conformation of the side chain for any given ligand, either by making the side

chain flexible during the search, or by using a different receptor model for each relevant confor-

mation. The same applies to different receptor conformations that involve more dramatic changes

beyond simple side chain movement. For example, the binding pocket of Heat Shock Protein 90

(HSP90) adopts different conformations for different ligands, a feature we modeled by the use of

two different receptor models (see chapter 5). Importantly, one of the conformations was associ-

ated with higher internal energy, and the corresponding docking score was penalized accordingly.

Overall, receptor flexibility is one of the most problematic issues in molecular docking as it re-

quires previous knowledge about possible receptor conformations, either by crystallographic or

NMR studies or by extensive molecular dynamics symulations. Newer docking programs im-

plement algorithms capable of serching receptor conformations to some extent. As an example,

AutoDockFR [42] is efficient at sampling several receptor sidechains simultaneously.

In many protein ligand complexes there are interfacial waters mediating ligand-receptor in-

teractions [43]. When different ligands stabilize different interfacial waters in the same receptor,

there are two alternatives: (i) to use different receptor models with different fixed water molecules

(as we did in chapter 5), or to use a method that samples water positions during the docking

search. Due to the prevalence of this problem there are many tools related to prediction of fixed

water molecules [44, 45, 46, 47, 48].



Chapter 2

Computational Enzymatic Catalysis

2.1 Linking Calculations to Experiments

Enzymatic catalysis is arguably one of the most complicated processes to simulate and study with

computational models because of the different timescales and levels of theory involved. Even the

simplest of enzymes (which requires no co-factors, has no allosteric regulation and performs a

single step chemical reaction of first-order kinetics) works in three separate steps: (1) substrate

binding, (2) chemical step and (3) product release. The chemical step, when covalent bonds are

broken and formed, occurs on the same timescale as molecular vibrations: the transition state lasts

less than a picosecond (ps)[]. An electronic structure method (see section 2.3) is required to study

this step because the rearrangement of covalent bonds is a rearrangement of electronic structure.

On the other hand, substrate binding and product release take somewhere from microseconds to

miliseconds to occur and is reasonable well modeled with a molecular mechanics description,

as long as extensive conformational sampling is performed. The range of methods required to

simulate the action of an enzyme increases our chances of making mistakes, which occur due

to inappropriate sampling (insufficient or non-equilibrated MD simulation) and/or incorrect de-

scription of chemical interactions (wrong forcefield parameters, inapropriate electronic structure

method, etc). For this reason, it is critical to use experimental data to validate our models. How-

ever, experimental data is very scarce and does not inform about all steps in the chemical cycle.

Consider the follwing rate equation for the simple enzymatic cycle described above:

E +S
k1
�
k−1

ES
k2
�
k−2

EP
k3
�
k−3

E +P (2.1)

where E denotes free enzyme, S free substrate, P free product, ES enzyme-substrate complex, EP

enzyme-product complex, k1 is the rate of substrate binding and ki are the rate constants associated

with each step in the enzymatic cycle. Ideally, there would be experimental values for all ki, but

often only substrate affinity and kcat are determined. kcat is the combined kinetics of the chemical

step and product release:

E +S
k1
�
k−1

ES kcat−−→ E +P (2.2)

11
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Figure 2.1: Energy surface along conceptual reaction coordinate (toy example). The activation
energy is 8 kcal/mol and the reaction energy is -2 kcal/mol.

The grouping of rate constants is a consequence of the inability to measure certain chemical states

experimentally: the ES and EP states are indistinguishable and the most informative (yet measure-

able) phenomena is the increase in product P concentration as the reaction proceeds. In chapters 6

and 7 we studied the chemical step of enzymes and compared our results with kcat values. Under

such circumstances kcat defines a maximum possible value for the free energy of activation (see

next section).

2.2 Transition State Theory

According to Transition State Theory (TST) chemical reactions proceed through an intermediate

structure between reactants and products called the transition state (TS). Structural characteriza-

tion of transition states depends on the definition of reaction coordinate, which is the minimal

set of degrees of freedom associated with breaking and forming bonds, typically expressed as a

function of interatomic distances. The transition state is the structure of higher energy along the

reaction coordinate has minimum energy along any other coordinate: it corresponds to a saddle

point in the energy surface. Characterization of TS structures can take place in both potential and

free energy surfaces: the method we employed in chapters 6 and 7 uses potential energy surfaces

to find transition states.

The free energy difference between TS and reactants is called the free energy of activation

∆G‡, which is 8 kcal/mol in figure 2.1. The rate of product formation k depends both on ∆G‡ and

on temperature, as is predicted by the Eyring equation:

k =
kBT

h
e

∆G‡
RT (2.3)

where T is temperature, kB is Boltzmann’s constant, h is Planck’s constant and R is the ideal
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gas constant. The term kBT
h predicts the number of collisions between reacting particles and e

∆G‡
RT

predicts the number of particles with enought kinetic energy to overcome the transition state. This

second term is a consequence of the distribution of kinetic energy as a function of temperature (the

Maxwell-Boltzmann distribution), which is applied to condensed matter (such as enzymes) even

though it was derived for ideal gases. At first sight temperature always increases reaction rate by

(i) increasing the number of collisions in the first term and (ii) increasing the number of particles

with enought kinetic energy to surpass the activation barrier. However, if activation entropy is

too negative (the number of states associated with the transition state is small), an increase in

temperature will increase the free energy barrier because ∆G‡ = ∆H‡− T ∆S‡. Generally, the

reaction rate increases with temperature.

2.3 Electronic Structure Methods

2.3.1 The Behaviour of Electrons

Molecules are made of protons, neutrons and electrons. Protons and neutrons form the nucleus of

atoms and are often treated classically in computational chemistry, i.e. the nucleus is described by

charge and mass. While this may seem a severe approximation to the quantum nature of protons

and neutrons, it is reasonable for the majority of chemical systems. Electrons, on the other hand,

cannot be described classically and its behavior is described by a wave function instead. The wave

function Ψ is complex-valued and depends on spatial and spin (ω) coordinates: Ψ(x,y,z,ω) or

simply Ψ(~r,ω).

Born’s interpretation of the wave function dictates that the probability of finding an electron

in a given part of space is the integral of |Ψ|2 over that space. Since the probability of finding the

electron everywhere must be 100%, the following rule applies:
∫∫∫

∞

−∞
|Ψ(x,y,z)|2 dx dy dz = 1.

The majority of studies in the field of computational chemistry use the time-independent

Schrödinger equation, which ignores the evolution of quantum states over time and also the Born-

Oppenheimer (BO) approximation where nuclei are assumed to move orders of magnitude slower

than electrons allowing electrons to be permanently equilibrated around nuclei positions. The

electronic hamiltonian Ĥelec effectively formalizes the BO approximation by ignoring the kinetic

energy of nuclei for the calculation of electronic wavefunction:

Ĥelec =
n

∑
i=1
−1

2
∇

2
i +

n

∑
i=1

K

∑
k=1

−Zk

|~ri−~rk|
+

n

∑
i=1

n

∑
j>i

1
|~ri−~rk|

+
K

∑
k=1

K

∑
l>k

ZkZl

|~rk−~rl|
(2.4)

where the first term sums kinetic energies of n electrons, the second term is the electrostatic in-

teraction between n electrons and K nuclei, the third term is the repulsion between electrons and

the fourth term is the repulsion between nuclei. Z denotes atomic number. The indices i and j run

over electrons while k and l run over nuclei. Denominators |~ra−~rb| correspond to the distance

between particles a and b. Due to the wavefunction description of electrons, the distance between
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electrons and other particles is integrated over the probability density |Ψ(~r)|2. Note that Ĥelec is

expressed in atomic units so the physical constants are unitary.

Electrons are fermions and obey Fermi-Dirac statistics, i.e. two electrons cannot occupy the

same quantum state simultaneously. This property is often stated as the Pauli exclusion principle

or the antisymmetry requirement, and dictates restrictions to the mathematical description of a

multi-electron wavefunction. The alternative to Fermi-Dirac statistics is Bose-Einstein statistics

used to describe particles that can occupy the same quantum state (bosons), such as photons and

α-particles (He2+). Fermi statistics imply that we cannot express the wavefunction of multiple

electrons as a simple product of the individual wavefunctions (known as the Hartree product). The

(incorrect) Hartree product for two particles looks like:

Ψ(r1,r2) = Ψ1(r1)Ψ2(r2) (2.5)

which is incorrect because it does not obey the antisymmetry rule, which dictates that the multi-

particle wavefunction changes sign if any two fermions exchange position:

Ψ(r1,r2) =−Ψ(r2,r1) (2.6)

A mathematical description that obeys the anti-symmetry rule is accomplished by a Slater deter-

minant:

Ψ(r1,r2) =
1√
2

∣∣∣∣∣Ψ1(r1) Ψ2(r1)

Ψ1(r2) Ψ2(r2)

∣∣∣∣∣= 1√
2
(Ψ1(r1)Ψ2(r2)−Ψ1(r2)Ψ2(r1)) (2.7)

which respects the anti-symmetry requirement (equation 2.6). Therefore, it is used in elec-

tronic structure methods. This description of the wavefunction complicates the electron repulsion

term (third term in eq. 2.4) by making impossible to dissociate one-electron wavefunctions from

the total wavefunction. Electron-electron repulsion is the bottleneck in electronic structure calcu-

lations.

2.3.2 Basis Sets

Basis sets are pre-calculated solutions for the schrödinger equation. They are based on exact solu-

tion of the Schrödinger equation for one electron and are centered on atomic nuclei. In Molecular

Orbital (MO) theory, electrons can occupy orbitals that run over entire molecules. In order to build

molecular orbitals, atom-centered orbitals are used as building blocks in an approach called Lin-

ear Combination of Atomic Orbitals (LCAO). The alternative to MO theory is Valence Bond (VB)

theory, where orbitals are confined to individual atoms or covalent bonds as depicted by single

Lewis structures (several individual Lewis structures are required to properly describe molecules).

In chapters 6 and 7, we used Pople basis sets which are Gaussian-type orbitals. The numencla-

ture is X-YZg. In this case, ‘X’ is the number of Gaussian functions for the core orbitals, and ‘Y’

and ‘Z’ represent the number of gaussian functions for the inner and outer parts of valence orbitals,
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respectively. Since valence orbitals are separated into inner and outer parts the basis set is called

double-zeta. An example of a widely used double-zeta basis set is 6-31G. Valence orbitals can be

described with further detail by using a triple-zeta approach (X-YZWg). An example would be

6-311G.

Basis sets can be complemented by additional functions that allow molecular orbitals to better

adapt to their environments. Diffuse functions are less concentrated on the atomic center and are

introduced by the ‘+’ sign, as in 6-31+G for heavy atoms or 6-31++G for both heavy atoms and

hydrogens. Polarization functions can also be added for heavy atoms and hydrogens separately:

examples are 6-31G(d) which adds one set of d functions to heavy atoms or 6-311G(3df,2p) which

adds 3 sets of d functions and one set of f functions to heavy atoms in addition to two sets of p

functions to hydrogens.

2.3.3 Hartree-Fock

The Hartree-Fock method approximates the third term in equation 2.4 by calculating the wave-

function of each individual electron in the mean electric field created by the remaining electrons.

When the wave function of the ith electron is optimized in the mean field created by all other

electrons, the mean field perceived any other electron j 6= i changes. Therefore, one has to iterate

several times until all one-electron wavefunctions change no more, i.e. they are consistent with

the field they create. For this reason, the Hartree-Fock method is also known as the Self Consis-

tent Field (SCF) method. For the case of closed shell (all orbitals are doubly occupied) the Fock

operator for the ith electron is:

F̂(i) =−1
2

∇
2
i −

K

∑
k=1

Zk

|~ri−~rk|
+

N

∑
j=1

[2Ĵ j(i)− K̂ j(i)] (2.8)

where the first term is the kinetic energy of electron i, the second term is the electrostatic inter-

action between the ith electron and K nuclei, N is the number of doubly occupied orbitals, Ĵ is

the coulomb operator that calculates the electrostatic interaction between the ith electron and the

average field created by j 6= i electrons and K̂ is the exchange operator that calculates the energy

associated with exchange of electrons.

Optimization of the electronic wavefunction aims at finding the lowest energy possible for a

given set of nuclear coordinates. According to the variational principle, incorrect wavefunctions

always give an energy higher than that associated with the exact wavefunction. Therefore, there

is no risk of finding an electronic structure with lower energy than the exact wavefunction (as it

would be calculated by the Schrödinger equation).

The difference between Hartree-Fock energy and the exact energy of a single-determinant

wavefunction is known as dynamic correlation energy. It corresponds to the error created by opti-

mizing one-electron wavefunctions in the mean electric field of other electrons. Static correlation

energy can be recovered by describing the total wavefunction with multiple Slater determinants.
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2.3.4 Density Functional Theory

Density Functional Theory (DFT) consists in using electron density instead of an explicit multi-

electron wavefunction. Electron density ρ(~r) is simply the density of electrons at each point in

space — it’s 3-dimensional because~r = (x,y,z). On the other hand, the exact electronic wavefunc-

tion Ψ(e1,e2, ...,eN) is 3N-dimensional because each electron has three spatial coordinates (plus

spin coordinates). The electron density can be computed from the electronic wavefunction:

ρ(~r) = 2
N

∑
i=1

Ψ
∗
i (~r)Ψi(~r) (2.9)

where N is the number of doubly occupied orbitals. A significant amount of information about

individual electrons is neglected when electron density is used. However, Hohenberg and Kohn

proved that the wavefunction is a unique functional of the electron density, i.e. it is possible to

recover the exact 3N-dimensional wavefunction from the 3-dimensional electron density. There-

fore, all molecular properties that can be computed from the wavefunction can also be computed

from the density.

The energy of a molecule in DFT is calculated by a formalism similar to the electronic Hamil-

tonian (equation 2.4): there is a term for the kinetic energy of electrons, a term for electron-nuclei

attraction, a term for nucleus-nucleus repulsion and a term for electron-electron repulsion, all a

adapted to deal with electron density instead of a multi-electron wavefunction. In addition, there

is an exchange/correlation term VXC, which attempts to predict the energy that arises from elec-

tron correlation and from the exchange interaction. These predictions are based on the expected

electron correlation/exchange found in a homogenous electron gas. There are different formalisms

for calculating VXC energies from the electron gas, leading to a wide variety of DFT functionals.

Hybrid functionals — such as B3LYP [49] — incorporate a percentage of Hartree-Fock energy

into the VXC term (namely the exchange energy, which has an exact formalism in Hartree-Fock).

Because of these approximations, DFT fails for highly correlated systems.

There is a wide variety of DFT functionals which use different variations of the VXC term.

It is known that B3LYP is likely to provide reasonable results for calculating various properties

in different systems, but benchmark studies are important to identify well suited functionals for

particular purposes [50].

2.4 Molecular Mechanics

Molecular mechanics describe the behaviour of molecules in condensed and gas phase using a

classic description where each atom is represented by a particle with attributes (partial charge and

vdW parameters). The topology of molecules is described by parameters for bonds, angles and di-

hedrals. In mainstream forcefields such as AMBER [51], GROMOS [52] OPLS [53] the topology

of molecules remains unaltered through the simulation (no breaking or forming of covalent bonds).



2.4 Molecular Mechanics 17

Exceptions are reactive forcefields such as the empirical valence bond (EVB) [54] approach which

has been extensively used to study enzymatic catalysis.

Most forcefields have been validated and parameterized for proteins and DNA. Mainstream

forcefields for general organic chemical space are GAFF [55] and OPLS-AA [56]. Partial atomic

charges are derived from the electronic structure, tipically with RESP [57] or AM1-BCC [58, 59].

The most used waters models (TIP3P and TIP4P) have been parameterized to reproduce properties

of water such as the density profiles over temperature [60].

2.4.1 Non-Bonded Interactions

Non-bonded interactions refer to van der Waals (vdW) and electrostatics. Hydrogen bonds are

described within the general framework of electrostatics — the interaction energy depends on the

partial charges of the interacting atoms. Older versions of the AMBER forcefield used a 12-10

Lennard-Jones potential, similar to the 12-6 potential used for vdW interactions. The AutoDock

scoring function inherited this 12-10 potential and added a directional component which decreases

the interaction energy if the orientation between acceptor and donor deviates from the optimal

geometry.

Non-bonded interactions are calculated between all pairs of atoms wich are not bound to each

other. Atoms separated by two covalent bonds (1-3 interactions) are also discarded. 1-4 interac-

tions (separated by three bonds) are taken into account but are scaled by a factor of 0.5 (tipically).

A 12-6 Lennard Jones potential is used to describe vdW interactions between atoms i and j at

distance ri j:

EvdW
i j (ri j) = εi j

[(
Ri j

ri j

)12

−2
(

Ri j

ri j

)6
]

(2.10)

where εi j is the well depth (the interaction energy at equilibrium distance) and Ri j is the equi-

librium distance. The well depth of the interaction between two atoms is the geometric mean

of individual atomic parameters εi j =
√

εiε j while the equilibrium distance of the interaction is

calculated as the aritmetic mean: Ri j =
1
2 (Ri +R j).

The electrostatic energy between two atoms with partial charges qi and q j is calculated by

Coulomb’s law:

Eelec
i j (ri j) =

qiq j

4πε0ri j
(2.11)

where ε0 is the electric permitivity of vaccum and ri j is the distance between atoms i and j.

2.4.2 Bonded Interactions

Bonded interactions refer to potentials describing atoms separated by 1, 2 or 3 bonds, which are

refered to as 1-2, 1-3 and 1-4 interactions, respectively, or alternatively as bonds, angles and

dihedrals.
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Bonds between two atoms are described by a harmonic potential which takes the form:

Ebond
i j (ri j) = ki j (ri j−Ri j)

2 (2.12)

where ri j is the distance between atoms i and j, Ri j is the equilibrium distance for the bond and

ki j quantifies the rate of increase in potential energy as the interatomic distance deviates from Ri j.

Angles are described by an identical formalism:

Eangle
i jk (θi jk) = ki jk

(
θi jk−θ

eq
i jk

)2
(2.13)

where θi jk is the angle between atoms i, j and k, θ
eq
i jk is the equilibrium angle and ki jk quantifies

the rate of increase in potential energy as the θi jk deviates from θ
eq
i jk.

Dihedral angles describe the energy profile associated with rotation of a bond. Four atoms a,

b, c and d are necessary to define a dihedral angle θabcd — the rotating bond is that between the

central atoms b and c. The energy of the dihedral is calculated as follows:

Edihedral
abcd (θabcd) =

kabcd

2
[1+ cos(nθ − γ)] (2.14)

where kabcd is the height of barriers opposing rotation, n is the periodicity (number of local minima

over a 360◦ rotation) and γ sets the position of local minima with respect to 0◦. Dihedral angles are

also used to describe the planarity of atom with three substituents, in which case they are refered to

as ‘improper’ dihedrals. As an example, the planarity of amide bonds and the pyramidal geometry

of amines are described by improper dihedrals.

2.5 QM/MM: ONIOM

Enzymes are large molecules, but the chemical step occurs at a specific location within the active

site. Therefore, it is not necessary to calculate the electronic structure of all enzyme atoms. Nev-

ertheless, atoms surrounding the reactive region may contribute to the chemical step by providing

a pre-organized electrostatic environment that stabilizes the transition state, and by imposing sig-

nificant spacial restraits on the reactive region. Thus, it is appealing to use quantum mechanics

(QM) exclusively for atoms whose electron structure varies significantly along the reaction, and

molecular mechanics (MM) for the remaining atoms.

The ONIOM approach is a scheme to combine QM with MM. ONIOM stands for Our own

N-layered Integrated molecular Orbital and molecular Mechanics. Typically, systems are divided

in two layers, one that uses a QM method (high layer) and another with a MM description (low

layer). The entire system (both layers) is called the ‘real system’, and the high layer is also known

as ‘model system’. The ONIOM energy for two layers is calculated as follows:

EONIOM = Ehigh layer
QM +Ereal system

MM −Ehigh layer
MM (2.15)
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The boundary between layers correspond to covalent bonds being cut: only one atom remains

in the high layer. The missing atom (from the high layer) is replaced by a hydrogen, allowing the

calculation of a meaningful electronic structure and therefore a reasonable energy value for the

model system (Ehigh layer
QM ). The cut between layers is preferably made at single bonds in order to

minimize errors.

There are two major variations to calculate the electrostatic interaction between high and low

layers: electrostatic embedding and mechanical embedding. In electrostatic embedding atomic

partial charges contribute the electrostatic potential where electronic wavefunctions are optimized

— the electronic structure is effectively modified by the low layer. The electrostatic interaction

between layers appears in the Ehigh layer
QM term in eq. 2.15. In mechanical embedding, the electronic

structure is calculated in vaccum (low layer atoms are absent), and atomic partial charges are

assinged to QM atoms based on the calculated electronic structure. The interaction energy is

calculated classically and appears in the Ereal system
MM term.

Overall, QM/MM approaches are useful to study the importance of electrostatic effects when

the system is too large to model with an electronic structure method and also to provide a realistic

environment that guarantees that reacting atoms remain in a conformation that does not collide

with the enzyme. This also has the property of exposing the conformational landscape of en-

zymes: in chapters 6 and 7 we used the ONIOM method to demonstrate that the chemical step

can only occur at certain enzyme conformations where specific enzyme-substrate interactions take

place. This has implications for our understanding of enzyme catalysis because it emphasizes that

transition state stabilization varies over time.
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In this work I ran all experiments, analyzed results and wrote parts of the paper.

3.1 Abstract

Zinc is present in a wide variety of proteins, and is important in the metabolism of most organ-

isms. Zinc metalloenzymes are therapeutically relevant targets in diseases such as cancer, heart

disease, bacterial infection and Alzheimer’s disease. In most cases a drug molecule targeting such

enzymes establishes an interaction that coordinates with the zinc ion. Thus, accurate prediction

of the interaction of ligands with zinc is an important aspect of computational docking and virtual

screening against zinc containing proteins. We have extended the AutoDock forcefield to include

a specialized potential describing the interactions of zinc-coordinating ligands. This potential de-

scribes both the energetic and geometric components of the interaction. The new forcefield, named

AutoDock4Zn, was calibrated on a dataset of 292 crystal complexes containing zinc. Re-docking

experiments show that the forcefield provides significant improvement in performance in both free

energy of binding estimation as well as in root mean square deviation from the crystal structure

pose. The new forcefield has been implemented in AutoDock without modification to the source

code.

3.2 Introduction

Zinc is present in numerous biological structures, and is found in virtually all aspects of metabolism

across multiple species[62]. It can play a structural role as in zinc finger proteins, the most preva-
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lent proteins in eukaryotic genomes [63], and is present in all enzyme classes [64], usually in

the form of coordinated Zinc(II) or Zn2+ ion. Zinc metalloenzymes are therapeutically rele-

vant targets in many diseases, like heart disease[65], cancer[66, 67], bacterial infections[68] and

Alzheimer[69, 70]. In most cases, a drug molecule establishes coordination bonds with the zinc

ion [71] present in the protein, thus, an accurate description of this interaction is crucial for drug

design.

To properly model the zinc coordination interactions, two issues should be addressed: the

coordination geometry and the interaction strength.

Most forcefields describe metal coordination using descriptions derived from the original Stote

and Karplus nonbonded model[72], where the interaction is described using Lennard-Jones and

Coulomb potentials. This description relies on assignment of partial charges [72, 73, 74], and thus

accuracy becomes strongly dependent on the choice of charge model. Also, an electrostatic model

based on the filled valence orbital of the Zn2+ ion fails to explain the prevalence of histidine and

cysteine over the more electronegative carboxylate groups of glutamate and aspartate as the most

frequent zinc coordinating residues [75, 76, 77, 78].

Moreover, some high potency inhibitors coordinate Zn2+ via uncharged nitrogens with elec-

tron lone pairs, such as those found in sulfonamides [79] and imidazoles [67] (see figure 3.13), that

seem to interact more strongly than negatively charged nitro groups[68]. Recently, DFT calcula-

tions were used to calibrate a nondirectional zinc coordination forcefield independent of atomic

partial charges[80].

Polarization and charge transfer models[81, 82, 83] could provide a more accurate description,

although their computational complexity makes them unsuitable for dockings, which typically

involve a large number of energy estimations over the course of the calculation.

The coordination geometry issue is addressed differently by bonded and nonbonded models. It

has been recently demonstrated that zinc exhibits a strong preference for the tetrahedral geometry,

with some of the previously observed variability in coordination spheres being artifactual [78].

Bonded models, such as the Zinc AMBER Force Field [84], describe the tetrahedral coordination

with harmonic potentials and angle terms for an explicit bond that provides directionality. Due to

the requirement of the explicit bonds where ligands coordinate with zinc, bonded models are not

suitable for docking calculations.

In nonbonded models, few forcefields provide directional potentials. Two examples that do

are the cationic dummy atom model [66] and the scoring function implemented in FlexX[85].

However, in this latter case, while improving coordination geometry accuracy, no improvements

in binding energy prediction were reported.

To be suitable for docking, and virtual screens in particular, modelling the interaction with zinc

must provide a description of the geometry that is computationally efficient, and good accuracy in

the estimation of the interaction strength.

In this paper, we report the development of a directional, charge-independent model for zinc-

coordination forcefield for AutoDock4 which provides higher accuracy than the standard force-
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field. Interactions are modeled independently for different atom types, providing specific poten-

tials for each one.

Over the years, AutoDock and its forcefield were modified by us and others to improve scor-

ing of low affinity ligands[86] or to obtain a scoring function tailored to specific targets, like

kinases[87]. Other methods added new features, like receptor flexibility models[88, 89], flexi-

ble macrocycle docking[90] and docking with waters[44]. The highly customizable architecture

of the program allows implementation of substantial modifications relatively easily, and without

requiring source code changes.

3.3 Methods

To implement the new zinc-coordination model, first we identified a dataset of high-quality com-

plexes for which experimental affinity values had been determined. The dataset analysis enabled

determination of the parameters for geometrical terms that were then calibrated to fit within the

AutoDock forcefield. The new forcefield, named AutoDock4Zn, was then cross-validated on the

dataset.

3.3.1 Dataset creation

To design the new forcefield, a suitable set of zinc metalloprotein-ligand complexes was defined.

The ligands cover a wide range of structure diversity and binding affinity, thus providing an opti-

mal calibration set for generic applicability of the forcefield for drug design.

In order to build the dataset, the Binding MOAD [91] was filtered using the following criteria:

a) presence of at least one zinc ion; b) experimentally determined inhibition (Ki) or dissociation

(Kd) constants; c) no alternate conformation or missing atoms for the ligand and d) no alternate

side chain conformations in receptor residues within 5 Å from any ligand atom. This filtering led

to a set of 510 complexes, which were downloaded from the Protein Data Bank[92].

These complexes were then analyzed to isolate and characterize the zinc coordination geome-

try within the receptor and its interaction with ligands. Each complex was classified accordingly

to the the number of receptor (r) and ligand (l) atoms within coordination distance (≤2.8 Å for

sulfur atoms, ≤2.5 Å for all others) from the zinc ion[85], and denoted as Znr,l .

A specific treatment was used to analyze the coordination geometry of carboxylic acids. Car-

boxylic acids from aspartate or glutamate side chains have been described to coordinate zinc

mainly with bidentate, monodentate, syn or anti modes. However, it has been demonstrated that

carboxylate groups can adopt any coordination geometry ranging between mono- and bidentate

[93, 94], which is poorly described by a discrete classification scheme. To address this issue,

carboxylic acid groups on receptors were always considered as monovalent and represented by a

weighted average of the position of the two coordinating oxygens (see figure 3.1); the method used

to calculate the weighted average for carboxylic acids is described in the Supporting Information.

The distribution of different coordination geometries is summarized in table 3.1. The most

represented coordination geometry in our data set is the tetrahedral one (Zn3,1, Zn4,0), that was
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Figure 3.1: Definition of carboxyl group average atom. Details about the methods are reported in
Supporting Information.

indeed found to be the most common in biological systems[78]. Other geometries, like five-

(Zn4,1, Zn3,2) and six-coordinated (Zn3,3, Zn4,2), were also found, but were much rarer.

Complexes where ligands were not directly involved in zinc coordination (i.e., l = 0) were

discarded. This included also Zn4,0 cases, where zinc plays a structural role helping protein

folding[76, 75], coordinating four cysteine side chains. Some of the Zn4,0 cases were misclassi-

fied as Zn2,0 because the zinc ion bridges two monomeric units that were split during the analysis

process.

Geometries where receptor atoms were not involved, or only partially involved in zinc interac-

tions (0≤ r≤ 2) were also discarded upon visual inspection. In particular, the Zn0,0 class contains

complexes where Zn is used as an aid in crystallization and has no biological significance, sur-

rounding the protein structures often in large number and at toxic concentrations[78]. Finally,

5 complexes involving serine protease inhibitors from Zn2,2 class, were discarded because zinc

is known to be recruited transiently as co-inhibitor only, and it is not consistently present in the

binding site[95].

This left four coordination classes, Zn3,1, Zn3,2, Zn3,3, Zn4,1, Zn4,2, resulting in a calibration

set of 292 unique complexes. A summary of ligand properties in the set is shown in figure 3.2.

For complexes where the tetrahedral coordination geometry is possible (Zn3,x), we analyzed

the distribution of the ligand atoms coordinating zinc, using the AutoDock atom types: NA (nitro-

gen HB acceptor), N (nitrogen non-HB acceptor), OA (oxygen HB acceptor) and SA (sulfur HB

acceptor). The ideal zinc tetrahedral geometry was calculated with respect to the averaged posi-

tion of receptor atoms. The tetrahedral plane was defined as the plane calculated between average

coordinating receptor atoms and the zinc atom (figure 3.7).

Table 3.1: Number of Znr,l classes for each zinc ion found in the initial data set. Complexes with
at least one the classes in bold were selected for the final dataset

Znr,l
l

0 1 2 3

r

0 14 3 1 0
1 56 1 0 0
2 72 2 5 0
3 57 244 43 3
4 214 12 15 0
5 8 0 0 0
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Then, we measured the deviation of ligand atoms from the ideal position in the tetrahedral

geometry, defined as the angle between the vector Zn-ligand atom and the tetrahedral plane.

In figures 3.3, 3.4, 3.5 and 3.6 are shown the tridimensional scattering coordinating ligand

atoms with respect to the tetrahedral zinc (a,b), and their angle deviations (c). More details about

the alignment method and analysis are reported in Supporting Information.

The deviations analysis showed that nitrogen HB acceptor (NA) is consistently found very

close to the ideal position (> 80% within ≤ 10◦, figure 3.3). On the other hand, the placement of

nitrogen non-HB acceptor (N), and oxygen (OA) and sulfur (SA) is less well defined, appearing to

be dependent solely on the accessibility of the zinc atom in the receptor (figures 3.4, 3.5, and 3.6).

3.3.2 New forcefield

The standard AutoDock forcefield supports several ligand-metal interactions[96]. Similar to all

other pairwise interactions in the forcefield, the interaction between ligand atoms and metals con-

tained in the receptor is described mainly by van der Waals (∆HvdW ) and Coulomb electrostatic

(∆Helec) terms, and to a smaller degree, by the desolvation term (∆Gdesolv). This approach has

several limitations. First, the van der Waals equilibrium distances for the atoms involved in zinc

coordination are significantly larger than the coordination distances[74, 80] (i.e., for nitrogen, the

vdW equilibrium distance is 2.49 Å, compared to coordination distance of 2.0 Å). Second, due

to the lack of a specialized terms for the metal coordination, directionality is not accounted for.

Finally, while the electrostatic term is very effective in describing interactions involving partial

charges, it makes the energy function highly sensitive to strongly charged groups, such as met-

als with formal charges. Also, in the Gasteiger[97] charge model used in AutoDock[96], oxygen

atoms are systematically assigned a more negative charge than nitrogen and sulfur, thus resulting

in the prefered candidates for chelating positively charged metal. While this approach is accurate

enough for magnesium ion interactions, it is not sufficient to properly describe zinc coordination

preferences.

From our data set analysis, we found that the coordination of zinc requires a specialized treat-

ment, so we modified the standard AutoDock forcefield. The standard forcefield includes the

following terms (eq. 3.1)[96]:

FEB =Wvdw(vdW )+Whb(Hbond)+Welec(Elec)+Wsol(Desolv)+Wtor(TorsDoF) (3.1)

where the Free Energy of Binding (FEB) is calculated as a sum of van der Waals (vdW ), hydrogen

bond (Hbond), Coulomb electrostatic (Elec), desolvation (Desolv) and ligand torsional entropy

(TorsDoF); each term is weighted by a specific value (Wterm) estimated using a linear regression

model.[96] To extend the forcefield, we first disabled the electrostatic potential for zinc by setting

its partial charge to zero. Then, the pairwise interactions of each atom types involved in zinc

coordination was defined as a new potential energy term. For N, OA and SA atom types, spherical

potentials VZn,N,, VZn,OA and VZn,SA were defined to reflect the known coordination distances, by
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adapting the van der Waals potential in the AutoDock forcefield (eq. 3.2):

Vi j = εi j

[(ri j

r

)12
−2
(ri j

r

)6
]

(3.2)

The pairwise equilibrium distance ri j between zinc and N, OA and SA atom types was set to 2.0,

2.1 and 2.25 Å, respectively, and independent ε well-depth values were estimated. Spherical po-

tentials are particularly suitable for accurately reproducing hydroxamate coordination geometries[98,

99].

For the NA type a new directional tetrahedral potential VT Z,NA was defined and the interaction

with zinc was splitted in two separate components. The repulsive component is mediated by the

zinc atom, while the attractive component is mediated by a new pseudoatom TZ that has been

added to the standard forcefield table[100]. The pseudoatom interacts only with NA, therefore

no interaction is defined with any other atom type. The pseudoatom is added in the receptor

structure for all complexes where the tetrahedral coordination geometry is present, i.e., all Zn3,x

classes, where only three receptor atoms are coordinating zinc. The pseudoatom is placed at

the unoccupied vertex of the tetrahedral geometry, located at the optimal coordination distance

for nitrogen (ri j = 2.0 Å) (figure 3.7(a)), and an attractive 12-6 potential with a corresponding

ε is defined (figure 3.7(b)). Finally, the zinc-hydrogen pairwise interaction was eliminated to

prevent clashes that would interfere with the proper interaction between groups like sulfonamide

-NH2, or hydroxyl, with zinc. This allows ligands to establish the proper coordination interaction

independent of the orientation of the hydrogen with respect to the heavy atom.

Therefore, the following potential was added to eq. 3.1:

ZincCoord =VT Z,NA +VZn,N +VZn,OA +VZn,SA (3.3)

and the FEB becomes the linear combination of the five standard AutoDock terms plus the new

zinc coordination pairwise potential.

All modifications to the AutoDock forcefield were made by adapting the forcefield table and

parameter files, without source code modifications. The details of the implementation are de-

scribed in the Supporting Information.

The ε values for eq. 3.3 were then calibrated independently from each other and from the

other terms in equation 3.1.

3.3.3 Calibration protocol

The new forcefield was calibrated with an iterative least squares scheme. Initial attempts to cali-

brate combined terms from eq. 3.1 and 3.3 led to performance degradation in non-zinc complexes.

Optimization of different term combination were tried, and best results were obtained by optimiz-

ing only terms in eq. 3.3, while keeping the standard terms (eq. 3.1) unmodified.

The calibration protocol consisted of the following steps: a) crystallographic structures of the

ligands were minimized with the current version of the forcefield, using Solis-Wet local search
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implemented in AutoDock[96]; b) unweighted terms were calculated from minimized structures;

c) a regression model was built; d) weights from the new regression model were used in the next

minimization step. The protocol iterated through steps c and d five times to achieve convergence;

stable weight values were achieved after the first two iterations.

Initial calibration results and cross-validation tests showed that no statistical significance could

be achieved for the VZn,N term. This is likely due to insufficient experimental data for the N atom

type. Therefore, standard forcefield term for this interaction (i.e. van der Waals) was restored,

while keeping the correct equilibrium radius (2.0 Å) identified in the analysis. Then the calibration

was repeated omitting the VZn,N term from eq. 3.3. Final forcefield weights were selected from the

last iteration, with a residual standard error was 2.804 kcal/mol. Final coefficients and extended

analysis of the iterative calibration are described in the Supporting Information.

3.4 Results and Discussion

Predictive capabilities of the regression model were assessed with 5-fold cross-validation. The

dataset was divided in five bins containing an approximately uniform distribution of ligand atom

types coordinating zinc, then re-docking calculations were performed. Cross-validation dock-

ing results are summarized in table 3.2. Details on docking preparation and RMSD calcula-

tions are available in Supporting information. Reproducing proper metal-coordination geome-

tries and accurate energy estimations are notoriously difficult, especially for zinc[101]. Perfor-

mance of AutoDock4Zn was evaluated accordingly to three different criteria: FEB estimation

error, ligand pose RMSD calculated on all heavy atoms, and deviation from ideal zinc coordi-

nation geometry. Overall, the new AutoDock4Zn forcefield performed significantly better than

Table 3.2: Cross-validation of docking performances and FEB estimation accuracy

FEB error (kcal/mol) RMSD (Å) RMSDZn (Å)
<1.0 <2.0 <3.0 <2.0 <2.5 <1.0 <1.5

AutoDock4Zn 32% 64% 81% 45% 51% 75% 80%
AutoDock4 18% 34% 53% 36% 42% 33% 46%

Vina 20% 38% 64% 45% 52% 37% 52%

both standard AutoDock and Vina forcefields. These forcefields provide roughly the same pre-

diction errors in FEB estimations, while AutoDock4Zn consistently improved success rate (+50%

with < 1.0 kcal/mol) (figure 3.8). The new forcefield also improves RMSD accuracy over the

standard AutoDock forcefield in pose prediction accuracy (RMSD), producing results comparable

with Vina (figure 3.9). Not surprisingly, a remarkable improvement was achieved in reproducing

the proper zinc-coordination geometry (RMSDZn), where AutoDock4Znoutperforms the two other

forcefields by a large amount (+127% success rate < 1 Å, figure 3.10).

The use of specific potentials for describing the interaction is the main factor responsible for

such an improvement, as showed by re-docking experiments.
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Table 3.3: Docking performances and FEB estimation accuracy on NEP (1r1j)

FEB error (kcal/mol) RMSD (Å) RMSDZn (Å)
AutoDock4Zn +0.74 1.21 1.04
AutoDock4 +1.76 4.85 6.38

Vina +4.68 9.19 4.78

3.4.1 Examples

In some cases, where sulfur is directly involved in coordinating zinc, neither AutoDock4 nor

Vina forcefields were able to establish the proper interactions between the ligand and the zinc

ion. A key example of is provided by re-redocking results of a potent inhibitor of neutral en-

dopeptidase (NEP)[102] in the crystallographic complex with the PDB Id 1r1j (figure 3.11). Re-

sults are summarized in table 3.3. Both AutoDock4 and Vina predicted zinc to be coordinated

by the carboxylate group, resulting in a misalignment of the ligand with respect to the receptor.

The AutoDock4Zn, on the other hand, predicted the proper coordination by sulfanyl and carbonyl

groups and provided more accurate FEB estimation. Similar results were found when re-docking a

potent aryl sulfonamide TACE inhibitor in the crystallographic complex with PDB Id 1oi0 (figure

3.12). The increase in docking pose prediction and accuracy in the coordination geometry inden-

tification resulted in a more precise FEB estimation (table 3.4). It must also be noted also that

no performance degredation was found when docking compounds without ligand-zinc interactions

using the new forcefield. Improvements provided by AutoDock4Zn makes it suitable for virtual

screening campaigns involving zinc.

3.5 Conclusions

We extended the standard AutoDock forcefield to include a specialized potential describing in-

teractions of zinc-coordinating ligands. The potential has a description for both energetic and

geometric components of the interaction

The new forcefield, named AutoDock4Zn, was calibrated on 292 complexes containing zinc

using an iterative linear regression model. Re-docking experiments showed that the forcefield pro-

vides a considerable improvement in performance when compared to both standard AutoDock4

and Vina forcefields. Improvements are particularly relevant in the accuracy of FEB estimations,

as well as in reproducing the proper coordination geometry. In fact, AutoDock4Zn provides a sig-

nificant advantage when docking zinc-coordinating ligands, as shown in the examples described.

Table 3.4: Docking performances and FEB estimation accuracy on TACE (2oi0)

FEB error (kcal/mol) RMSD (Å) RMSDZn (Å)
AutoDock4Zn +0.33 2.10 0.65
AutoDock4 +1.56 7.98 11.43

Vina +2.50 2.34 5.03
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Table 3.5: Docking performances and FEB estimation accuracy on farnesyltransferase (1s63)

FEB error (kcal/mol) RMSD (Å) RMSDZn (Å)
AutoDock4Zn +0.07 0.68 0.34
AutoDock4 +3.52 7.62 7.78

Vina +2.93 0.50 0.54

Due to the fully-configurable nature of AutoDock4, the new potential was implemented by

modifying the standard forcefield tables and few Python helper scripts available at http://autodock.scripps.edu/.

Moreover, the potential itself does not add any overhead to the docking calculation. There

is no increase in the search complexity nor in the computational power requirement, therefore

docking speed is completely unaffected. Also, performance on dockings not involving zinc-

coordination are unchanged. Therefore, accuracy increase and lack of computational overhead

make the AutoDock4Zn suitable for virtual screening campaigns, particularly when coordination

of zinc is important.
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(a) (b)

(c) (d)

(e)

Figure 3.2: Summary of the distributions of ligand properties in the final dataset: molecular weight
(a), LogP (b), number of heavy atoms (c), torsional degrees of freedom (d), experimental free
energy of binding (e)
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(a) (b) (c)

Figure 3.3: Distribution of 137 NA atom types coordinating zinc: (a) perspective projection;
(b) top view; (c) angle histogram. Atoms are shown as spheres: receptor atoms (black), zinc
(green); NA atoms (blue). Tetrahedral geometries are colored in gray; tetrahedral plane is shown
as semitransparent polygon; pseudoatom location is shown as wireframe sphere.

(a) (b) (c)

Figure 3.4: Distribution of 15 N atom types coordinating zinc: (a) perspective projection; (b) top
view; (c) angle histogram. Atoms are shown as spheres: receptor atoms (black), zinc (green); N
atoms (blue). Tetrahedral geometries are colored in gray; tetrahedral plane is shown as semitrans-
parent polygon; pseudoatom location is shown as wireframe sphere.

(a) (b) (c)

Figure 3.5: Distribution of 151 OA atom types coordinating zinc: (a) perspective projection;
(b) top view; (c) angle histogram. Atoms are shown as spheres: receptor atoms (black), zinc
(green); OA atoms (red). Tetrahedral geometries are colored in gray; tetrahedral plane is shown
as semitransparent polygon; pseudoatom location is shown as wireframe sphere.
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(a) (b) (c)

Figure 3.6: Distribution of 27 SA atom types coordinating zinc: (a) perspective projection; (b)
top view; (c) angle histogram. Atoms are shown as spheres: receptor atoms (black), zinc (green);
SA atoms (yellow). Tetrahedral geometries are colored in gray; tetrahedral plane is shown as
semitransparent polygon; pseudoatom location is shown as wireframe sphere.

(a) (b)

Figure 3.7: Tetrahedral zinc geometry. (a) Ligand and receptor atoms are shown as sticks colored
by atom type. The tetrahedral plane defined by three receptor atoms (black spheres) is determined.
The TZ pseudoatom is located at unoccupied corner of the ideal tetrahedral geometry. Coordina-
tion geometry is calculated on weighted average oxygen positions from carboxylic side chains. (b)
The potential for atom type NA (nitrogen acceptor) is shown as iso-contour surfaces (cyan).
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(a) (b)

Figure 3.8: Comparison of FEB prediction errors of the new forcefield with (a) standard
AutoDock4 forcefield and (b) AutoDock Vina

(a) (b)

Figure 3.9: Comparison of RMSD error of the new forcefield with (a) standard AutoDock4 force-
field and (b) AutoDock Vina

(a) (b)

Figure 3.10: Comparison of RMSD error on zinc coordination geometry of the new forcefield with
(a) standard AutoDock4 forcefield and (b) AutoDock Vina
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(a) AutoDock4 (4.85 Å) (b) AutoDock Vina (9.19 Å) (c) AutoDock4Zn (1.21 Å)

Figure 3.11: Comparinson of re-docking accuracy with 1r1j using (a) standard AutoDock4,
(b) AutoDock Vina and (c) AutoDock4Zn forcefields (RMSD are shown in parentheses). Zinc-
coordinating residues and experimental ligand pose are shown as thin gray sticks; docked poses
are shown as green thick sticks. Hydrogens are not shown for sake of clarity.

(a) AutoDock4 (7.98 Å) (b) AutoDock Vina (2.34 Å) (c) AutoDock4Zn (2.10 Å)

Figure 3.12: Comparison of re-docking accuracy of 2oi0 using (a) standard AutoDock4, (b)
AutoDock Vina and (c) AutoDock4Zn forcefields (RMSD are shown in parentheses). Zinc-
coordinating residues and experimental ligand pose are shown as thin gray sticks; zinc is cyan;
docked poses are shown as green thick sticks. Hydrogens are not shown for sake of clarity.
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(a) AutoDock4 (7.62 Å) (b) AutoDock Vina (0.5 Å) (c) AutoDock4Zn (0.68 Å)

Figure 3.13: Comparison of re-docking accuracy of 1s63 using (a) standard AutoDock4, (b)
AutoDock Vina and (c) AutoDock4Zn forcefields (RMSD are shown in parentheses). Zinc-
coordinating residues and experimental ligand pose are shown as thin gray sticks; zinc is cyan;
docked poses are shown as green thick sticks; the location and the optimal radius of the TZ pseu-
doatom potential is shown as semi-transparent sphere (red). Hydrogens are not shown for sake of
clarity.
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In this work I ran the experiments, analyzed results and wrote most of the paper.

4.1 Preface

This paper results from our efforts to improve the desolvation term in AutoDock. Drug molecules

display a wide variety of chemical groups, thus desolvation terms should be able to quantify the

interaction of different groups with water. For this reason, we worked on the prediction of free

energies of hydration ∆Gsolv
water of the 642 compounds in the FreeSolv-0.32 database [104, 105].

Importantly, we were able to predict the free energy of solvation of carbohydrates with satisfac-

tory accuracy (see section 8.4), an important result as most glucosidase ligands are or resemble

carbohydrates. Furthermore, the number of fitted parameters (atom types) is much smaller in this

work than in other publications, making our model less likely to overfit.

4.2 Abstract

In the context of SAMPL5, we submitted blind predictions of the cyclohexane/water distribution

coefficient (D) for a series of 53 drug-like molecules. Our method is purely empirical and based

on the additive contribution of each solute atom to the free energy of solvation in water and in

cyclohexane. The contribution of each atom depends on the atom type and on the exposed surface

area. Comparatively to similar methods in the literature, we used a very small set of atomic param-

eters: only 10 for solvation in water and 1 for solvation in cyclohexane. As a result, the method

is protected from overfitting and the error in the blind predictions could be reasonably estimated.

37
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Moreover, this approach is fast: it takes only 0.5 seconds to predict the distribution coefficient for

all 53 SAMPL5 compounds, allowing its application in virtual screening campaigns. The perfor-

mance of our approach (submission 49) is modest but satisfactory in view of its efficiency: the root

mean square error (RMSE) was 3.3 log D units for the 53 compounds, while the RMSE of the best

performing method (using COSMO-RS) was 2.1 (submission 16). Our method is implemented as

a Python script available at https://github.com/diogomart/SAMPL5-DC-surface-empirical.

4.3 Introduction

The free energy of solvation ∆Gsolv can be separated in (i) cavitation free energy and (ii) solute-

solvent interaction free energy. The cavitation free energy corresponds to the cost of disrupting

solvent-solvent interactions in order to create a cavity that accommodates the solute. Solute-

solvent interactions include van der Waals interactions and electrostatic interactions. Hydrogen

bonds can be treated separately or within the general framework of electrostatic interactions. The

assumption that cavitation and solute-solvent interaction free energies are additive provides a sim-

ple framework where the balance between these two terms rationalizes observed phenomena.

For example, the hydrophobic effect observed for apolar solutes in water results from the high

cost of forming a cavity (which includes the entropic penalty associated with constrained water

molecules) and lack of counterbalancing strong solute-water interactions.

The solute-solvent interaction energy is mostly determined by the first layer of solvent molecules

and by exposed solute atoms, simply because atoms in close proximity make the largest vdW and

electrostatic contribution (charged buried atoms, such as in transition metal complexes, may be

exceptions to this general rule). Moreover, if the solvent has hydrogen bond donors/acceptors,

only exposed solute atoms can participate in hydrogen bonds with solvent molecules. For this

reason, computational definitions of surface area have found application in the calculation of

solute-solvent interactions, either by applying rigorous electrostatic formalisms as in the Poisson-

Boltzman equation, or simply to estimate the contribution of different solute atoms in empirical

models, as is the case of the present work.

The free energy of solvation of a molecule can be predicted as the sum of the individual

contribution of each solute atom, weighted by its exposed surface area and by an atomic solvation

parameter associated with its atom type [106]. Despite its simplicity, this formalism has been

reported multiple times in scientific publications. Table 4.1 provides a comparison of published

models used to calculate the free energy of solvation in water. Most studies employ a large number

of parameters allowing the model to adhere very well to experimental data. In the work of Boyer

et. al. [107] a total of 84 parameters were fitted, leading to a mean absolute error (MAE) of 1.41

kcal/mol. Other publications report extremely low MAE’s achieving 0.54 kcal/mol by Wang et.

al. [108] and 0.65 kcal/mol by Hou et. al. [109]. However, using a large number of parameters

relatively to the size of the training set makes the model susceptible to overfitting. Ooi et. al.

[110] fitted 7 parameters using only 22 molecules for training, and reported an extremely low

root mean square error (RMSE) for compounds in the training set (RMSE = 0.32 kcal/mol) but a
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Table 4.1: Comparison of quality of fit (training errors) for ∆Gsolv
water for several models found in

the literature and for the one proposed in this work. SAS stands for Solvent Accessible Area and
SES stands for Solvent Excluded Area. MAE stands for Mean Absolute Error and RMSE is the
Root Mean Squared Error, both presented in kcal/mol.

solvent type of partial fitted dataset
radius (Å) surface charges parameters size MAE RMSE

Ooi 1987 [110] 1.4 SAS - 7 22 — 0.32
Wang 2001 [108] 0.6 SAS - 54 401 0.54 0.79
Hou 2002 [109] 0.5 SAS - 58 415 0.65 0.75

Boyer 2012 [107] 1.4 SAS RESP 84 596 1.41 —
This work 1.5 SES Gasteiger-Marsili 10 642 1.25 1.69

significantly larger error when the model was tested on molecules outside the training set (RMSE

= 2.0 kcal/mol). For this reason, in this work we used a reduced number of parameters and a large

training set.

These models have been used to predict the solvation free energy of different solute confor-

mations [110]. This is possible because surface areas effectively capture the solvent exposure of

each solute atom, preventing shielded atoms (e.g. after intramolecular hydrogen bonding) from

contributing to the hydration free energy of the conformer. Moreover, atomic solvation parameters

and surface areas have also been used to calculate partition coefficients [111] and aqueous solubil-

ities [112], and have been integrated into both molecular dynamics [113] and molecular docking

[114].

The existence of approximate but computationally inexpensive methods enables the large scale

prediction of free energies of solvation. The question is: how does the performance of empiri-

cal models compare to more physical models? In the previous edition of the SAMPL challenge

(SAMPL4), one of the blind predictions of the hydration free energies was an empirical model that

performed almost as well as the more physically grounded methods [115, 116]. Instead of using

surface areas to estimate solvent exposure of solute atoms, the proximity of other solute atoms

from the atom of interest was taken into account. A total of 34 atom types were defined, but the

total number of fitted parameters was 102 (68 parameters were used to describe shielding effects

and quantify solvent exposure of solute atoms).

In this work we built empirical models to predict the free energy of solvation of organic com-

pounds in water and cyclohexane, where the contribution of each solute atom is weighted by its

exposed surface area and an atomic solvation parameter specific to its atom type. Then, we used

these models to predict the cyclohexane/water distribution coefficient of 53 SAMPL5 molecules

(depicted in figure S2) for which experimental log D values have been calculated [117, 118]. De-

spite the reduced number of atomic solvation parameters (10 for the free energy of solvation in

water and 1 for the free energy of solvation in cyclohexane), our method performed reasonably.

Unsurprisingly, more physical methods made better logD predictions (see the SAMPL5 overview

paper [4], but the computational efficiency of our approach makes it valuable for large scale appli-

cations.
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Table 4.2: Van der Waals radii used in this work.

element vdW radius (Å) element vdW radius (Å)

H 1.20 P 1.80
C 1.70 S 1.80
N 1.55 Cl 1.75
O 1.52 Br 1.85
F 1.47 I 1.98

4.4 Methods

Cyclohexane/water distribution coefficients (D) were calculated from the free energies of solvation

in each solvent, according to the following equation:

logD =
∆Gsolv

water−∆Gsolv
cyclohexane

2.303RT
(4.1)

where T is the temperature (293K) and R is the ideal gas constant (1.9872 cal mol−1 K−1). The

chosen temperature value is approximate: some training molecules had their solvation free ener-

gies determined at 298K while others were studied at 293K. The following sections describe the

calculation of free energies of solvation in water and in cyclohexane.

Throughout this work, the following simplifications were adopted: (i) molecules were used

in the conformation provided by SAMPL5 organizers and no conformational sampling was per-

formed; (ii) only a single protonation state was considered for each molecule, corresponding to a

neutral state, and ignoring different tautomeric states.

4.4.1 Free energy of solvation in water (hydration)

The free energy of hydration (∆Gsolv
water) was calculated as the sum of atomic contributions over all

solute atoms. The contribution of an individual atom depends on the atomic solvation parameter,

and on its solvent exposure:

∆Gsolv
water =

N

∑
i

Wi×Si (4.2)

where N is the number of solute atoms, Wi is the atomic solvation parameter of the ith atom and

Si is the solvent exposure of the ith atom. Solvent exposure was calculated either as the solvent

accessible surface (SAS) area or the solvent excluded surface (SES) area, computed with MSMS

[119] using a solvent probe radius of 1.5 Å. The van der Waals radii for solute atoms are listed in

table 4.2. The difference between SAS and SES is illustrated in figure 4.1.

In an alternative formalism, we included atomic partial charges for the calculation of free

energies of hydration, using the Gasteiger-Marsili [120] method implemented in Openbabel 2.3.2

[121, 122]. The contribution of partial charges is also weighted by the solvent exposure of each



4.4 Methods 41

VDW surface
SES
SAS

Solvent probe

r
r = probe radius
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Atom #1:
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Figure 4.1: Solvent accessible surface (SAS) and solvent excluded surface (SES). SES and SAS
are both computed by rolling the probe sphere over the van der Waals surface of the molecule.
The SAS is determined by the center of the probe, while the SES is determined by the surface of
the probe. The SAS is generally larger than the SES, but the SES of buried atoms can be larger
that the SAS. In this example, atom #1 is only solvent accessible on the left side between atoms
#3 and #4, where its SES is larger than its SAS.

solute atom, and is implemented by an additional term relatively to equation 4.2:

∆Gsolv
water =

N

∑
i

Wi×Si +Q
N

∑
i
|qi|Si (4.3)

where qi is the partial charge of the ith atom and Q is the weight factor for the contribution of

partial charges to hydration free energy. Equations 4.2 and 4.3 provide two alternative models,

including or excluding atomic charges.

4.4.1.1 Training procedure

Atomic solvation parameters (Wi and Q) were fitted by the least squares method to reproduce the

experimental free energy of hydration of 642 compounds in the FreeSolv-0.32 database [104, 105],

using the R software package [123]. Some atom types displayed poor statistical significance and

were manually set to zero. This is either because there are few molecules in the training set con-

taining these atom types or because they are often buried (e.g. phosphorous in phosphate groups).

In different models (SES or SAS, with or without partial charges), the excluded atom types varied.

The formalism presented in equations 4.2 and 4.3 lacks a term to explicitly describe the cost of

creating a cavity in water to accommodate the solute. However, since the atomic solvation param-

eters are fitted to experimental free energies of solvation, the cost of cavity formation is implicitly

incorporated into the atomic solvation parameters.

4.4.1.2 Atom types

We devised a simple atom typing scheme that resulted in a reduced number of atomic solvation

parameters. Atom types indicate three attributes: (i) the element, (ii) aromaticity (iii) the possibil-

ity of making hydrogen bonds with solvent waters. Both the aromaticity and hydrogen bonding
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were predicted by Openbabel 2.3.2. The resulting atom types are shown in table 4.3. There are

two types for hydrogen atoms (polar and apolar hydrogens), two types of carbon (aromatic and

non-aromatic carbon), four types of nitrogen (aromatic / non-aromatic, able / unable to accept hy-

drogen bonds). Oxygen has a single atom type, thus all oxygens are typed as O. All oxygens in the

FreeSolv-0.32 database and in the SAMPL5 set are considered H-bond acceptors by Openbabel

2.3.2. The remaining elements are composed of a single atom type each. Chemical groups which

are H-bond donors, such as hydroxyl groups and amines, rely on the presence of polar hydrogens

(HD) to describe their H-bond donor properties.

4.4.2 Free energy of solvation in cyclohexane

For training the model to predict ∆Gsolv
cyclohexane we used a total of 18 compounds with experimental

values [124]. These compounds (figure S3) are sidechain analogues of the 20 naturally occurring

aminoacids except glycine and proline. Due to the reduced number of compounds used for training

the model, we opted to fit only a single parameter: the SES area of the molecule. The free energy

of solvation in cyclohexane is then calculated as:

∆Gsolv
cyclohexane =Wc×A (4.4)

where Wc is the fitted parameter (using the least squares method) and A is the SES area of the

solute, using a solvent probe radius of 1.5 Å. The value of Wc and the quality of the model are

discussed in the results section.

4.5 Results and Discussion

In the following sections, we discuss (i) the model for predicting free energies of solvation in

water, (ii) the model for predicting free energies of solvation in cyclohexane and (iii) the blind

prediction of cyclohexane/water distribution coefficients (logD) for SAMPL5 compounds.

4.5.1 Prediction of free energy of solvation in water

Atomic solvation parameters were fitted using the least squares method to reproduce the exper-

imental free energies of hydration of 642 molecules in the FreeSolv-0.32 database [105, 104].

In order to evaluate the benefit of using partial charges calculated by a fast method (Gasteiger-

Marsili) and also to test different surfaces (SES and SAS) to quantify solvent exposure of solute

atoms, four sets of atomic solvation parameters were derived. The resulting parameters are re-

ported in table 4.3. The quality of prediction using SES areas and including atomic charges is

depicted in figure 4.2.

The magnitude and sign of atomic solvation parameters quantifies the contribution of each

atom type to the free energy of hydration. More negative values indicate a larger favorable contri-

bution to the hydration free energy. However, the contribution of an individual atom is weighted



4.5 Results and Discussion 43

Table 4.3: Atomic solvation parameters used in the calculation of the free energy of hydration,
fitted to experimental data in the Freesolv-0.32 database using the least squares approach. These
parameters correspond to Wi in equations 4.2 and 4.3 and to Q in eq. 4.3. Zeroed parameters were
set manually due to poor statistics.

Atomic Solvation Parameters (Wi) (cal mol−1 Å−2)
atom type desription SES (eq. 4.3) SAS (eq. 4.3) SES (eq. 4.2) SAS (eq. 4.2)

H Hydrogen (apolar) +11.2 (±1.6) +3.2 (±0.7) +8.1 (±2.3) -2.0 (±0.5)
HD Hydrogen (polar) -193.5 (±13.3) -45.7 (±5.1) -303.3 (±13.0) -95.5 (±4.4)
C Carbon 0 +21.2 (±5.8) -44.6 (±9.8) 0
A Carbon (aromatic) -12.6 (±3.1) 0 -40.7 (±3.0) -22.4 (±2.2)
N Nitrogen 0 0 +144.9 (±38.4) 0

NA Nitrogen (aromatic) -626.6 (±65.4) -465.2 (±52.5) -621.5 (±71.5) -497.6 (±59.0)
NH Nitrogen (H-bond acc.) -128.7 (±22.4) -24.6 (±8.3) -130.9 (±24.4) -47.7 (±9.1)

NHA Nitrogen (arom./acc.) -185.6 (±21.7) -98.6 (±11.9) -244.3 (±22.8) -124.9 (±13.3)
O Oxygen (H-bond acc.) -42.2 (±7.2) -10.9 (±2.8) -108.8 (±4.5) -46.8 (±2.2)
F Fluorine +72.4 (±6.5) +38.9 (±2.8) +31.7 (±5.7) +11.3 (±2.6)
P Phosphorus 0 0 0 0
S Sulfur 0 0 0 -15.7 (±5.1)
Cl Chlorine +13.9 (±2.8) +8.4 (±1.3) -7.1 (±2.1) -5.1 (±1.0)
Br Bromine 0 0 0 0
I Iodine 0 0 0 0

Weight factor for
Gasteiger charges (Q) -246.9 (±22.1) -162.0 (±9.2) — —

Training RMSE (kcal mol−1 ) 1.69 1.76 1.80 1.99

by its surface area, explaining the larger magnitude of solvation parameters obtained using SES

areas (the SAS is always larger than the SES except for highly buried atoms, as is exemplified for

atom #1 in figure 4.1).

Atom types capable of making Hydrogen bonds with water have the most negative solvation

parameters (HD, O, NH, NHA). This means that solute-solvent hydrogen bonds can be captured

by atomic solvation parameters. The coefficient Q from equation 4.3 scales the contribution of

partial charges and also has a large negative value, indicating that the contribution of electrostatic

interactions have also been incorporated in the parameters. This observations are consistent with a

physically meaningful model, with a straightforward interpretation of atomic solvation parameters.

It is important to note that inclusion of partial charges in the model (equation 4.3) decreases the

magnitude of the atomic solvation parameter of atoms involved in hydrogen bonds (HD, O, NH,

NHA) by about four-fold if SES areas are used and three-fold if SAS areas are used. This means

that Gasteiger-Marsili charges are able to describe a significant part of solute-solvent hydrogen

bonds.

One particular atom type, NA (aromatic nitrogen that does not accept H-bonds) displays a

more negative solvation parameter than atom types involved in hydrogen bonds, which is hard to

rationalize. This is partially explained by the low exposure of NA atoms, which are shielded by

three substituent groups in a planar geometry, making solvent contacts possible only in small sur-

face patches above and below the plane of the aromatic ring. However, even considering their low
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Figure 4.2: Prediction of hydration free energies for molecules in the training set using SES areas
and including partial charges.

solvent exposure, NA atoms can make significant contributions: for cyanuric acid (the molecule

from FreeSolv-0.32 database with the largest SES area associated with NA atoms), NA atoms

contribute with almost -8 kcal/mol to the hydration free energy. For comparison, the contribution

from hydrogen bond donors/acceptors and from partial charges is about -15.3 kcal/mol for cya-

nuric acid, and the free energy of hydration is overestimated by -5.6 kcal/mol. These observations

suggest that the parameter for NA has overfitted. We’ll return to this discussion in view of the

results obtained in blind logD prediction for SAMPL5 compounds containing NA atoms.

Among the four sets of parameters derived to predict ∆Gsolv
water, the quality of the fit was slightly

better (lower RMSE) with the use of SES areas and the inclusion of partial charges. Thus, this

model was used to make blind predictions of the cyclohexane/water logD for compounds in the

SAMPL5 set.

4.5.2 Prediction of free energy of solvation in cyclohexane

Free energies of solvation in cyclohexane were predicted using equation 4.4, in which a single

parameter Wc is multiplied by the SES area of the solute to obtain ∆Gsolv
cyclohexane. From a physical

point of view, we are assuming that the free energy of solvation is directly proportional to the

solute area. This assumption is reasonable because the dielectric constant of cyclohexane is very

low (ε = 2.02), and van der Waals interactions constitute the largest contribute to intermolecular

stabilization. Using a set of 18 molecules, Wc was fitted to -36 cal mol−1 Å−2. The quality of

the fit is depicted in figure 4.3, and has a RMSE of 1.02 kcal/mol. On an additional set of 91

molecules from ref.[14], the RMSE is 1.07 kcal/mol (see figure S1 and table S1). The model sys-

tematically underestimates free energies of solvation for more negative values and overestimates

more positive values. This bias could be fixed by introducing an intercept term B in equation 4.4

and transforming it into ∆Gsolv
cyclohexane = Wc×A+B. However, the presence of an intercept term

B would mean that a molecule with no surface area would have an interaction with cyclohexane,

which is physically unreasonable. For this reason, we decided to avoid the use of an intercept.
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Figure 4.3: Prediction of solvation free energies in cyclohexane for molecules in the training set.

Moreover, in a retrospective analysis, we used an intercept in the model to predict ∆Gsolv
cyclohexane

but this showed no improvement in the prediction of logD values for SAMPL5 compounds, and

showed a systematic bias for larger molecules, indicating that equation 4.4 without intercept is

more appropriate to calculate ∆Gsolv
cyclohexane.

4.5.3 Prediction of logD for SAMPL5 compounds

The prediction of logD values for compounds in the SAMPL5 challenge was based on the free

energies of solvation in water and on cyclohexane (equation 4.1). The free energy of solvation in

water was calculated using SES areas and partial charges (equation 4.3). The model that predicts

the free energy of solvation in cyclohexane consists of a single coefficient multiplied by the SES

area of the molecule (equation 4.4). Our predictions are reported in table S2.

Figure 4.4 compares the calculated and experimental logD values for the 53 SAMPL5 molecules.

While a correlation is readily observable the model exaggerates the magnitude of the predictions,

both for negative and positive valued logD’s. In other words, if the calculated logD was scaled

by a factor of about 0.3, the predictions would approach the equality line. The key parame-

ters to describe the quality of the prediction are the Pearson’s correlation coefficient of 0.58, the

Kendall rank order correlation coefficient of 0.42, a mean signed error of -1.06 (1.42 kcal/mol in

∆Gsolv units), a mean absolute error (MAE) of 2.57 (3.45 kcal/mol) and a root mean square error

(RMSE) of 3.27 (4.39 kcal/mol). These values correspond to modest prediction of logD values.

The Kendall rank order correlation coefficient (0.42) also indicates modest performance in ranking

the compounds.

The largest outlier is adenosine (ID: SAMPL5_074) which is predicted to have a logD value of

-14.1 while the experimental value is -1.9. Analysis of the predictions submitted by other partici-

pants revealed a systematic bias towards more negative values. This may indicate a problem with

the experimantal value of this molecule, or the existence of a phenomena that lies outside the scope

of the modeling techniques, such as the formation of adenosine dimers in cyclohexane, satisfying
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Figure 4.4: Blind prediction of cyclohexane/water logD values for SAMPL5 compounds.

a significant number of hydrogen bond donors/acceptors. However, this is a merely speculative ex-

planation for the systematic deviation of the predictions. If SAMPL5_074 is removed, the RMSE

decreases from 3.27 (4.39 kcal/mol in ∆Gsolv units) to 2.84 (3.80 kcal/mol), and the MAE reduced

from 2.57 (3.45 kcal/mol) to 2.39 (3.20 kcal/mol).

4.5.3.1 Discussion of the NA atom type

The atomic solvation parameter for NA in the ∆Gsolv
water model is the most negative among all fitted

parameters, which is suspicious in view of the smaller magnitude of other parameters associated

with strong interactions with water: hydrogen bonds and atomic charges. As is depicted in figure

4.5, our blind predictions on SAMPL5 compounds confirmed the suspicions: a larger contribution

from NA atoms is indeed associated with a biased prediction of logD values towards distribution

of the solute in water. In view of these results, we concluded that the atomic solvation parameter

for atom type NA has overfitted. It is important to note that the aberrant NA parameter does not

explain all errors in our model: molecules in which NA is absent still present large deviations

from the experimental value (see fig. 4.5). The value of this analysis lies in the identification of

an error created by a machine learning approach through interpretation of the physical meaning of

solvation parameters.

In an attempt to explain the aberrant NA parameter, we performed three retrospective (non-

blind) experiments, in which the cyclohexane/water logD was calculated for the 53 SAMPL5

molecules using a modified set of parameters to calculate the solvation free energy in water:

1. Set WNA = 0 without change to any other atomic parameter.

2. Set WNA = 0 and re-calibrate the remaining parameters using all 642 molecules in the

FreeSolv-0.32 database.

3. Set WNA = 0 and re-calibrate the remaining parameters using all molecules in the FreeSolv-

0.32 database except those that contain NA (19 out of 642 molecules contain NA).
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Figure 4.5: Error in the blind prediction of cyclohexane/water logD values is associated with the
contribution from NA atoms.

The performance of the new sets of solvation parameters were evaluated in (i) the full SAMPL5

set (n = 53), (ii) all compounds except SAMPL5_074 (n = 52), and (iii) the subset of SAMPL5

compounds that do not contain NA atoms (n=40). We note that SAMPL5_074 contains NA and is

excluded in subset (iii).

The results are reported in table 4.4. Overall, retrospective experiment 2 increased the error,

while experiments 1 and 3 decreased the error relatively to the original set of parameters (ta-

ble 4.3). We speculate that NA containing molecules are implied in the origin of the aberrant

NA parameter during the fitting process. Setting WNA = 0 without change to other solvation pa-

rameters (experiment 1) lowers the error, but forcing WNA = 0 while allowing other parameters

to re-optimize (experiment 2) increases the error. Excluding NA containing molecules from the

training set (experiment 3) also decreased the error. It is possible that specific chemical features in

training set molecules containing NA introduce a bias in the NA parameter in order to reproduce

the free energy of hydration. For exaple, the existence of multiple tautomeric states in NA contain-

ing molecules (e.g. cyanuric acid), or the induction of a dipole moment in aromatic rings by the

presence of a nitrogen atom instead of a carbon atom are complex physical properties beyond the

scope of the present model. Thus, the NA parameter optimizes to a meaningless value because it

Table 4.4: RMSE (log D units) evaluated on SAMPL5 compounds using updated atomic solvation
parameters from retrospective experiments.

Evaluation set
All SAMPL5 Except 074 NA free

(n = 53) (n = 52) (n = 40)

Experiment 1 2.97 2.52 2.63
Experiment 2 3.33 2.82 2.92
Experiment 3 2.89 2.45 2.55

Submission #49 3.27 2.84 2.63
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is prevalent in molecules that happen to contain chemical features that the present model is unable

to describe.

4.5.3.2 Estimating the model error

In the submission of results to SAMPL5, participants were asked to estimate the uncertainty of

the predictions. We estimated the uncertainty of our model based on the training RMSE of pre-

dictions of solvation free energy in water (1.68 kcal/mol) and cyclohexane (1.02 kcal/mol), which

accumulate to 2.7 kcal/mol. We rounded up this value to 3 kcal/mol because the compounds in the

SAMPL5 set are larger and chemically more diverse than those used for fitting parameters. Ac-

cording to equation 4.1, 3 kcal/mol correspond to 2.24 logD units. Our logD predictions displayed

a RMSE of 3.27 and a mean absolute error (MAE) of 2.6, which is higher than the estimated error.

If the compound with ID SAMPL5_074 is excluded (this compound was systematically predicted

to have a lower logD by other SAMPL5 participants), the RMSE lowers to 2.84 and the MAE to

2.39. which is not far from our RMSE estimate of 2.24. Overall, the errors in the blind challenge

were higher than we have anticipated, but the error estimate is reasonable.

4.6 Conclusions

In this work, we employed an empirical model based on atomic solvation parameters and on the

surface area of exposed solute atoms to predict the free energies of solvation in two solvents: water

and cyclohexane. This approach was used to make blind predictions of the cyclohexane/water

distribution coefficients of 53 molecules in the context of the SAMPL5 challenge. Our predictions

were not among the best performing methods in the challenge, but can be considered satisfactory

in view of its speed: it takes an average of 0.01 seconds per molecule.

The most striking feature of this work relatively to similar studies is the reduced number of

atomic solvation parameters. Tipically, the number of atom types ranges between 30 and nearly

100, but here we have fitted parameters for only 10 atom types (for predicting free energies of

hydration). Thus, our model can capture only simple features of the solute-solvent interaction,

such as hydrogen bonds, but in compensation has a straightforward interpretation of the physical

meaning of atomic solvation parameters and is less susceptible to overfitting. As a result, the error

in the blind predictions is only slightly higher than the errors obtained in the fitting stage.
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Interaction with specific HSP90 residues
as a scoring function: Validation in the
D3R Grand Challenge 2015
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Adapted from ref. [39].

5.1 Abstract

Here is reported the development of a novel scoring function that performs remarkably well at

identifying the native binding pose of a subset of HSP90 inhibitors containing aminopyrimidine

or resorcinol based scaffolds. This scoring function is called PocketScore, and consists of the in-

teraction energy between a ligand and three residues in the binding pocket: Asp93, Thr184 and a

water molecule. We integrated PocketScore into a molecular docking workflow, and used it to par-

ticipate in the Drug Design Data Resource (D3R) Grand Challenge 2015 (GC2015). PocketScore

was able to rank 180 molecules of the GC2015 according to their binding affinity with satisfac-

tory performance. These results indicate that the specific residues considered by PocketScore are

determinant to properly model the interaction between HSP90 and its subset of inhibitors contain-

ing aminopyrimidine or resorcinol based scaffolds. Moreover, the development of PocketScore

aimed at improving docking power while neglecting the prediction of binding affinities, suggest-

ing that accurate identification of native binding poses is a determinant factor for the performance

of virtual screens.

5.2 Introduction

Molecular docking is a tool for modeling the interaction between small molecules and macro-

molecules. It is used to predict binding poses and the affinity of ligands. Because of its widespread

use and recognized value, it is of the utmost importance to keep the scientific community aware of

49
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its limitations [125, 126, 127]. For this purpose, blind challenges are invaluable because partici-

pants make predictions without access to the solutions, thus preventing unintentional bias towards

reproduction of the correct results. Moreover, data is typically donated by pharma companies,

reflecting the ligand diversity explored to modulate clinically relevant targets. The outcomes of

blind challenges are thus the best assessment of the true value of molecular docking (and other

methodologies) in drug design for specific targets.

In this work we developed a molecular docking approach specific to Heat Shock Protein 90

(HSP90) and report our participation in the Grand Challenge 2015 organized by the Drug Design

Data Resource (D3R) [128]. In this challenge, participants were asked to rank 180 molecules

according to their potency as HSP90 inhibitors. IC50 values ranged five orders of magnitude,

from low nanomolar to micromolar, and there were over 50 inactive molecules. Participants were

also asked to predict the binding pose of a subset of six molecules.

Molecular docking programs rely on two key tools: a search algorithm and a scoring func-

tion. The search algorithm samples a large number of binding poses, which constitute tentative

solutions for a match to the native pose. The scoring function evaluates all generated poses to

identify the best pose (the one expected to reproduce the experimental binding mode). The score

of the best pose is used to predict ligand affinity. Therefore, scoring functions perform two tasks:

binding mode prediction, and affinity prediction. If the selected pose is incorrect, either because

the search algorithm failed to generate the native pose or because the scoring function has selected

it incorrectly, the prediction of binding affinity is performed on a wrong pose. Consistent selection

of native binding poses is important to support subsequent prediction of ligand affinities.

The concepts of “docking power” and “screening power” are routinely used to benchmark the

performance of different scoring functions [129, 5] Docking power is the performance in iden-

tifying experimental binding modes from an ensemble of binding poses generated beforehand to

guarantee that all scoring functions are evaluated on the same ground, i.e. independently of specific

search algorithms implemented in different software packages. “Scoring power” is the correlation

between experimental binding affinity and scores produced based on native poses. In a virtual

screening scenario, active and inactive molecules are both docked and scored with the aim of

identyfing active molecules. Unsurprisingly, Li et. al. [5] observed a positive correlation between

docking power and the ability in identyfing active molecules from a set of compounds (screening

power). On the other hand, there was no correlation between scoring power and screening power.

These results suggest that reproducing native poses is required to succeed in identifying active

molecules while correlating with binding affinities is of secondary importance. It is possible for

a scoring function to display excellent scoring power if native binding poses are available, and si-

multaneously display poor screening power because incorrect poses are scored with unrealistically

favourable scores [5].

Other studies reported similar results by demonstrating that docking methods with satisfactory

docking power can effectively discriminate between active and inactive molecules, despite having

lack of scoring power [130, 131]. Another study added further confirmation of the greater impor-

tance of docking power over scoring power, by reporting that scoring functions that lack docking
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power show poor screening power, despite being able to predict ligand affinity with exceptional

accuracy [3]. Due to the importance of pose selection (docking power), recent scoring functions

were developed by aiming exclusively at improved docking power [132, 133].

In this work, we developed a scoring function that displays enhanced docking power for a

subset of HSP90 inhibitors, and integrated it in a molecular docking workflow to rank the 180

molecules in the D3R Grand Challenge 2015 set. This scoring function is called “PocketScore”

because it quantifies the interaction between a ligand and a small subset of residues in the binding

site of HSP90, while ignoring most atoms in the binding site. Despite its simplicity, the results

were satisfactory when compared to well established scoring functions (AutoDock Vina [134])

and to predictions submitted by other participants.

5.3 Methods

Our docking protocol consists in three distinct steps, which are illustrated in figure 5.1. In the first

step, we generate an ensemble of binding poses for a given input ligand. We expect at least one

pose to match the native binding mode. In the second step, we identify which pose is more likely to

be correct. This is performed by scoring each pose with a scoring function; the pose with the best

score is selected. In the third and final step, we re-score the pose selected in step 2 with yet another

scoring function. We use the score produced at this step to predict ligand affinity. This workflow

allows us to use different scoring functions for docking (pose selection) and scoring (predicting

ligand affinity). The performance of the virtual screen depends on the exact methodology used in

each step: how ensembles of binding poses are generated, how one pose is selected, and how the

selected pose is rescored.

5.3.1 Training Set Compilation

The training set consisted of HSP90 X-ray structures co-crystallized with several different in-

hibitors. We considered the 81 HSP90 structures used in the study associated with the Directory

of Useful Decoys - Enhanced (DUD-E) [135], available at the DUD-E website [136]. The DUD-E

provides several sets of active molecules and decoys that can be used to evaluate virtual screening

methods. Some PDB entries were removed from the dataset, reducing its size from 81 to 69 com-

plexes. We removed entries which are co-crystals of the same ligand and correspondingly display

the same binding pose, in order to remove duplicated information. We have also removed ligands

that display more than one binding mode, either in different PDB entries, or in different chains in

the same PDB entry. Although it is physically reasonable for a ligand to possess multiple (stable)

binding modes, we prefered to remove these complexes in order to avoid the complexity of dealing

with multiple experimental poses for the same ligand. One large macrocylic ligand was removed

because AutoDock Vina is unable to sample conformations of cyclic structures. Structures 4yky

and 4ykr were provided to D3RGC participants and were included in the training set. The final

selection of PDB IDs is listed as a reference[137].
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Figure 5.1: Workflow implemented in this study. In the first step, an ensemble of binding poses
is generated for the input ligand. In the second step, poses #1, #2 and #3 are ranked by scoring
function A, with scores, 4.1, 2.3 and 5.9, respectively. This leads to selection of pose #3 as most
likely to match the native binding mode. Then, in step 3, the selected pose is re-scored by a second
scoring function (B), leading to the final score of 6.5 that is used to predict ligand affinity. In the
text, we would refer to the protocol illustrated here as scoring-function-B//scoring-function-A, to
denote the specific combination of scoring functions for re-scoring//pose selection.

5.3.2 Generation of binding poses

The first step of the virtual screening workflow is the generation of an ensemble of binding poses.

This step is considered successful if at least one pose in the ensemble is close to the native struc-

ture. AutoDock Vina was used to generate binding poses, using default global search exhaustive-

ness (8) and maximum number of output poses (9). The free energy of binding is calculated by

Vina for each pose, but these values are ignored at this step. This allows us to subsequently use an

external scoring function (other than that implemented in AutoDock Vina), to rank all poses in the

ensemble, and directly assess the performance of that scoring function in identifying native poses

- the docking power.

We used ligands from the training set to evaluate if generated ensembles contained a pose close

to the experimental structure. We adjusted features of the receptor model to increase the number

of ligands for which successful ensembles were generated. We did not increase the number of

returned poses by Vina, as others have also evaluated sampling of poses regardless of scores,

and suggested that increasing the number of output poses is not as beneficial as changing the

underlying procedure for generating poses [138]. Specifically, we tested different conformations

of HSP90 and included various water molecules in the receptor. A detailed analysis of different

HSP90 conformations and water molecules interacting with known inhibitors is provided below.

This analysis supported the choice of conformations and waters to be tested. By combining four

conformations with twelve water configurations, we built a total of 48 receptor models. The

evaluation of all these receptors for pose generation is described in the results section.
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Figure 5.2: Conserved water molecules in the binding site of HSP90. Superimposition of crystal-
lographic structures from the training set reveals important water sites that mediate protein-ligand
interactions. Each pink sphere represent a crystallographic water. Red spheres labeled W1 through
W4 indicate the location of the four water sites considered for building receptor models.

Upon evaluation of all 48 receptors, we finally settled on using two receptors: 1uyg conforma-

tion with waters W2 and W3 (1uyg/W2+3) and the 1yc3 conformation with waters W1 and W3

(1yc3/W1+3). More details on conformations and location of waters are provided below. With the

use of two receptors, the size of sets of binding poses increases to a maximum of 18 (up to 9 poses

are produced by AutoDock Vina for each receptor). These two receptors were used to generate

poses in subsequent assessments of docking power, screening power and ranking power.

5.3.2.1 Modelling fixed water molecules

The training set was investigated for the presence of conserved waters lying in the interface be-

tween a ligand and the binding pocket of HSP90. Superimposition of structures from the training

set revealed the presence of four conserved waters, as is illustrated in figure 5.2. These waters are

labeled W1, W2, W3 and W4. The stability of these four waters has been confirmed by molec-

ular dynamics simulations [139]. Other molecular docking studies included these waters in the

receptor model [140, 141]. Since ligands can make hydrogen bonds with these water molecules,

but can also displace them upon binding, it is unclear which water molecules should be kept to

build an ideal receptor model. There is a total of sixteen possible combinations resulting from the

inclusion or exclusion of each of the four waters, but visual analysis of complexes in the training

set suggested that W4 is only present if W3 is also present. This restriction reduces the number

of possible combinations to twelve. Together with different conformations of the binding pocket,

these twelve water configurations were used to build receptor models.

5.3.2.2 Conformation of the binding pocket

With the aim of building realistic receptor models able to accommodate ligands that induce differ-

ent conformations in HSP90[142], we analysed the variety of HSP90 bound states. All structures
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in the training set were aligned to 2JJC coordinates (downloaded from the D3R website), using

the “super” command in Pymol and considering all protein atoms. Visual inspection revealed that

residues 100-124 adopt a variety of conformations. A clustering protocol was devised to select

representative structures: first, the RMSD between alpha carbons of residues 100-124 was calcu-

lated between all possible pairs of structures in the training set, using the coordinates aligned by

the full protein (coordinates were aligned with Pymol using 2JJC as reference, and RMSD values

were subsequently calculated with a Python script). This resulted in a symmetric square matrix

of size N ×N, where N is the size of the training set. This matrix is a “distance matrix” as it

quantifies dissimilarity between pairs of structures, and it is referred to as the “pairwise RMSD

matrix”. We used the complete linkage algorithm using the pairwise RMSD matrix as input, pro-

ducing a dendrogram that aided in the selection of representative structures (figure 5.3). Various

clusters were visually identified, having low RMSD values between any pair of structures inside

each cluster. There are three large clusters at the center of the RMSD matrix, and three smaller

ones at the bottom right corner. We considered the three smaller clusters as a single cluster, leading

to a total of four clusters. Within each cluster, the structure that displayed best performance for

virtual screening in the DUD-E study was selected as representative. The data about performance

of each structure is available online at the DUD-E website [143]. Four structures were used to

build receptor models, associated with the PDB ID 1uyg, 1yc3, 1yc4 and 2cct. The conformation

of residues 100 to 124 in these representative structures is highlighted in figure 5.4. The relative

flexibility of each residue in the selected segment (100 to 124) is illustrated in figure 5.5.

5.3.3 Ranking poses and re-scoring

In steps 2 and 3 of the workflow (figure 5.1), scoring functions are used to select the best pose

from the ensemble of generated poses and to subsequently re-score the selected pose, producing

the final score that predicts ligand affinity. It is possible to use the same or different scoring

functions for steps 2 and 3. We use a double slash notation to refer to a specific combination

of scoring functions, e.g. scoring-function-B//scoring-function-A denotes the use of of scoring

function B for re-scoring and scoring function A for pose selection. Three scoring functions were

used: the one implemented in AutoDock Vina (referred to as Vina), PocketScore (described in

detail below), and a scoring function reported to have excellent scoring power: RF-Score-3[144].

When we optimized steps 2 and 3, step 1 had already settled on the use of two receptors to

generate ensembles of binding poses: 1uyg/W2+3 and 1yc3/W1+3. It has been argued that the he-

lical conformation of HSP90 (1uyg) has higher internal energy, creating a need for a compensatory

term to make scores associated with the helical conformation comparable with other conforma-

tions [45, 145]. In this work, we denote the value of the helical penalty applied to poses docked

in the helical conformation (1uyg) inside brackets: Vina(+x) or RF-Score-3(−x). The penalty

is positive for Vina, and negative for RF-Score-3, because Vina outputs a free energy prediction

while RF-Score-3 produces a positive valued score.
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Figure 5.3: Conformational analysis of residues 100 to 124 in HSP90 structures from the training
set. The upper panel shows the dendrogram produced by complete linkage of the pairwise RMSD
matrix, which is depicted in the lower panel. The x-axis is shared between panels. The size of
the RMSD matrix is 67×67 (3hyz and 3k98 were excluded due to missing atoms in the region of
interest). Labels are omitted for all structures except those selected as representative. The three
larger clusters are represented by 2cct, 1uyg, and 1yc3, and the three smaller clusters that appear
in the bottom right corner of the RMSD matrix are represented by 1yc4.

Figure 5.4: Representative conformations of HSP90 in the training set, highlighting the flexible
region (residues 100-124). In structure 1uyg, the flexible region adopts an alpha-helical confor-
mation, and the binding pocket is larger.
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Figure 5.5: Distribution of distances between alpha-carbons in all possible pairs of structures in
the training set. Structures were aligned beforehand with the “super” command in Pymol to 2JJC
coordinates using all atoms.
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5.3.3.1 PocketScore

PocketScore is the interaction score between a ligand and three residues in HSP90: Asp83, Thr186

and W2. This interaction energy is calculated using a -score_only calculation with Vina, using

a receptor model containing only the three residues of interest. Instead of using the full Vina

scoring function, the torsional term was excluded, and the interaction energy is calculated as the

sum of the remaining terms (gauss1, gauss2, repulsion, hydrophobic and hbond) multiplied by

their default weights. The torsional term was excluded because the focus was on the interaction

between the ligand and the residues of interest. PocketScore was created after realizing (through

visual analysis) that most HSP90 inhibitors bind through hydrogen bonds with both Asp93 and

Thr184, making it easy to identify poses that reproduce the most common binding mode we found

in the training set.

5.3.3.2 Consensus Scoring Function 1 - CSF1

During the development of the present work, we observed that PocketScore had better docking

power (ability to identify native binding poses) than the scoring function in Vina or RF-Score-3.

This implies that a poor PocketScore value is probably associated with an incorrect pose. In order

to prevent Vina and RF-Score-3 from re-scoring incorrect poses, we implemented a consensus

scoring function that is controlled by PocketScore and uses the score calculated by a secondary

scoring function Z only if PocketScore is favourable (more negative values):

CSF1(Z) =

PocketScore+Z, if PocketScore≤−1.25

PoceketScore, otherwise
(5.1)

where Z denotes the secondary scoring function which is either Vina or RF-Score-3. If Z is

RF-Score-3, the value of Z is multiplied by −1 to maintain all produced scores negative. If Pock-

etScore is favourable, CSF1 returns the sum of PocketScore with the external scoring function.

This is typically a large negative value controlled mostly by Z, since Vina and RF-Score-3 pro-

duce larger values (in magnitude) than PocketScore). When PocketScore is unfavourable, CSF1

prevents the secondary scoring function Z from contributing to the score, and simply returns the

value from PocketScore, which is smaller in magnitude than those of Vina or RF-Score-3.

5.3.3.3 Consensus Scoring Function 2 - CSF2

CSF2 implements the same concept as CSF1, but instead of using a sharp threshold at a fixed

value, the contribution of the external scoring function Z is weighted by a factor w that changes

linearly between 0 and 1 as the value of PocketScore increases in magnitude from −1.25 to −1.5:

F2(Z) = PocketScore+w×Z (5.2)
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where w is calculated as follows:

w =


1.0, if PocketScore <−1.5

0, if PocketScore >−1.25

−4×PocketScore−5, if −1.5≤ PocketScore≤−1.25

(5.3)

Again, if Z is RF-Score-3, the value of Z is multiplied by −1 to maintain scores returned by CSF2

negatively valued.

5.3.4 Technical details

Openbabel [121] was used to generate 3D coordinates for ligands in the D3RGC set, and to proto-

nate ligands from both the training set and the D3RGC set at pH=7. Ligands in the DUD-E set are

provided with 3D coordinates and already protonated. Receptors were also protonated by Open-

babel at pH=7. No further preparation steps were done to the proteins as the quality of the crystal

structures was considered satisfactory. Strucure 1uyg has alternate locations for one sidechain

atom in ILE 203 and alternate location A was chosen (the choice of alternate location is irrelevant

because this residue is 15 Åaway from the active site.) Openbabel was also used for converting

molecules between different file formats.

For the purpose of generating sets of binding poses, AutoDock Vina was used with default

parameters: exhaustiveness = 8 and num_modes = 9. The size of the search space covers the

entire binding pocket and is defined by a box centered on coordinates x = 2, y = 8, z = 22.5, and

with size (in ) x = 20, y = 20, z = 30. These coordinates are only meaningful for HSP90 structures

aligned to structures provided by the D3R. The structure with PDB ID 4ykr is aligned to the same

reference frame and is publicly available.

Root mean square deviations (RMSD) between docked ligands and crystallographic structures

were calculated with a Python script that makes use of Pybel[122] (Python bindings for Open-

babel) to identify symmetric atoms, providing symmetry corrected RMSD values. For example,

rotation of a phenyl ring by 180 degrees results in a RMSD of zero because the atoms that change

position are equivalent. All hydrogen atoms are ignored in RMSD calculations.

Calculation of the Kendall rank correlation coefficient (Kendall Tau) was performed with the

Python module scipy [146], which implements the Tau-b version of Kendall’s Tau. We report

positive Kendall’s Tau values when ligand scores and potency correlate in the expected order.

Specifically, when more negative values predict more potent ligands, the scores were evaluated

against log10(IC50). If larger positive values predict stronger ligands (e.g. RF-Score-3), the

scores are evaluated against -log(IC50).

5.4 Results and Discussion

In this work, we designed a molecular docking workflow that uses distinct scoring functions for

the search algorithm, selection of binding pose, and re-scoring the correct pose. This workflow is
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schematized in figure 5.1. In typical docking workflows, these three steps are served by the same

scoring function. Our approach provides a framework to optimize each step individually, making

use of different scoring functions for different steps of the workflow.

In the following sections, we start by reporting results for pose generation, which corresponds

to step 1 of the workflow (figure 5.1). Then we discuss the docking power power of different

scoring functions, which depends on both steps 1 and 2. Finally, we report the performance

of several variations of our protocol for identifying active molecules in the DUD-E HSP90 set

and for ranking the 180 molecules in the D3R Grand Challenge 2015 set, both of which involve

application of the workflow in its entirety.

5.4.1 Generating binding poses

The first of the three steps in the implemented workflow is the generation of binding poses. For

any particular ligand, our goal was to generate an ensemble of poses in which at least one pose

displays the native binding mode. In order to achieve this goal, a total of 48 receptors were built

and evaluated to assess their performance in generating native binding poses for all 69 ligands

in the training set. The number of receptors results from 4 different HSP90 conformations and

from 4 water molecules that were modeled in 12 different configurations (4× 12 = 48). Details

about these receptor conformations and water molecules are provided in methods section. We used

AutoDock Vina to generate an ensemble of up to 9 poses for each ligand in each receptor model.

An ensemble of poses is considered successful if at least one pose has a RMSD under 2 from the

crystallographic ligand. Scores calculated by Vina for each pose are ignored at this step.

The number of ligands from the training set for which successful sets of poses were generated

by each receptor model is reported in table 5.1. The helical conformation (1uyg) proved more

efficacious than the other tested conformations independently of water configurations. This is

explained by the larger binding pocket of 1uyg, which accommodates the native pose of several

ligands while other conformations pose steric clashes. Additionally, ligands that bind in other

HSP90 conformations can also be docked in the 1uyg binding pocket. The best results using

a single receptor model are obtained using 1uyg with waters W2 and W3 (1uyg/W2+3). This

receptor can generate successful sets of poses for 58 of the 69 ligands in the training set.

Analysis of table 5.1 reveals a pattern about water molecules: receptors including water W4

perform significantly worse than all other receptors. This occurs because a large number of HSP90

inhibitors contain a resorcinol group which displaces water W4, as is illustrated in figure 5.8.

Receptors containing water W4 are therefore unable to accommodate the native binding pose of

ligands that contain resorcinol. There is another common scaffold in HSP90 inhibitors that does

not displace water W4, the aminopyrimidine group, and involves a hydrogen bond with water W4.

This binding mode is illustrated in figure 5.9. Interestingly, receptors lacking water W4 are able

to generate native poses for aminopyrimidine derivatives, indicating that this hydrogen bond is not

required to reproduce the correct binding mode of these ligands.

After analysing ensembles of poses generated by single receptors, we investigated whether

merging poses from two distinct receptors is beneficial. Figure 5.6 shows which receptors generate
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Table 5.1: Generation of successful ensembles of poses by different receptor models. All 69
ligands from the training set were re-docked in each of the 48 tested receptor models. Up to 9
binding poses were generated by Autodock Vina for each ligand in each receptor. An ensemble of
poses is successful if at least one pose is within 2 from the crystallographic structure. A perfect
receptor model would generate successful ensembles for all 69 ligands. The number of successful
ensembles generated by each of the 48 receptors is displayed according to receptor properties:
rows indicate which waters were included, and columns indicate the used conformation. Values
reported here are not to be confused with docking power, which is the ability of a scoring function
to identify the correct binding pose.

Conformation

Waters 1uyg 1yc3 1yc4 2cct

dry 52 35 28 21
W1 52 36 31 26
W2 53 33 35 20
W3 55 35 33 14

W1+2 55 34 36 23
W1+3 56 39 31 22
W2+3 58 34 32 16

W1+2+3 57 36 33 18
W3+4 29 11 9 7

W1+3+4 31 14 11 5
W2+3+4 31 12 11 5

W1+2+3+4 31 12 12 4
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1uyg 1yc3

Figure 5.6: Success in generating the correct binding pose, by receptor model (x-axis) and for
each ligand in the training set (y-axis). Up to 9 poses are considered for each receptor-ligand pair,
using AutoDock Vina. A filled circle is used if at least one binding pose has a RMSD < 2 from
the experimental binding mode.
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successful ensembles of poses for which ligands. Analysis of this figure revealed that the receptor

in the 1yc3 conformation with waters W1 and W3 (referred to as 1yc3/W1+3) can generate correct

poses for eight ligands that can not be properly docked in the 1uyg/W2+3 receptor, which is the

best performing standalone receptor. These eight ligands are associated with PDB IDs 4yky, 3bm9,

2xht, 2byh, 2xk2, 3bmy, 2xhr and 3hyz. Thus, adding poses generated in receptor 1yc3/W1+3 to

poses generated in 1uyg/W2+3 increases the number of successful sets of poses from 58 to 66.

These two receptors combined only fail for 3 out of the 69 ligands in the training set (1uye, 3hyy

and 2qg2). Due to this high success rate, the protocol settled on the use of these two receptors

for step 1, and the remaining steps of the work have been evaluated on poses generated with

1yc3/W1+3 and 1uyg/W2+3.

5.4.2 Docking Power Evaluation

The second step in the workflow concerns the selection of the correct pose from the ensemble of

poses generated in stage 1. We rank poses in the ensemble by doing a single point calculation with

a given scoring function. The best ranked pose is predicted to be correct by that particular scoring

function and is selected. For a series of ligands with experimental binding structure, the number of

selected poses that match the experimental structure is a measure of the docking power of a given

scoring function. This approach allows us to compare different scoring functions independently

from search algorithms because the poses are generated beforehand [5].

Three scoring functions were tested for this task: Autodock Vina (referred to as Vina), RF-

Score-3 and PocketScore. The ensembles of poses are generated using two receptors: 1yc3/W1+3

and 1uyg/W2+3. Poses docked in the 1uyg/W2+3 receptor are penalized to compensate for the

higher internal energy associated with this conformation [45, 145]. We use the nomenclature

Vina(+x) and RF-Score-3(−x) to denote the use of a penalty value x. A larger penalty causes

preference to poses docked in the 1yc3 conformation.

Two separate sets are used to evaluate docking power: the training set of 69 complexes, and a

subset of six ligands from D3RGC. Prediction of the binding pose of these 6 ligands was requested

to participants during stage 1 of the D3RGC (experimental structures were disclosed afterwards).

Table 5.2 summarizes the docking power of tested scoring functions. For ligands in the training

set, PocketScore is able to identify a correct binding pose for 52 ligands, with a RMSD under 2,

representing about 3/4 of the training set. The performance of Vina depends on the penalty to

poses docked in the helical conformation, with Vina(+.5) and Vina( +1.) providing the best results:

40 ligands correctly redocked. RF-Score-3 can only identify 11 correct poses. The poor docking

power of RF-Score-3 is coherent with the methodology used in its development. RF-Score-3 has

been designed to correlate with ligand potency based on native poses, and was not exposed to the

problem of discriminating incorrect from native poses.

With respect to the subset of six ligands from the D3RGC set, PocketScore again displays the

best performance, identifying a correct pose for 5 of the six ligands. The performance of Vina

is strongly dependent on the penalty applied to poses docked in the helical conformation. An

increasing penalty (0, +0.5, +1 and +2) leads to selection of an increasing number of correct poses
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Table 5.2: Docking Power Results (Training set and Stage 1 of D3RGC). Vina, RF-Score-3 and
PocketScore were tested for their ability in selecting correct poses. For ligands in the training set,
the number of correctly selected poses is provided. For the subset of six ligands from the D3RGC,
explicit RMSD values are reported for each ligand. RMSD values under 2 are highlighted in bold.

RMSD(< 2) D3RGC ligand ID - RMSD()
Pose selection Training Set (n=69) 40 44 73 164 175 179

Vina 36 (51.4%) 6.5 9.8 6.6 6.5 6.4 1.9
Vina(+.5) 40 (57.1%) 1. 9.8 6.6 6.5 6.4 0.8
Vina(+1.) 40 (57.1%) 1. 9.8 1.5 6.5 0.4 0.8
Vina(+2.) 37 (52.9%) 1. 9.2 1.5 0.9 0.4 0.8
RF-Score 3 (4.3%) 6.5 9.8 6.6 6.2 6.4 3.9
RF-Score(-.5) 10 (14.3%) 5.6 9.8 6.6 5.5 6.4 3.3
RF-Score(-1.) 11 (15.7%) 5.6 6.1 1.5 5.5 6. 3.3
RF-Score(-2.) 11 (15.7%) 5.6 6.1 1.5 5.5 6. 3.3
PocketScore 52 (74.3%) 1. 2.9 0.8 1.4 0.4 0.6

(1, 2, 4 and 5). This correlation between the helical penalty and the success rate of Vina is a

consequence of the binding mode of these six ligands: all of them bind in a conformation similar

to 1yc3.

It is important to note that the optimal helical penalty for Vina varies between ligand datasets.

For the training set, the optimal value is +0.5 or +1, while for the subset of six D3RGC ligands

the optimal value is +2. On the other hand, PocketScore displays consistent performance in dif-

ferent datasets without any parameter adjustments. Overall, PocketScore has the highest docking

power, followed by Vina with intermediate performance, and finally RF-Score-3 which displays

the weakest docking power.

5.4.3 Screening Power in the DUD-E HSP90 set

The DUD-E test set for HSP90 consists of 125 molecules with known activity and 4942 molecules

presumed to be inactive (decoys). Ideally, scores produced for active molecules would be signif-

icantly better than those of decoys. The screening power metric employed is the area under the

ROC curve (AUC), which can be interpreted as the probability of ranking an active molecule better

than an inactive [147]. A random prediction yields an AUC of about .5 while a perfect method

would produce an AUC of 1.0. The DUD-E paper reported an AUC of 0.69 for this test set, using

DOCK 3.6 [148].

To evaluate screening power ligands must be ranked by an affinity prediction, or more gen-

erally, by a score. Thus, all three steps of our molecular docking workflow are involved (figure

5.1). With respect to step 1, ensembles of poses are generated with receptors 1yc3/W1+3 and

1uyg/W2+3. Regarding pose selection and re-scoring (steps 2 and 3), we explicitly evaluated the

combined screening power of pairs of scoring functions.

Table 5.3 displays AUCs for the DUD-E HSP90 test set using different scoring functions for

both pose selection and re-scoring. The bottom half of the table, spanning from the 5th to the
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Table 5.3: Area under the ROC curve (AUC) in the DUD-E HSP90 test set, as a function of both
pose selection (columns) and pose re-scoring (rows).

Pose Selection
Re-scoring Vina Vina(+0.5) RF-Score RF-Score(-.5) PocketScore

Vina .32 .33 .31 .45 .51
Vina(+0.5) .37 .38 .30 .45 .50
RF-Score .43 .42 .45 .50 .53
RF-Score(-0.5) .52 .52 .47 .50 .53
PocketScore .82 .85 .67 .72 .84
CSF1(Vina) .81 .84 .66 .72 .83
CSF2(Vina) .82 .85 .67 .72 .84
CSF1(RF-Score) .81 .84 .67 .72 .83
CSF2(RF-Score) .82 .85 .67 .72 .84

9th rows, displays larger AUC values ranging from .66 to .85. AUCs in the first four rows do

not exceed .53, which is typical of random predictions. The last five rows correspond to the use

of PocketScore as is (fifth row) or as an implicit argument for consensus scoring functions CSF1

and CSF2, suggesting PocketScore as the best scoring function for re-scoring binding poses. If

PocketScore is used for re-scoring, the best results are obtained when poses are selected by either

PocketScore, Vina or Vina(+0.5).

PocketScore only takes three residues in the receptor into account (Asp93, Thr184 and water

W2), ignoring most of the binding pocket. PocketScore values only report if ligands are able to

establish hydrogen bonds with these three residues. The distribution of PocketScore values (both

pose selection and re-scoring) for actives and decoys is reported in figure 5.7.

5.4.4 Ranking Power - D3R Grand Challenge 2015

The D3R Grand Challenge involved ranking a set of 180 molecules according to their inhibitory

activity against HSP90. Here, we report the ranking power of our workflow on this challenging set.

Different scoring functions are used for pose selection and re-scoring (steps 2 and 3 in figure 5.1).

Ensembles of binding poses are generated using receptors (1yc3/W1+3 and 1uyg/W2+3). The

double slash notation Scoring-function-B//scoring-function-A denotes the use of scoring function

A for poses selection and scoring function B for pose scoring. The Kendall rank order coefficient

(Kendall’s Tau) was used to measure ranking power. Results are summarized in table 5.4.

Better screening performance is achieved in the D3RGC when we use PocketScore for pose

selection (corresponding to the last column in table 5.4). If we use PocketScore to select poses, a

statistically significant ranking of ligand affinity is achieved almost independently of the scoring

function that re-scores selected poses (with the exception of RF-Score-3//PocketScore and RF-

Score-3(-1)//PocketScore).

The combination Vina//Vina corresponds to using AutoDock Vina for virtual screening, and

achieves a Kendall Tau of 0.11 with statistical significance. The use of a penalty for poses docked
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Actives

Decoys

Figure 5.7: Distribution of PocketScore values for actives and decoys in the DUD-E HSP90 set.
PocketScore was used for both pose selection and re-scoring.

Table 5.4: Kendall rank correlation coefficient between calculated scores and IC50 values for
ligands in the D3R Grand Challenge. Different scoring functions were tested for pose selection
(columns) and pose re-scoring (rows). *p-value < 0.05, **p-value < 0.01, ***p-value < 0.001.

Pose Selection
Re-scoring Vina Vina(+0.5) RF-Score RF-Score(-1) PocketScore

Vina 0.11* 0.10* 0.07 0.21*** 0.15**
Vina(+0.5) 0.11* 0.13* 0.08 0.21*** 0.12*
RF-Score 0.06 0.06 0.08 0.09 0.07
RF-Score(-1.0) 0.07 0.07 0.08 0.09 0.05
PocketScore 0.03 0.01 0.01 0.07 0.22***
F1(Vina) 0.03 0.01 0.01 0.08 0.21***
F2(Vina) 0.04 0.01 0.01 0.07 0.23***
F1(RF-Score) 0.04 0.01 0.01 0.08 0.22***
F2(RF-Score) 0.04 0.01 0.01 0.07 0.25***
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in the helical conformation Vina(+0.5)//Vina(+0.5) only increases Kendall’s Tau to 0.13. These

results are an important reference because they correspond to the usage of AutoDock Vina.

Surprisingly, Vina//RF-Score-3(-1) and Vina(+0.5)//RF-Score-3(-1) also perform well, with

Kendall’s Tau values of 0.21. This is unexpected because all redocking tests with the training

set indicate that RF-Score-3 is unable to select correct poses. We speculate that this particular

combination of scoring functions leads to cancellation of errors. It is important to remind the

reader that this combination of scoring functions had no screening power in the DUD-E HSP90

set (table 5.3).

PocketScore//PocketScore is sufficient for a statistically significant rank order correlation with

ligand affinity, achieving a Kendall’s Tau of 0.22. This indicates that PocketScore captures impor-

tant interactions of a large number of HSP90 inhibitors. Similar approaches have been developed

for other targets in which known interactions are used to process molecular docking results [149].

The best ranking performance is achieved with the use of CSF2(RF-Score-3)//PocketScore,

displaying a Kendall’s Tau of 0.25. Therefore, RF-Score-3 can improve the ranking power of

PocketScore//PocketScore but only if used as an argument for a consensus scoring function: RF-

Score-3//PocketScore displays no ranking power at all. The behavior of CSF2 is controlled by

PocketScore. If PocketScore predicts a good ligand, the value from RF-Score-3 is used. If the

value from PocketScore is low, the value from RF-Score-3 is ignored. The better performance of

CSF2(RF-Score-3)//PocketScore relative to RF-Score-3//PocketScore is consistent with the low

docking power of RF-Score-3. It is likely that RF-Score-3 scores incorrect poses with excessively

favourable scores. By allowing RF-Score-3 to only re-score poses which are likely to be cor-

rect, we are able to effectively make use of the improved scoring power (correlation with binding

affinity) of RF-Score-3.

5.4.4.1 Domain of applicability of PocketScore

We observed that satisfactory performance of PocketScore is associated with specific ligand scaf-

folds. We divided the 180 ligand from the D3R Grand Challenge 2015 HSP90 set by visual

inspection in three categories: ligands containing a resorcinol group adjacent to a hydrogen ac-

ceptor group (figure 5.8), ligands containing an aminopyrimidine group (figure 5.9) and ligands

that do not contain either the resorcinol/Acc or the aminopyrimidine scaffold (figure 5.10). Both

the resorcinol/Acc and the aminopyrimidine scaffolds are associated with satisfactory ranking of

ligands by PocketScore//PocketScore, with Kendall’s Tau values of 0.22 (figure 5.11) and 0.25

(figure 5.12) , respectively. However, ligands that do not contain any of these two scaffolds are

not satisfactorily ordered by PocketScore//PocketScore, achieving a Kendall’s Tau of 0.1 without

statistical significance (figure 5.13). We speculate that these ligands bind HSP90 in a different

site that does not involve the residues considered by PocketScore, and PocketScore is of no value

for docking and scoring such ligands. Notably, most ligands in the training set contain either the

aminopyrimidine or the resorcinol/Acc scaffolds, consistent with the specialization of PocketScore

for these classes of molecules.
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Figure 5.8: Binding mode of the resorcinol/H-bond acceptor scaffold. Panel A represents the
structure of the scaffold with the resorcinol group and the H-bond acceptor group (Acc) separated
by a linker (-X-). Hydrogen bonds involving the protein and the scaffold are represented by dashed
lines. Waters W1 and W3 establish H-bonds with the scaffold, while W4 is displaced. This binding
mode was observed in structures from the training set. A total of 58 ligands from the D3RGC
HSP90 set contain this scaffold. The interaction pattern depicted here are a partial match to a
pharmacophoric model developed for HSP90 inhibitors [1]. This scaffold is discussed extensively
in ref [2]. Panel B illustrates three molecules with different liker (-X-) sizes. In ligands hsp90_4
and hsp90_55, Acc is a benzimidazolone, a frequent group in ligands from the D3RGC HSP90
set.
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Figure 5.9: Binding mode of aminopyrimidine derivatives. Panel A illustrates the aminopy-
rimidine scaffold and the hydrogen bonds established in the binding site. Contrarily to the
resorcinol/H-bond acceptor scaffold illustrated in figure 5.8, water W4 is not displaced and es-
tablishes hydrogen bonds with ligands. This binding mode was observed in structures from the
training set. A total of 59 ligands from the D3RGC HSP90 set contain this scaffold. Panel B
illustrates two molecules containing this scaffold.
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Figure 5.10: Ligands from the D3RGC HSP90 set that do not contain any particular scaffold. A
total of 63 ligands do not contain either the resorcinol/Acc scaffold (figure 5.8) or the aminopy-
rimidine group (figure 5.9).
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Figure 5.11: PocketScore vs. activity for GC2015 ligands containing the resorcinol/Acc scaffold
(figure 5.8). Horizontal dashed lines provide visual guidance and vertical dashed lines correspond
to PocketScore cutoffs in consensus scoring functions.

−2.5 −2.0 −1.5 −1.0 −0.5
PocketScore//PocketScore

-2

-1

0

1

lo
g 1

0(I
C5

0 
µ
M

)

>50µM

1µM

Kendall's
τ = 0.25

Figure 5.12: PocketScore vs. activity for GC2015 ligands containing aminopyrimidine (figure
5.9). Horizontal dashed lines provide visual guidance and vertical dashed lines correspond to
PocketScore cutoffs in consensus scoring functions.
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Figure 5.13: PocketScore vs. activity for GC2015 uncategorized ligands, i.e. not containing
either the aminopyrimidine (figure 5.9) or the resorcinol/Acc (figure 5.8) scaffolds. Horizontal
dashed lines provide visual guidance and vertical dashed lines correspond to PocketScore cutoffs
in consensus scoring functions.

5.5 Conclusions

In the context of our participation in the D3R Grand Challenge 2015, we designed PocketScore, a

scoring function that quantifies the interaction energy between a ligand and three specific residues

in the binding site of HSP90. To assess the value of PocketScore in a molecular docking workflow,

we tested the performance of various scoring functions to identify native binding poses (docking

power) from an ensemble of poses generated beforehand with AutoDock Vina. PocketScore dis-

played greater docking power than other scoring functions, specifically RF-Score-3 and AutoDock

Vina, demonstrating the importance specific interactions to appropriately model binding of ligands

to HSP90.

We have also tested PocketScore for virtual screening applications, which require the calcula-

tion of scores to rank ligands by their predicted binding affinity. In our workflow, ligand scores are

explicitly calculated by a pair of scoring functions: scoring-function-A//scoring-function-B, where

B identifies the best binding pose from the ensemble of generated poses, and A produces the final

score by re-scoring the selected pose. In the DUD-E HSP90 test, PocketScore//PocketScore was

able to score active compounds significantly better than decoys, resulting in an AUC of 0.84. This

result demonstrates that PocketScore is not only able to select native binding poses, but can also be

used to discriminate binders from non-binders for molecules containing resorcinol and aminopy-

rimidine scaffolds. In the D3R Grand Challenge 2015, the importance of docking power became

evident as combinations of scoring functions that use PocketScore for pose selection provided

better predictions for the ranking of ligands. The best results were obtained CSF2(RF-Score-

3)//PocketScore, where CSF2 is a consensus score that adds the value of RF-Score-3 to the output

only if PocketScore is favourable, thus preventing RF-Score-3 from re-scoring poses that are likely

to be incorrect.

Overall, this study corroborates previous findings on the importance of docking power to the
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success of virtual screening campaigns [5]. It also demonstrates that specific residues on the

binding pocket of HSP90 are important to model the binding of small molecules to HSP90, and

that other generic scoring functions (AutoDock Vina and RF-Score-3), may underestimate these

important interactions specific to a subset of HSP90 inhibitors.
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6.1 Abstract

The relevance of conformational fluctuations on enzyme rates has been a matter of debate for

decades. Single molecule experiments have detected variations on the catalytic rates between

different enzyme molecules, and within the same enzyme molecule, in a time scale larger than

turnover. Computational methods can detect different energy barriers, induced by thermal con-

formational fluctuations, at a microscopic timescale, several orders of magnitude faster than the

turnover rate of the fastest enzyme. Others have observed these barrier fluctuations, but few com-

putational studies have dissected them in detail and tried to understand their origins and conse-

quences. For this purpose we studied the first step of the reaction catalyzed by HIV-1 Protease,

starting from 40 different conformations. We found activation free energies ranging from 14.5 to

51.3 kcal mol−1 . The calculated apparent barrier is 16.5 kcal mol−1 , which is very close to the

experimental value of 15.9 kcal mol−1 for product release. These fluctuations are determinant to

the overall rate, and are correlated to specific structural changes. The effect of each enzymatic

conformation on the stabilization of the transition state can be explained by the electrostatic inter-

action of every protein residue with the flow of net electronic density (negative charge) from the

reactants to the transition state.

71
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6.2 Introduction

Enzyme structures fluctuate over time on a multidimensional free-energy landscape [151, 152, 153,

154]. Even at equilibrium, a broad enzymatic state such as the “enzyme-substrate complex” is a

blend of innumerable interchanging conformations. This complexity extends to catalysis: there

are countless possible transition state geometries connecting reactant conformations to product

conformations. Conventional experimental kinetic studies overlook this diversity, because they

measure properties of ensembles of enzymes, which are averaged over time and over moles of

molecules. Enzymatic rates from single molecule experiments, however, present both what has

been coined as static disorder (rate differences on different enzymatic molecules, assumed to be

due to rate variations much slower than turnover) and dynamic disorder (rate differences on the

same enzymatic molecule along a time close to turnover)[155]. Initially, it was thought that fold-

ing fluctuations slower than the time of the experiment caused static disorder, [156, 157] while

faster structural fluctuations caused dynamic disorder [157, 158]. It is now accepted that intrinsic

structural differences, such as the existence of post-translation modifications, or of truncated or

partially folded enzymes, [159, 160] account for most cases of static disorder. As for dynamic dis-

order, it was shown that it is not a universal characteristic, as there are proteins that do not display

it. [161, 160, 162]. Theoretical modelling of enzymes has been vital to the progress of the field

of enzymatic catalysis. Most notably, computational methods are the only systematic approach to

describe the reaction pathways followed by enzymes at an atomic level [163, 164, 165, 166, 167]:

Enzymatic reactions can be modeled today for the whole enzyme with QM/MM methods, and

chemical accuracy. There are a growing number of theoretical studies that focus on the link be-

tween structural flexibility and its effect on enzymatic catalysis. One of the main observations

is that the calculated activation energies are dependent on the chosen initial structure for the re-

actants [168, 169, 170, 171, 172, 173, 174, 175, 176]. Depending on the exact methodology or

enzyme, differences on the barrier between 5 kcal mol−1 [168, 170], and more than 30 kcal mol−1

[169, 174] have been found. Some explanations for the relation between the differences in the

structure and in the barriers have been proposed, [168, 169, 170] but they are mostly structural

considerations, like specific distances between active center atoms, and hence specific to the en-

zymes in question. In this paper we explored in greater detail the electrostatic interactions of

non-catalytic residues with the active center, and found that, in conjunction with different active

site conformations, they are the main cause for instantaneous barrier fluctuations. In principle, this

kind of analysis can be applied to any enzyme.

For the sake of clarity, we introduce the concept of instantaneous disorder. It is impossible

to reconcile the dispersion in the barriers obtained by computational methods with the dispersion

obtained from experimental data on dynamic disorder due to the altogether different time scales

considered. Dynamic disorder reflects variability in conformations that occur in a timescale larger

than kcat . Computational methods, on the other side, have only access to much smaller time scales.

Instantaneous disorder is then the instantaneous fluctuations in the enzyme structure with a time

scale much smaller than k cat , which leads to different activation barriers. We picture a free energy
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Figure 6.1: A model for the catalytic landscape of enzymes and its relation with QM/MM results.

profile for the reaction that is constantly changing, with innumerable different possible energy

barriers that change both quantitatively (different energies) and qualitatively (different paths). The

barriers affected by instantaneous disorder cannot be measured experimentally because most of

them are never crossed. Figure 6.1 is illustrative of this model. We consider two independent

motions: the movement of all the residues in the enzyme, which leads to different energy barriers;

and the movement of the atoms in the reaction coordinate. The reaction can only take place when

the energy localized on the reaction coordinate (bottom line) is enough to overcome the barrier

provided by the enzymatic conformation at that time (top line). The effect of the enzyme scaffold

in the barrier is given by its instantaneous interactions (mostly electrostatic) with the active center.

Variations in the enzyme structure affect the barrier only through changes in these instantaneous

interactions. It is obvious that these two motions are not truly independent but, for the sake of the

argument, it is only necessary that the existent correlation is not the cause of the observed rate.

In this work we used 40 conformations taken from a MD (molecular dynamics) simulation

of HIV-1 protease to obtain 40 free energy profiles of its catalytic mechanism with a QM/MM

methodology. HIV-1 protease was chosen as model enzyme due to its small size and simplic-

ity: two identical chains of 99 residues each compose protease, [177, 178] and it has only two

(aspartic) catalytic residues [179, 180, 177, 181, 182, 183, 184, 185, 178]. Furthermore, its

mechanism is well established from experimental [179, 180, 181, 182, 183, 184, 185, 186, 187]

and theoretical [188, 189, 190] standpoints, as well as from studies on other aspartic proteases

[191, 192, 193, 194, 195]. To limit the MD sampling to productive conformations we fixed a hy-

drogen bond between the protonated oxygen of Asp25B and the carbonyl oxygen of the scissile

peptide bond. This hydrogen bond is also found in an ensemble of unconstrained structures, but its

occupancy is quite low. The entropic cost of such constraint was calculated recently to be 4.6 kcal

mol−1 at physiological temperature [196]. This contribution was added to all the barriers in order

to compare them directly with the experimental turnover, that constitutes an upper limit for the

chemical step, as product release is rate limiting. The active center of each structure was inspected

to identify geometric parameters important to the barrier. Furthermore, to understand the effect
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of every protease residue in catalysis, we employed a method where each residue was removed

from both reactant and transition state structures. By comparing the barriers in the “deleted” sys-

tems with the barriers in the complete enzyme, we were able to define exactly the contribution

of the 198 residues to catalysis in each of the 40 models . We observed a highly heterogeneous

catalysis landscape with activation energies ranging from 14.5 to 51.3 kcal mol−1 . We found that

different reaction paths and different conformations in the active center led to different barriers,

as expected. However, even initial structures that led to the same mechanism and had very similar

active center geometries presented large barrier heterogeneity. The main cause behind the dis-

persion in these barriers is the oscillation of the electrostatic interactions (coming from Coulomb

and van der Waals forces) between the active center and the rest of the enzyme due to thermal

conformational fluctuations. Our results show consistently that residues that help the flow of neg-

ative charge towards the scissile peptide bond will decrease the barrier, while residues that hinder

such flow of negative charge density increase the barrier. An analysis of the different positioning

of these residues in the snapshots is enough to explain why barriers oscillate so much. Further

studies will be necessary to assess if this conclusion can be generalized to more enzymes. It is

tempting to hypothesize that the effect will be important in enzymes where the charge distribution

is very different in the reactants and transition state structure, whereas it will be less important in

free-radical reactions, for example.

6.3 Methods

The overall computational protocol in this work followed these steps: a) Modeling of the enzyme-

substrate complex from the 4HPV PDB structure; b) Molecular dynamics simulations (10+5 ns) to

stabilize the modeled structure; c) Three independent MD simulations (total of 80 ns) to sample the

conformational space of the system; d) QM/MM calculation of the reactants and transition state of

the first step of the reaction for 40 different initial structures, resulting from the previous molecu-

lar dynamics simulations, by unconstrained geometry optimization of both stationary points at the

ONIOM(B3LYP/6-311+g(2d,2p)|AMBER) level; e) Assessment of the influence of every residue

in the activation energy for each one of the 40 structures. The protease model was built from the

X-ray structure 4HPV. 47 This structure contains the entire HIV-1 protease bond to the substrate-

based inhibitor Ac-Thr-Ile-Nle-[CH 2 -NH]-Nle-GIn- Arg.amide. We modeled the inhibitor into

the Ac-Thr-Ile-Met-[CO-NH]-Met-GIn-Arg.amide substrate by changing the [CH2-NH] group to

an amide [CO-NH] group, and the Nle (Norleucine) residues to methionine residues. In addition,

we added the catalytic water into the active center, and protonated Asp25B. This residue is experi-

mentally known to be protonated to fulfill its role in the catalytic mechanism. This model contains

3232 atoms. The modeling task was done in the GaussView software [197].

In order to equilibrate the modeled structure we did a 10 ns molecular dynamics simulation

without any structural restrictions. During this simulation, the active center adopted a confor-

mation that was not adequate to the catalytic reaction. To force the protein to adopt the required

conformation we constrained the distance between the catalytic hydrogen atom of Asp25B and the
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carbonyl oxygen atom of the substrate with an harmonic potential having an equilibrium length of

1.8 Å and a force constant of 50 kcal mol−1Å−2. The free energy cost of restraining the sampling

to this subspace has been calculated before to be 4.6 kcal mol−1 [196]. This contribution was

added to all barriers. We ran another 5 ns MD with this new Hamiltonian. From the last structure

of this 5 ns MD, three more simulations were launched with different seeds for the initial veloc-

ities, in order to provide sampling space for the subsequent work. Two of these simulations ran

for 24 ns, and the other for 32 ns, to a total of 80 ns. The catalytic water is known to occupy only

transiently the active site. Our MD simulations confirmed this experimental observation, as the

catalytic water diffused away from the active site after a few tenths of ns. Any time that the cat-

alytic water diffused from the active site we stopped the simulations and started new simulations

with the catalytic water inside the active site again. That is why we made three simulations, two

with 24 ns and a third with 32 ns. These were the times during which the catalytic water remained

in the active site.

Forty QM/MM models of the enzyme substrate complex were defined from 40 structures of

the sampling dynamics equally spaced in time (i.e. with time intervals of 2 ns). For the ONIOM

models, all water molecules were removed, except for the catalytic and structural ones. There

were no water molecules on the inside of the protein except for these two. The solvent was re-

moved from the calculations deliberately, and PCM calculations with a set of dielectric constants

probed the effect of the environment (see below). Protease binds and cleaves two very large sub-

strate polyproteins (Gag and Gag-Pol), much larger that protease itself (Gag-Pol has about 1500

residues). Most of the protease becomes buried in the substrate protein. Despite the enormous

scientific and pharmacologic relevance of this complex, it has remained elusive to crystallography

so far. It is unknown how much of protease is exposed to solvent and how much is buried in the

binding partner. Additionally, protease acts after viral assembly, in a densely packed environment.

To estimate the possible magnitude of environment effects, we performed single point energy cal-

culations with an implicit solvation model (ONIOM-PCM), using different values for the dielectric

constant (4, 10 and 80). As expected, higher dielectric constants lead to more pronounced changes

in the calculated activation barrier, but the differences (in average 0.64± 0.57 kca mol−1 withε=4,

0.78± 0.72 kcalmol−1 with ε=10, and 0.81± 1.08kcal mol−1 with ε=80) are not significant when

compared to the range of activation barriers that is under study. Since the changes in activation

barriers induced by solvation are negligible, and the real environment is not really known in detail,

we report values corresponding to the enzyme without solvent. The effect of the environment in

all calculated barriers is reported in the Supporting information (Table S1 and Figure S1).

The reaction path was studied in the same manner for all models. We started by optimizing the

reactants structure and subsequently scanning the reaction coordinate (i.e. the distance between

the oxygen of the water nucleophile and the carbon of the peptide bond). The structure with the

highest energy in the scan was identified and used as a guess to freely optimize the transition state.

A frequency calculation was done to confirm the nature of the optimized structure. To obtain a

reactants structure in the same relative minimum as the transition state, we performed an IRC

(intrinsic reaction coordinate) calculation in the reactants direction for 10 steps. Instead of pro-
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longing the IRC calculation all the way to the reactants, the last structure from the IRC was taken

and freely optimized, while making sure that no structural rearrangements (independent from the

reaction coordinate) occurred in this last optimization. The different active site conformations

were firstly analyzed with the aim of finding structural features correlated with the size of the

barriers. This kind of analysis was used before to identify geometric descriptors correlated with

the magnitude of the barriers [172]. Here, we limited our analysis to bi-dimensional linear regres-

sion models, and used four interatomic distances as descriptors: (1) the hydrogen bond between

Asp25A and the catalytic water, (2) the distance between the oxygen of the catalytic water and the

carbonyl carbon in the peptide bond, (3) the hydrogen bond between the protonated Asp25B and

the catalytic water and (4) the hydrogen bond between Asp25B and the oxygen in the carbonyl

group. Details about the performance of all regression models are provided in the Supporting

Information.

In a second part of the analysis of the results, we employed a procedure to assess the influence

of each MM layer residue in the activation energy of the reaction. For each of the optimized

structures of reactants and transition states we did a series of single point energy calculations

where we removed every single protein residue, substrate residue or structural water (a second

water molecule is known to be present in the protease active center, which has only a structural

role). This gives a total of 201 calculations for each pair (reactant and transition state) of optimized

structures (196 protein residues, 4 substrate residues and the water molecule, all part of the low

layer), or 402 calculations for each barrier; since we end up with 39 productive structures we did

more than 15000 single point energy calculations in total. The influence of each residue in the

barrier is given by the difference between the native barrier and the barrier calculated without the

residue. A positive number means that the deleted residue increases the barrier, while a negative

number means that the deleted residue decreases the barrier (it stabilizes the transition state more

than it stabilizes the reactants). Note that the purpose of this procedure is to calculate the potential

energy effect of each residue on the activation energy of the wild type enzyme. It is a conceptual

quantity that cannot be measured experimentally. We are not trying to calculate the free activation

energy of mutated enzymes, which is a different physical quantity. Our purpose is to understand

if residues stabilize or destabilize the barrier at the specific TS conformation, in absolute terms.

To measure reference distances between residues and the active site, we considered the follow-

ing geometric points: the oxygen atom for the nucleophilic water; the amide carbonyl carbon for

the substrate; the average atomic positions for neutral residues; the guanidine carbon for arginine

residues; the nitrogen side chain for lysine residues; and the carboxylate carbon for aspartate and

glutamate residues.

6.3.1 Molecular Dynamics Simulations Details

A total of 9960 water molecules were added to the protein in a rectangular box of 88 Å X 67 Å X

71 Å. At least 12 Å were left between the surface of the protein and the face of the box. Explicit

van der Waals interactions were truncated at 10 Å and the Coulombic interactions were calculated

with the PME method, with the real part also truncated at 10 Å [198]. A time step of 1 fs was used



6.3 Methods 77

in simulations where the distance between the side chain proton of Asp25B and the oxygen of the

peptide bond was constrained with a harmonic potential. For simulations without this restriction

we used the SHAKE algorithm [199] and a time step of 2 fs. An initial warm-up dynamics of 100

ps (from 0 to 300 K) was done in the canonical ensemble (NVT). The production dynamics ran

in the isothermal-isobaric ensemble (NPT) with the Langevin thermostat and isotropic position

scaling, at 300 K and 1 bar. Parameters from the AMBER03 force field [200] were used for all

the amino acids in the system, including the protein and peptide substrate. TIP3P water molecules

[60] were used for the catalytic, structural and solvent water molecules. Molecular mechanics

simulations were done with the AMBER10 software [201].

6.3.2 ONIOM model details

For the QM/MM calculations we divided the system into two layers. The high layer comprises the

side chain of the two catalytic Aspartate residues, Asp25A and Asp25B, the water nucleophile,

and 12 atoms of the substrate, as seen in figure 6.2. We deliberately used a very small QM layer in

this study, for two reasons. The first is that the division represents the conceptual division between

the “reacting atoms” and the “environment”. It is much simpler and theoretically clear to define

the “environment” at the MM level because MM allows us to clearly isolate the contributions of

each atom or residue to the barrier. Second, as we are studying the reaction dozens of times, with

transition state optimizations and IRC calculations (and more than 15,000 single point energy

calculations), the use of a large QM layer would limit the number of conformations we could

explore, which is the focus of the study. Besides, the choice of studying HIV-1 protease was made

purposefully on this basis; it is a small protein, with only two catalytic residues and with a very

well-known and undisputed catalytic mechanism. A larger QM layer would increase the accuracy

of the energies, but would not change them meaningfully. The MM layer includes all the remaining

protein and substrate atoms, as well as the structural water molecule. The interaction between the

layers was treated with the electrostatic embedding scheme. Comparable models have been used

in the past to study the reaction mechanism of HIV- 1 protease and similar enzymes [188, 189, 190,

195] The QM layer was optimized with the B3LYP [49, 202] density functional and the 6-31G(d)

basis-set [203], while the MM layer was treated with the parm96 force field [51] as implemented in

the GAUSSIAN09 program. Sautet and co-workers have shown that B3LYP properly reproduces

the geometries and energies of the first transition state of the HIV-1 protease reaction given by

MP2 and CCSD(T) [190]. The difference in activation energy between B3LYP/6-311++G(2d,2p)

and CCSD(T)/6-311++G(d,p) levels of theory is only -0.6 kcal mol−1. The effect of the (D3)

dispersion correction [204] was also calculated. Its contribution to the barrier was quite small

(1.0 kcal mol−1 in average). Given the magnitude of the correction and the fact that B3LYP was

shown to be excellent in reproducing the barrier for this transition state we haven’t included the

D3 correction in the results. The dispersion correction for every barrier is shown in the SI (Table

S1 and Figure S2).

Zero point energies and entropic corrections were also calculated, in order to obtain free ener-

gies of activation. The 39 barriers of the native enzyme were recalculated with the 6-311+g(2d,2p)
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Table 6.1: Free energies of activation (kcal mol−1) and rate constant (s−1) for the three mecha-
nisms found and experimental data. A correction of 4.6 kcal mol−1 relative to the MD constraint
is included in all the values

Mechanism Barrier range Average barrier Aparent barrier kcat
A.1 14.5 - 38.2 27.5 ±6.6 16.2 24
A.2 23.2 - 41.1 31.9 ±5.5 24.7 2.3 x 10−5

B 38.5 - 51.3 44.9 ±9 38.9 2.3 x 10−15

Total 14.5 - 51.3 29.6 ±7.5 16.5 15
Experimental [207] 41 ±6

basis set. All ONIOM [205] calculations were done with GAUSSIAN09 [206].

6.4 Results and Discussion

6.4.1 The fluctuations of the free activation energies

Among the 40 initial reactant structures studied, only one was non-productive. In this case, the

optimization of the reactants led to a structure where Asp25B is making a hydrogen bond with

Asp25A, instead of making it with the substrate. For the remaining 39 initial structures, we cal-

culated the activation energies for the first step of the catalytic reaction of HIV-1 protease. We

divided the barriers in three categories (A.1, A.2 and B) based on three clearly different conforma-

tions adopted by the active center. The first two categories (A.1 and A.2) are essentially the same

mechanism, while B is a completely different path. Scheme 1 depicts these different paths, which

are described later, and Table 1 summarizes their kinetic data. For variant A.1 of mechanism A,

the average of the barriers is 27.5 kcal mol−1 with a standard deviation (SD) of 6.6 kcal mol−1 .

The apparent barrier (i.e. the barrier that would be observed experimentally from a macroscopic

population of enzymes in these initial states and proportion) was calculated using the transition

state theory from the average of the k cat values. Its value amounts to 16.2 kcal mol−1. For the

variant A.2 of mechanism A, the average of the barriers is 31.9 kcal mol−1 with and an SD of

5.5 kcal.mol−1 . The apparent barrier for this mechanism is 24.7 kcal mol−1 -1 . There are only

2 structures that followed mechanism B, one with a barrier of 38.5 kcal mol−1 , the other with a

barrier of 51.3 kcal mol−1. The average of these two barriers is 44.9 kcal mol−1 −1 the apparent

barrier is 38.9 kcal mol−1. The overall barrier average for all structures is 29.6 kcal mol−1, with a

standard deviation of 7.5, and the overall apparent barrier is 16.5 kcal mol−1 . The experimental

value for the overall free energy barrier of HIV-1 protease with this substrate, 15.9 kcal mol−1, 61

which constitutes an upper limit for the chemical step, is in agreement with the overall apparent

barrier.

The results shown here, and previously seen in other simulations as well, indicate that the

activation barriers of enzymes fluctuate significantly, and are often related to structural flexibility.

We call these fluctuations instantaneous disorder. Protease, in less than 100 ns, presents many

states with very different activation barriers. The observed (or apparent) k cat is given by equa-

tion 1, where P i is the probability of finding the enzyme in the reactant state i, and ∆G◦‡i is the
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Figure 6.2: Different mechanisms and configurations adopted by the active center of protease. Part
A: The water nucleophile attacks the peptide bond and gives a proton to Asp25A. Depending on
the configuration of the peptide bond when it loses the planarity, the nucleophile can be more or
less stabilized by the highlighted hydrogen (configurations A.1 and A.2). This mechanism is the
most commonly describded in the literature. Part B: The water nucleophile attacks the peptide
bond, but this time it gives its proton to Asp25B. In this unfavorable reaction path Asp25A loses
its catalytic role.

corresponding barrier free energy.

kcat = κ
kBT

h

n

∑
i=1

Pie
−∆G◦‡i

RT (6.1)

For the purpose of this work, we assumed that all reactants have equivalent probabilities. The

probability of each barrier is accounted indirectly by the number of times the barrier appears in

our 40 structures. Note that averaging the kcat in this manner is not the same as averaging the acti-

vation energies and calculating kcat from the average barrier. The kcat calculated from the average

of the barriers has no physical meaning, and cannot be associated with any experimental value.

The general model that explains these results is depicted in figure 6.1. The enzyme goes through

many conformations, which are associated with different barriers (instantaneous disorder). Inde-

pendently, the energy accumulated on the reaction coordinate also fluctuates. The reaction occurs

when the energy localized on the reaction coordinate is higher than the current instantaneous bar-

rier. The height of this barrier is essentially determined by the structure of the enzyme as it is in

the reactants state, since the enzyme has no time to go through large rearrangements within the

timescale of a molecular vibration: the time the chemical reaction takes to occur.

The observation of these large fluctuations in the catalytic barriers is not new. In the case of

protease, a decrease in the activation barrier from 50 kcal mol−1 to 20 kcal mol−1 was previously

reported, as the substrate approximates the catalytic aspartates [208]. We obtain a similar effect

when we compare mechanism B to mechanism A. Additionally, HIV-1 protease is able to undergo
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relatively large structural rearrangements in the flaps region [209], which also must affect cataly-

sis. On a microsecond timescale, these flap movements are associated mostly with substrate entry

and exit [210, 211, 212, 213], and are important to understand the full catalytic cycle of HIV pro-

tease, in particular because product exit is thought to be rate-limiting in physiological conditions.

However, since in the present work we are mostly concerned with the motions that directly affect

the catalytic step, we focused instead on conformational fluctuations occurring when the substrate

is bound to the protease, and the flaps are in the closed state. In other enzymes, such as ketosteroid

isomerase, small changes in active site hydration (the entry of two additional water molecules

around the catalytic Asp38), driven by a protein conformational change that closes/opens the ac-

tive site, induced a raise in the free energy barrier of around 20 kcal/mol [214]. Variations up to 17

kcal mol−1 were also observed in the P450 catalyzed epoxidation and hydroxylation of propene

and cyclohexene [215]. In this case, the origin of the variation seems to stem from the multiple

possible substrate orientations, a factor that is expected to be particularly relevant when promiscu-

ous enzymes bind small substrates. In the case of fatty acid amide hydrolase, 36 different barriers

were derived, with a free energy span of about 11 kcal/mol [172]. In that work the authors car-

ried out a successful statistical analysis that identified the specific residues/interactions that were

responsible for most of the observed differences.

There has been a long-standing debate about the relationship between enzyme dynamics and

enzyme catalysis [216]. We do not consider the fluctuations we observed here, ‘dynamic effects’,

in the sense that they are not dynamically coupled to movements along the reaction coordinate.

We consider that the movement along the reaction coordinate is much faster than the movement

along other orthogonal directions in the PES. The roughness of the time-dependent PES and the

subsequent instantaneous barriers arise from a thermal equilibrium distribution. The conforma-

tions explored here are just specific sub-states of the whole macroscopic ensemble. Additionally

we rationalize their effect through the TST without any role of the transmission factor.

The effect of tunneling will be small compared to the fluctuations in activation free energy

that are originated by the different enzyme conformations. However, this effect will be different

from conformation to conformation, as the height and the width of the barriers changes, and will

be more relevant for the lower barriers, that also contribute more to the observed activation free

energy.

6.4.2 The effect of conformational fluctuations in catalysis

After analyzing the 40 structures of reactants and transition states, we found three factors that

account for the fluctuations:

1. Different reaction mechanisms (figure 6.2). Two structures follow a mechanism other

than the path described in the literature for HIV-1 protease (path B). In this mechanism, Asp25A

loses its role in the reaction, and the proton of the nucleophile goes to the free oxygen atom of

Asp25B instead. Since the oxygen atom of Asp25B is less electronegative than the oxygen atom

of Asp25A, the proton of the nucleophile is less stabilized in the transition state, which becomes

more energetic;
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Figure 6.3: Correlation between activation barriers and key interatomic distances. The plot on the
left side shows the computed activation barriers as a function of the shortest distance between a
proton of the catalytic water and a carboxylic oxygen of Asp25A (‘Asp-Wat’ distance). On the
right side, the x-axis represents the predicted activation barrier using linear regression with two
explanatory variables: the ‘Asp-Wat’ distance and the distance between the oxygen in the catalytic
water and the carbonyl carbon in the peptide bond (‘Wat-Pep’ distance).

2. Different active center conformations. The hydrogen atom of the scissile amine bond

is found in two conformations. In the A.1 position, the hydrogen is making a hydrogen bond

with the attacking hydroxide. This interaction stabilizes the negative charge that builds up in the

hydroxide in the TS. On the A.2 position the hydroxide faces the lone electron pair of the amide

nitrogen, a repulsive arrangement that leads to higher activation energies; We also found that

simple geometrical descriptors, such as key interatomic distances, correlate well with differences

in the activation barriers [208, 172, 214]. We have chosen four obvious distances directly related

to the reaction coordinate (definitions for these distances are provided in the methods section).

We built all possible regression models using up to two explanatory variables (distances). Figure

6.3 illustrates the performance of the best one- dimensional model and the best two-dimensional

model, both providing satisfactory predictive power. The single variable displaying the highest

correlation with the activation barrier is the distance corresponding to the hydrogen bond between

the catalytic water and Asp25A ‘Asp-Wat’. From the chemical viewpoint this result is intimately

associated with the reaction coordinate: it represents the importance of abstracting a proton from

the water in order to allow the attack on the carbonyl group. The best bi-dimensional regression

model added the ‘Wat-Pep’ distance (the distance between the water oxygen and the carbonyl

carbon) to the already discussed Asp-Wat, increasing R2 from 0.53 to 0.69. This second distance

completes the chemical path linking Asp25A and the carbonyl group in the peptide bond. It

is worthy to note that the largest change in charge distribution along the reaction coordinate is

precisely between Asp25A and the peptide bond (see figure 6.5).

The results shown in figure 6.3 indicate that simple bi-dimensional regressions are insufficient

to explain quantitatively the wealth of different barriers that protease shows within a few ns. In-

stead of introducing more explanatory variables into the model, we looked for the physical sources

of these fluctuations and analyzed the contribution of each individual residue to the energy barrier.

3. Conformational fluctuations in the rest of the enzyme structure that affect the barrier through

electrostatic interactions. The sign and size of each residue contribution to the barrier (stabilization
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Figure 6.4: Averaged contribution of each residue for the reaction barrier (absolute values), plotted
against the (average) distance of the residue to the nucleophilic water oxygen.

of destabilization) can be explained by looking at the flow of negative charge along the reaction

path (see figure 6.5). The rest of the discussion will focus on this effect. Before addressing the

problem of the residues’ contributions to the activation energy fluctuations it will be instructive

to focus first on explaining how the residues affect the catalytic barriers. The results we obtained

in this respect are extremely intuitive and consistent. To begin with, it is fairly noticeable that

residues near the active center have a greater influence on catalysis than the more distant ones

(figure 6.4).

The decay is very fast to neutral residues, but less accentuated to charged ones. The effect of

charged residues is still meaningful even at distances of 20 Å from the active center. As for neutral

residues, after 10 Å the influence is already negligible. As it is clear, most of the contribution

(either positive or negative) of neutral residues on the activation energy comes from the first layer

of residues around the active center. The interpretation on charged residues is more complicated.

Even if we admit that ignoring a 1 kcal mol−1 contribution for a single residue at 20 Å of the active

center is acceptable, ignoring dozens of such contributions is not prudent. All these residues are

moving and their charge is affecting the barrier, the dispersion in the values of individual barriers

could be significant, even if these movements do not affect the average barrier. Since the apparent

barrier is dominated by contributions of these transient smaller barriers, these fluctuations are of

the upmost importance.

The contribution of each residue towards stabilizing or destabilizing the TS is easy to rational-

ize if we explain it against the charge transfer that takes place when the system evolves from the

reactants to the transition state. As seen on figure 6.5, in the reactants, the negative charge on the

active center is localized on Asp25, while in the transition state the charge is delocalized through

the active center but centered on the substrate and hydroxide ion. The net transfer of negative

charge is then upwards and rightwards. It is expected, and we will show just that, that residues

that help the rearrangement of electronic density towards the transition state configuration will
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Figure 6.5: The flow of negative charge that happens along the reaction coordinate.

lower the activation barrier and residues that stabilize negative charge in Asp25A will increase the

barrier. In other words, if we consider the orientation shown in figure 6.5, positive residues in the

upper right corner stabilize the transition state, and in the lower left stabilize the reactants. The

opposite is true for negative residues. This interpretation is also extensive to neutral residues, if we

consider their partial charges. If the positive partial charge is closer to the active center than the

negative partial charge, the residue will behave as if it was a positive residue, and vice-versa. The

effect of neutral residues will decay faster than the effect of charged residues, because the partial

charges are small and add to zero, with a counterbalancing charge almost at the same distance

from the active center. The neutral residues that significantly affect the barrier and their average

contribution to the activation energy are depicted in figure 6.6. A negative number means that

the residue lowers the activation energy, while a positive value means that the residue increases

the activation energy. Leu24 and the structural water molecule are the residues that decrease the

barrier to a greater extent. They do it by opposite effects: the structural water molecule stabilizes

the transition state with a positive partial charge near the peptide bond. Instead, Leu24 destabilizes

the reactants by having its carbonyl group near the side chain of Asp25. The other three residues

increase the barrier in a similar (but opposite) way, by having the hydrogen atom of the peptide

bond very close to Asp25A. Gly27A and Thr24B establish a hydrogen bond with the Asp25A

carboxylate. These five residues are extremely close to the active center and have a very marked

impact on the activation energies. To be more confident on the magnitude of these values, it would

be desirable to use a model where these residues are included in the high layer of the ONIOM

calculations, but there is no reason to think that such approach would change the conclusions in

a meaningful way. Moreover, if we wanted to use a higher theoretical level we would have to

decrease the sampling to compensate for the additional computational cost, and that trade does not

seems to be advantageous in the context of this study.

We now extend the analysis to all the residues (neutral and charged) that affect the barrier

by more than 0.5 kcal mol−1 . In figure 6.7, these residues are represented in sticks, while the

rest of the protein is represented in ribbons. All the information on this figure is coherent with

the interpretation we have been outlining. Neutral residues that affect the barrier significantly

(in yellow) form a tight core around the active center (The contributions of all neutral residues

are included in the SI). Positive residues that are closer to the peptide bond (dark blue) stabilize
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Figure 6.6: Neutral residues that have the most impact on the activation energies. Residues with
a negative value of contribution lower the barrier, and are represented with green carbons at the
left. Residues with a positive value of contribution increase the barrier and are represented with
purple carbons at the right. The catalytic aspartates, the nucleophile and the substrate are colored
in orange. Energies are in kcal mol−1 .

the barrier, while positive residues that are closer to Asp25A (light blue) increase the activation

energy. For negative residues the opposite holds: residues near Asp25A (in red) are those that

decrease the activation energy, while residues that increase it are near the peptide bond (in pink).

In figure 6.8, this same information is shown quantitatively. The contribution of the residues to

the barrier is plotted against the difference between the distance of the residue to Asp25A and the

distance of the residue to the peptide bond. Again, a positive energy value means that the residue

increases the barrier by that amount, while a negative value means the residues stabilizes the

barrier. Once more, the pattern is consistent with our previous results: positive residues populate

the lower left and upper right quadrants; and negative residues populate the upper left and lower

right quadrants. Furthermore, the greater the difference between the distances, the greater is the

influence of the charged residues.

After establishing how and by how much the protein amino acids influence catalysis, we are

ready to tackle the original question: Do fluctuations in the protein structure justify the dispersion

observed in the catalytic barriers? Figure 6.9 is a plot of the standard deviation of the residues

contribution to catalysis against the standard deviation of their distance to the active center. The

figure tells us that certain residues move significantly from state to state, and that this movement

affects the activation barrier significantly, especially if the residues are charged, or near the active

center.

This result is more than enough to justify the dispersion of the activation energies. Consider-

ing that the contribution of each residue follows a normal distribution and the movement of the

residues is not correlated, we can calculate the expected overall dispersion of results to be 10.2

kcal mol−1 , by the quadratic sum of the individual SDs. This value is the maximum deviation

obtainable for the case where there is no correlation among residues (note that large-scale corre-
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Figure 6.7: Representation of the protease enzyme with the residues that affect more the activa-
tion energy (> 0.5 kcal mol−1 . The catalytic aspartates, the nucleophile and the portion of the
substrate in the high layer are colored in orange. Neutral residues are colored in yellow. Posi-
tively charged residues that decrease the activation energy are colored in dark blue, and positively
charged residues that increase the barrier are colored in light blue. Negatively charged residues
that decrease the activation energy are colored in red, and negatively charged residues that increase
the barrier are colored in pink. The arrow represents the redistribution of negative charge from the
reactants to the transition state.

Figure 6.8: Averaged contribution to the barrier for each residue plotted against the difference of
the distance between the residue and Asp25, and the distance between the residue and the peptide
bond to be cleaved.
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Figure 6.9: Standard deviation of the contribution of the residues to the barrier plotted against the
standard deviation of the relative residue position. This last value is calculated as ((distance to
Asp25A - distance to peptide bond)/average distance to active center).

lated movements can make these fluctuations wider, not smaller. Such backbone fluctuations and

their effects over the turnover have been discussed before [217]. However, at the timescale studied

here they are not present). The actual value for the protease system is smaller, 6.6 kcal mol−1

(for mechanism A.1), due to the existence of correlation between residues. Positive and negative

residues interacting with their side chains, for example, will move in tandem, and will cancel each

other in terms of contribution to the activation energy. This result gives us enough confidence to

assert that enzyme structure fluctuations are responsible for the activation fluctuations.

6.5 Conclusions

In this study we aimed at a better understanding of the effect of conformational fluctuations in the

activation free energy of enzymatic reactions by using a computational model of HIV-1 Protease.

We took 40 equally time spaced snapshots from 80 ns of MD simulations, and used these structures

as initial points for subsequent QM/MM studies of the reaction path first step. The results show

that, along time, the enzyme goes through many reactant states that are associated with different

activation energies (instantaneous disorder), from 14.5 kcal mol−1 up to 51.3 kcal mol−1. The

results point to a disordered energetic landscape where the barrier associated with each microstate

varies several orders of magnitude in very short periods of time (ns). The overall apparent barrier

calculated from 39 productive structures is 16.5 kcal mol−1 , which is in very good agreement with

the experimental barrier of 15.9 kcal mol−1 for product release. In the second part of the work,

we tried to understand the reasons behind such diversity in the activation energies of different

microstates. We identified three main causes. The first is the existence of a different mechanism,

where the role of Asp25A is diminished. The second is related to different conformation of the

active center, in particular, the orientation of a single proton and two key distances along the reac-

tion path. The proton in question is bonded to the nitrogen atom of the peptide bond to be broken.
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In the main conformation it is orientated towards the nucleophile and helps in the stabilization of

the transition state. On the other conformation, it is pointing to the opposite side. With respect

to relation to the two interatomic distances, we found that when the distances at the reactants are

closer to the transition state conformation, the associated barriers are smaller. The third reason for

the large span in the activation barriers is explained by variations in the electrostatic environment

of the active site, due to distinct structural conformations of the rest of the enzyme. The contri-

bution of the residues to the instantaneous barrier is related to their influence on the movement

of electronic charge from the reactants to the transition state. A negative charge near Asp25A,

for example, pushes the negative charge away from Asp25A, destabilizing the reactants state and

stabilizing the transition state. The contribution of each residue also fluctuates along time, accord-

ing to its position relative to the active center. The fluctuations of all residues taken together are

enough to justify the overall dispersion observed in the activation energies.

We think our results are of significance to a better understanding of enzymatic catalysis in

general. We show very clearly that the conformational and catalytic landscape of enzymes is

very heterogeneous, and that this heterogeneity can be traced back not only to different active site

conformations but also to fluctuating interatomic interactions with the rest of the enzyme. Most

importantly, we have shown that the fluctuations in the barriers are fundamental for the enzymatic

rate constant, as most of the products will be formed by a very few transient enzyme conformations

that provide very low barriers.





Chapter 7

Water controls reactivity in
alpha-amylase on a sub-nanosecond
timescale

Keywords: Enzymatic Catalysis, Near Attack Conformation, Transition State Stabilization, Glu-

cosidase, Carbohydrates, Diabetes

7.1 Abstract

The subset of catalytically competent conformations can be significantly small in comparison with

the full conformational landscape of enzyme-substrate complexes. In some enzymes, the proba-

bilty of finding a reactive conformation can increase the activation barrier by at least 4 kcal/mol,

even when the substrate remains tightly bound. In this study, we sampled conformations of alpha-

amylase with bound substrate in a MD simulation of over 100 ns, and calculated energy profiles

along the reaction coordinate. We found that reactive states require a hydrogen bond between a

water molecule and E233, which is the general acid in the glycolysis mechanism. The effect of

this single, non-reactive, intermolecular interaction is as much important as the correct position-

ing and orientation of the reacting residues to achieve a competent energy barrier. This hydrogen

bond increases the acidity of E233, facilitating proton transfer to the glycosidic oxygen. In the MD

simulation, this required hydrogen bond was observed in about half of the microstates, indicating

that alpha-amylase is efficient at maintaining this important interaction in the reactants state. Im-

portantly, this hydrogen bond formed and vanished on a sub-nanosecond time scale, suggesting

that the instantaneous activation barrier oscillates at a much smaller timescale than turnover rate,

from 11.2 kcal/mol to 31.2 kcal/mol. Interactions between the reacting groups, specifically the

nucleophile D196 to the scissile carbon in the glycosidic bond, also changes at this timescale. Our

results support the view of kinetics being determined by few low energy barriers.
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7.2 Introduction

Chemical reactions can only occur if the reacting atoms are in close proximity and in a suitable

orientation, allowing the necessary rearrangements of the electronic structure. Therefore, reaction

rates are directly proportional to the fraction of reactant molecules in reactive conformations. The

isomerization of chorismate to prephenate in water is a severe example of this effect because

reactive conformers correspond to only 0.0001% of the conformational space [218, 219, 220],

contributing 8.4 kcal/mol to the free energy of activation ∆G‡ [221]. It is important to state that

these 8.4 kcal/mol are not associated with changes in the electronic structure of chorismate, but

instead with the probability of finding chorismate in a suitable geometry for the reaction to take

place.

Based on extensive studies of the aforementioned reaction, the activation free energy ∆G‡ was

decomposed into chemical and nonchemical components [221, 219]:

∆G‡ = ∆GNAC +∆GChem (7.1)

where ∆GNAC is the free energy difference between reactive substrate conformations (NAC stands

for near attack conformation) and the full conformational space of the reactants (the ground state),

and ∆GChem is the free energy of activation associated with the chemical transformation of a NAC

to TS. The chemical component ∆GChem is primarily associated with the internal energy of the

transition state and its stabilization by the surrounding environment — its value reflects the am-

mount of kinetic energy necessary to overcome the TS potential energy. On the other hand, the

nonchemical component ∆GNAC reflects the probability of finding the reagents in a reactive con-

formation, which is 8.4 kcal/mol for the isomerization of chorismate.

Please note that we do not refer to NAC as a catalytic effect, but simply as the subset of

microstates that obey geometrical criteria for reactions to take place. Such geometrical criteria

can be applied to enzyme-substrate complexes and to uncatalyzed reactions independently from

each other. Since geometrical definitions are necessarily subjective, the accuracy of ∆GNAC values

must be interpreted with care.

In enzymes, ∆GNAC may be surprisingly large in view of the conformational confinement of

substrates inside active sites, which are expected to maintain required interactions for transition

state stabilization (such as hydrogen bonds) consistently throughout the existence of a reactive

enzyme-substrate complex. Molecular dynamics (MD) simulations estimate a ∆GNAC up to 4.6

kcal/mol in HIV-1 protease [196] and a similar value of 4 kcal/mol was calculated for barnase

[222]. By examining why an enzyme design failed, Ruscio et. al concluded that enzyme design

needs to verify the NAC condition using a dynamical approach [223]. These studies indicate that

enzyme-substrate complexes navigate a complex conformational landscape where critical interac-

tions for catalysis have a remote chance of occurrence, at least in some enzymes. In computational

studies this problem is easily solved as many authors who use protocols based in cluster models

or QM/MM geometry optimizations at high theoretical levels already start from the NAC con-

formation, and easily get productive PES, providing accurate calculations of ∆GChem. However,
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∆GNAC is mostly ignored, as these procedures miss the entropic contribution corresponding to the

frequency of NACs among reactant microstates.

Besides active site organization, also the overall folding influences the activation free energy.

In this regard, the strong dependence of reactivity on enzyme conformation is well documented

by a large body of studies in which activation barriers were calculated for varying conforma-

tions of the same enzyme. These studies typically employ QM/MM methodologies to compute

activation energies, reliably informing about the reactivity of each conformation, and avoiding

geometrical criteria (NACs) which are unlikely to fully correlate with changes in electronic struc-

ture. A conformational change in ketosteroid isomerase raised the activation energy by around

20 kcal/mol [214]; variations up to 17 kcal/mol were found in P450 catalyzed reactions [215]; in

fatty acid amide hydrolase the range of activation barriers was 11 kcal/mol [172]. Many other stud-

ies found significant variations of activation barriers for varying enzyme-substrate conformations

[169, 168, 170, 171, 173, 174, 175, 176, 224, 150, 225, 226, 227, 228, 208, 229]. In our previous

study on HIV-1 protease, [150] interactions of the nucleophilic water in the active site and the

alignment of charge transfer within reactive groups with the electrostatic potential generated by

the whole enzyme explained most of the observed fluctuations in activation barriers. Interestingly,

such fluctuations occur on the nanosecond timescale, while the turnover rate is on the second time

scale. This means that even enzymes without dynamic disorder, [230, 231] which appear to have a

constant rate throughout many cycles, experience ‘instantaneous disorder’. Instantaneous disorder

are the fluctuations of activation energy on a timescale orders of magnitude faster than turnover

rate. In view of the fact that chemical reactions occur on a fs timescale [232, 233], chemical reac-

tions probably take place at specific conformations with low activation barriers. The rate constant

depends on both the frequency of low activation barriers and their magnitude.

Here, we report MD and QM/MM studies on human pancreatic α-amylase (HPA), focusing

on the relationship between activation energies ∆E‡ and interactions occurring in the active site.

This enzyme is a good case study because the glycosylation mechanism is well established [234]

and is also relevant to a very large class of enzymes: glucosidases, implied in a variety of diseases

[235]. Our results highlight the importance of solvent water in determining reactivity in HPA. The

difference between this case and the ones previously discussed is that here we study the effect of a

non-protein, very labile, hydrogen bond with a non-reactive water molecule, that turned out to be

highly important for the observed reaction rate.

7.3 Methods

Our work consisted of two main stages: (i) conformational sampling of the reactants state of

human alpha-amylase on over 100ns of molecular dynamics (MD) simulation and (ii) calculation

of activation energies in selected microstates from the MD trajectory.
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Figure 7.1: Reactants and transition state of glycolysis step. Important distances and dihedrals
are defined: dwat between a water hydrogen and the protonated oxygen of E233, dacid between
the acidic hydrogen of E233 and the glycosidic oxygen, dnuc between the C1 and a carboxylate
oxygen of D196, and the dihedral angles θC3C4C5O5 and θO6C6C5O5 .

7.3.1 Molecular Dynamics

7.3.1.1 System details

Human pancreatic α-amylase (HPA) was simulated by molecular dynamics (MD) with substrate

maltopentaose (G5). Initial coordinates were retrieved from PDB[236] structure ‘1cpu’, which was

co-crystallized with an acarbose-like inhibitor with five monosaccharide rings [237]. Modeling

G5 from this inhibitor involved two simple modifications: changing the N-glycosidic bond to a

O-glycosidic bond and replacing a C=C double bond by a C-O single bond in the ring adjacent to

N-glycosidic bond of the inhibitor. The binding mode of G5 was such that the catalytic machinery

of HPA was positioned to cleave the glycosidic bond between the third and fourth glucose units,

producing maltotriose (G3) and maltose (G2). In the X-ray structure, N461 was glycosylated —

we removed the carbohydrate. All titratable groups were simulated in their standard protonation

states (pH 7) except E233 which was simulated in the neutral state. E233 works as the general

acid and donates a proton to the scissile glycosidic bond [234]. The hydrogen bond corresponding

to dacid in figure 7.1 was restrained at 2.0 Å with a harmonic potential with a force constant of 50

kcal mol−1 Å−2 to increase the sampling of catalytically competent conformations. The system

was solvated in a periodic box filled with TIP3P water molecules such that at least 12 Å exist

between the protein or G5. Sodium counterions were added to neutralize the charge of the system.
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7.3.1.2 Simulation

Simulations were carried out using AMBER 12 [238]. The ff99SB forcefield [239] was used for

HPA, the TIP3P model [60] for water molecules and GLYCAM_06h [240] parameters for G5. The

leap program in Antechamber [241] was used to assign parameters. Particle Mesh Ewald (PME)

[242, 198, 243] was used for electrostatics, with the real part truncated at 10 Å. The integration

time step was 2fs, using the Shake algorithm [199]. Langevin dynamics were used with a collision

frequency of 1ps, using the NPT ensemble at 1 bar and a pressure relaxation time of 2ps, at 300K.

Microstates were recorded every 100 ps. Total simulation time for this production run was 109 ns.

Waters and counterions were equilibrated in prior by a 10 ns NVT ensemble run, maintaining

all protein and G5 atoms fixed at their crystallographic coordinates. Reported simulation times are

zeroed at the start of the production run, thus excluding the 10 ns equilibration time.

7.3.2 Snapshot selection

We selected snapshots from the MD simulation that met what we predicted to be adequate cri-

teria for reactivity, based on interatomic distances that most probably would lead to catalytically

relevant activation barriers. After calculating the barriers we concluded that one of our criteria

(number 3) was irrelevant. The four criteria we used are: (1) nucleophilic aspartate (closest oxy-

gen) to scissile carbon under 3.5 Å, (2) structural hydrogen bonds between D300 and the hydroxyl

groups attached to C2 and C3 in figure 7.1 under 2.5 Å and (3) the existence of a water molecule

with a proton within 2.5 Åfrom the glycosidic oxygen. If we had not restrained our MD, we would

have to add a fourth condition, which would be the distance of the acidic proton in E233 to the

glycosidic oxygen under a given value (e.g. 2.5 Å). This restraing biases the free energy, by in-

creasing the frequency of NACs. Since the bias is constant for all the sampled conformations, it

does not affect the relative barrier fluctuations, only their absolute values.

Out of the 42 selected snapshots, only 18 were used in our energetic analysis. The remain-

ing 24 were excluded due to difficulties in characterizing the stationary points (GS or TS), or in

guaranteeing that they lie in the same global minimum with respect to all degrees of freedom

orthogonal to the reaction coordinate.

7.3.3 ONIOM

Structures from selected snapshots were studied using the ONIOM approach [205]. The high layer

was studied using B3LYP [49, 202] with the 6-31G(d) basis-set [203]. Atoms in the low layer were

described by ff99SB [239]. The high layer included two glucose monomers — before and after

the scissile O-glycosidic bond, the neutral E233, the nucleophile D196 and structural D300, and

the solvent water closest to the glycosidic oxygen. Several different water molecules occupied this

position, so we used cpptraj [30] and custom scripts to find which water is closest at each recorded

snapshot. The 1000 closest waters to any protein atom were kept. Residues were frozen at 15Å

from the high layer, limiting the degrees of freedom during geometry optimizations. All water

molecules except the one closest to the glycosidic oxygen were frozen. Frozen waters within 3 Å
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Figure 7.2: Activation energy for selected snapshots from MD simulation. The lowest activation
barrier was found at the 68.7 ns mark and was 11.2 kcal/mol. The largest barrier of 31.2 kcal/mol
corresponded to the snapshot recorded at 51.6 ns. There is a subtle tendency for structures closer in
time to display similar activation barriers but large variations occurred at a nanosecond timescale.
The dashed line provides visual guidance into the chronological order of snapshots.

from the high layer were removed in order to avoid artificial geometrical constraints, as we were

not interested in studying the effect of local minima of the second solvation layer.

7.4 Results and Discussion

7.4.1 Energies and kinetics

We calculated the activation energy of the glycosylation step in human pancreatic α-amylase

(HPA) using the adiabatic mapping approach, for 18 different conformations of the HPA-G5 com-

plex sampled by MD simulation. We obtained activation energies ∆E‡ ranging from 11.2 kcal/mol

to 31.2 kcal/mol. Activation energies are reported in figure 7.2 and in table 7.1. Other studies on

enzymatic catalysis have also found a wide range of activation barriers [228, 150, 208].

Importantly, we observe that potential energy barriers can change many orders of magnitude

faster than the turnover rate; they change at the ns timescale. At 13.2 ns the barrier was 20.6

kcal/mol and 2.4 ns later, at the 15.6 mark, the barrier dropped to 12.9 kcal/mol. At the nanosec-

ond timescale, where barrier fluctuations occur, conformational changes are mostly associated

with thermal vibrations of bonds, angles or rotamers around a very well defined folding, or small

movements of water molecules. There are no significant folding changes at this timescale. So,

in most of the previously studied cases the enzyme responds to minimal thermal vibrations with

enormous fluctuations in the reaction rate, due to its sheer number of interacting atoms. As a

consequence, observed kinetics are a consequence of few activation barriers — occurring at spe-

cific conformations with critical interactions for catalysis — and the frequency at which such low

barrier conformations are visited, i.e. the partition function of reactive conformers which can, in

principle, be approximated by geometric definitions such as NACs.
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Table 7.1: Activation energies ∆E‡ and relevant distances and dihedrals.

time / ns ∆E‡ / kcal mol−1 dR
wat / Å dR

acid / Å dR
nuc / Å dT S

wat / Å θC3C4C5O5 / deg θO6C6C5O5 / deg
11.0 19.4 3.68 2.95 3.44 2.36 -22.9 -67.6
11.2 18.4 3.03 2.95 3.43 2.11 -26.3 -64.6
13.2 20.6 3.75 3.00 3.30 2.58 -17.6 -65.9
15.6 12.9 2.30 1.94 3.21 1.98 -16.3 -71.9
15.7 12.3 2.64 1.95 3.17 2.14 -23.6 -70.8
19.8 12.7 2.36 2.76 3.29 2.01 -22.4 -65.5
25.2 14.3 2.91 2.74 3.41 2.09 7.8 46.8
26.8 15.2 2.90 2.54 3.57 2.08 29.0 45.9
30.7 21.7 2.52 2.67 3.70 2.07 27.5 41.0
37.0 23.6 4.40 2.83 4.10 2.17 30.6 37.4
51.6 31.2 3.29 2.79 3.44 2.10 26.6 41.7
68.7 11.2 2.92 1.89 3.24 2.08 -22.6 -75.4
70.0 24.0 4.42 2.60 3.85 4.34 31.6 35.4
73.4 27.6 3.53 2.63 3.67 2.13 27.4 32.0
84.8 20.9 3.83 2.54 3.53 3.61 19.6 41.4
85.7 19.4 2.89 2.48 3.47 2.14 27.0 41.0
101.9 14.9 2.63 1.98 3.14 2.09 -27.6 -69.2
107.3 25.1 4.44 3.15 3.51 2.11 -33.2 -60.5

7.4.2 Structural Analysis

In order to understand the structural reasons underlying the fluctuations in the activation barrier, we

superimposed the structures of reactants (fig. 7.3) and transition states (fig. 7.4). It is important to

note that each R/TS pair lies on the same global minimum as could be verified by visual inspection

of the structures and energy profiles along the reaction coordinate.

Transition state structures display better superimposition than reactant structures, implying

that the conformational landscape of transition states is better defined than that of the reagents.

This observation suggests a negative activation entropy ∆S‡ for the glycosylation step in α-amylase.

The fact that TS structures are confined around a well defined conformation may be of great utility

for the design of transition state analogues.

Low activation barriers only occurred if a set of geometric conditions were verified: short

distances for dwat , dacid and dnuc (see figure 7.1). Two of these distances were expected to be

important as they are implicated in the reaction coordinate — dnuc corresponds to the nucleophile

attack of D196 to the carbon in the scissile glycosidic bond (C1 in fig. 7.1) and dacid corresponds

to the proton transfer from E233 to the glycosidic oxygen. The importance of the third distance

dwat was surprising because it is not directly involved in the reaction coordinate, it corresponds to a

hydrogen bond between a solvent water and E233. This hydrogen bond stabilizes the TS because

E233 becomes negatively charged after donating its acidic proton to the glycosidic oxygen. In

figure 7.3, the dependence of ∆E‡ on these distances is displayed (superscripts R and T S indicate if

the distances were calculated at reactants or transition states, respectively). ∆E‡ depends heavily

dT S
wat as most TS structures displayed this required hydrogen bond, and the few that didn’t had a

∆E‡ of about 20 kcal/mol, well above the lower values around 12 kcal/mol (see panel B in figure

7.5).
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Figure 7.3: Reactant structures at the B3LYP/6-31g(d):ff99SB level of theory. Panels A and B
represent the same structures rotated by about 60◦. In each panel, a single structure is represented
along with the superimposed structures (for visual guidance). The single water molecule can
adopt a variety of interactions as is highlighted by the dashed ellipse. The dihedral angle of the
hydrogen bond with D196 can also adopt one of two positions (highlighted with arrows) depending
on whether the adjacent monosaccharide unit is in the boat or chair conformation. Important
distances dwat , dacid and dnuc are represented with dashes. Overall, reactant structures do not align
as well as transition state structures (see figure 7.4).

Figure 7.4: Transition state structures at the B3LYP/6-31g(d):ff99SB level of theory. A single
structure is represented along with the superimposed structures for visual guidance. Important
distances dwat , dacid and dnuc are represented with dashes. Transition state structures display better
alignment than reactant structures (see figure 7.3).
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Figure 7.5: Correlation between distances and activation barriers.

Surprisingly, this hydrogen bond was equally critical in the reactants state (panel A in fig. 7.5).

It appears that there are many hydrogen bond acceptors in the vicinity of E233, and many of them

are stronger acceptors than the neutral E233. Thus, if the solvent water establishes a hydrogen

bond with these better acceptors, the energy of the reagents will be lower (without affecting the

TS energy), effectively increasing the energy difference between R and TS — that is ∆E‡. The

dependence of ∆E‡ on dR
wat is evident in figures 7.4 and 7.5, indicating that this interaction must

be sustained most of the time for HPA to be efficient, and should be included in NAC definitions

for this enzyme.

It is interesting to note that a hydrogen bond with a water molecule has an effect on ∆E‡ that

is of similar magnitude than the effect of the distance between the nucleophile D196 and C1. The

shorter the distance dR
nuc, the lower the activation barrier (see figure 7.5).

The dependence of ONIOM activation barriers on dwat , dnuc and dacid revealed that these dis-

tances must be below a certain threshold for the reaction to occur, otherwise the activation barrier

is too large. Thus, we can significantly improve our definition of what constitutes a reactive con-

formation and estimate the frequency of NACs during the MD simulation with improved accuracy.

Since the distance dacid was restrained in our simulation, all sampled microstates will display this

interaction. In figure 7.6 we represent each recorded microstate of the MD simulation (small cir-

cles) as a function of dnuc and dwat . There is a significantly high number of frames displaying

short distances for both interactions. The two interactions appear to be independent from each

other. The values of these distances for the reactant state of ONIOM calculations are also repre-

sented (the color indicates the activation barrier). It seems like HPA is efficient at sustaining these

critical interactions.
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Figure 7.6: Overlay of MD distances and ONIOM barriers.

Retrospectively, the third criteria we used for selecting snapshots from the MD simulation

significantly reduced the number of selected snapshots. The water molecule spends much more

time interacting with the neutral E233 than with the glycosidic oxygen. This directly translates

in a much higher number of reactive microstates, well beyond the 42 snapshots chosen due to

incorrect criteria. Importantly, the crystallographic structure ‘1cpu’ displays this interaction at 2.9

Å distance, supporting the results we found in this study about the importance of this hydrogen

bond for catalysis. Accordingly, the ONIOM activation energy for the X-ray structure was close

to our lower limit of 11.2 kcal/mol.

7.5 Conclusions

We identified important interactions in HPA that are associated with catalytic proficiency. Confor-

mations of the HPA-G5 complex that display these important interactions display low activation

barriers using the adiabatic mapping approach at the B3LYP/6-31g(D):ff99SB level of theory. This

data may be useful to devise accurate definitions of NACs, which in turn can be used to estimate

reactivity from MD simulations alone, provided that a reasonable value of ∆GChem (the energy

from a reactive reactant state to the TS) has already been computed by a suitable level of theory.

The importance of a hydrogen bond between a solvent water molecule and E233 was surpris-

ing. This hydrogen lowers activation barriers by stabilizing the proton transfer from E233 to the

glycosidic oxygen in the scissile bond. The volatility of this interaction (and also dR
nuc as observed

in our MD trajectory) suggest that activation barriers fluctuate rapidly on the nanosecond timescale

or faster.



Chapter 8

Improving AutoDock4 for Glucosidases

8.1 Overview

This chapter summarizes the facts that suggest desolvation as a key AutoDock descriptor to model

glucosidase inhibitors, and our main docking studies regarding a dataset of glucosidase inhibitors

we assembled.

8.2 Dataset of glucosidase-inhibitor complexes

In order to build a dataset of glucosidase-ligand complexes we searched the Binding MOAD

database [91] for the Enzyme Commission number EC 3.2.1.* (glucosidases). The resulting

entries were crossed with the PDBBind dataset [244] to ensure the accuracy of the data (some

discrepancies in inhibition constants were found during this step, and manual inspection of the

original publications was required to retrieve the correct affinity values). The following require-

ments were applied: existence of experimentally determined inhibition (Ki) or dissociation (Kd)

constants; no alternate conformation or missing atoms in the ligand; no alternate conformations

in receptor residues within 5 Å from any ligand atom. We removed ligands that do not bind in an

active site capable of performing glycosylation (due to missing carboxylate containing residues in

appropriate orientation/positioning). We also removed cases in which ligands coordinated metal

ions, or interacted extensively with the solvent. After applying the aforementioned filters our

dataset had 105 complexes.

8.3 Performance of Autodock

8.3.1 Standard AutoDock4.2

We tested AutoDock4.2 using a standard approach. Receptors and ligands were prepared using

openbabel [121] for atom-typing, charge assignment using Gasteiger-Marsili charges [97], and for

defining protonation states. All crystallographic waters were removed from the receptors. The

results, specially docking power, depended on the number of water molecules that were removed
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Figure 8.1: Docking power and scoring power of AutoDock4.2 in our glucosidase-ligand dataset.
Each circle represents one protein-ligand complex as a function of RMSD from the corresponding
X-ray structure (x-axis) and error in predicting ∆Gbind (y-axis). Results are organized in four plots
according to the number of water molecules that mediate intermolecular interactions between the
ligand and protein. Root mean squared errors (rmse) are reported for complexes that were docked
within 2 Å, in kcal/mol.

from the receptor (figure 8.1). Docking power dropped from 74% of successful re-dockings (< 2

Å) when no bridging waters exist, to 52% with three or more waters.

Unlike in ref. [5] and in chapter 5, poses were not generated beforehand, as the search imple-

mented in AutoDock4.2 (genetic algorithm) was used. Therefore, docking power also reflects the

performance of the underlying search algorithm.

Based on the results shown in figure 8.1, we considered that water molecules in the protein-

ligand interface may negatively impact the discovery of novel glucosidase inhibitors.

8.3.2 Re-calibrated AutoDock4.2

We intended to improve AutoDock using an approach similar to that reported in chapter 3. This

approach consists in taking the ligand x-ray structure, performing a local geometry optimization

and computing the contributions of individual AutoDock terms (van der Waals, hydrogen bonds,

desolvation, electrostatics and torsional entropy of the ligand). This is performed by building

a linear regression model, where the free energy of binding for each protein-ligand complex is

calculated as the sum of each term multiplied by its weight. The least squares approach was

used to minimize the difference between calculated and experimental ∆Gbind . We abandoned

this approach because three out of five terms displayed poor statistics: desolvation, electrostatics

and torsional entropy, suggesting a problem with the model, i.e. the scoring function should be

improved.

We tested the influence of re-calibrating AutoDock weights using poses from independent

docking runs (typically 10 to 100 runs are performed), where the free energy of binding ∆Gbind is

calculated as an exponentially weighted average of the free energy of binding of each individual
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docking run:

∆Gbind =− 1
A

ln

(
1
N

N

∑
i=1

e−A ∆Gi
bind

)
(8.1)

where A is a constant (we set A = 0.64) and ∆Gi
bind is the binding free energy of the pose from the

ith docking run. In total, we performed N = 100 docking runs for each protein-ligand complex.

The number of degrees of freedom with this approach increases by 1 because of the A factor. The

idea is to use of the number of times the search algorithm samples the same binding pose (or

binding poses of similar energy) as a proxy to its entropy. This method resulted in a marginal

gain in scoring power, around 0.1 kcal/mol improvement over a single pose re-calibration. We

considered these results inconclusive.

8.3.3 ‘Wet’ docking

Since re-calibration of the five AutoDock4.2 terms seemed like an inappropriate approach (due to

poor statistics in the linear regression model), we turned our attentions to the problem of bridging

water molecules. We used the method from Forli et. al [44] which is able to predict the presence

of bridging water molecules during the docking search. It works by ‘decorating’ the ligand with

pseudo-waters at 3 Å distance from any hydrogen bond acceptor/donor. For this reason it is called

‘wet’ docking. Waters can be kept if they interact favourably with the receptor, or displaced if

they collide with the protein. We find this approach more attractive than keeping X-ray waters

fixed in the receptor, because different ligands often induce different positions and orientations of

bridging water molecules, preventing the discovery of new inhibitors that would require a different

disposition of water molecules. Unfortunately this method did not increase docking power (see

figure 8.2) as the number of successful re-dockings decreased slightly: 12 complexes displayed a

RMSD under 2 Å with the standard approach and over 2 Å with the ‘wet’ approach. On the other

hand, only 6 complexes were improved using the ‘wet’ approach.

8.4 Hydration of Carbohydrates

Carbohydrates have a large number of hydroxyl groups. Each hydroxyl group has one hydrogen

bond donor site and two hydrogen bond acceptor sites. Consequently, carbohydrates can make

a large number of hydrogen bonds with solvent water molecules (figure 8.3), and display more

negative ∆Gsolv
water than other molecules of similar size.

In order to estimate if our method for calculating free energies of solvation (chapter 4) is

reliable for carbohydrates, we re-fitted the atomic solvation parameters without carbohydrates, and

evaluated the performance of the method on carbohydrates (figure 8.4). The results are satisfactory.
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Figure 8.4: Validation of the solvation approach described in chapter 4 on carbohydrates. The
three carbohydrates (xylose, d-glucose and mannitol) were excluded from the training set, i.e.
atomic solvation parameters were determined exclusively on other molecules.

8.5 Further Evidence and Outlook

Finally, we’d like to refer to studies where AutoDock3 performs better than AutoDock4 for carbo-

hydrate binding [245, 246]. One of the differences between AutoDock4 and the preceding version

is a different desolvation model, supporting the development of an improved desolvation model to

achieve a better description of glucosidase inhibitors.

We haven’t yet integrated our new approach for solvation into molecular docking because the

spatial confinement of water molecules inside binding pockets is extremely challenging from the

energetic viewpoint (see section 1.1.1.2), and we have no reliable means to model such effect yet.

Desolvation terms would benefit from a better description of water under confinement. This is

certainly a hot topic for further developments of scoring functions.
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