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Abstract

Video of the ocean surface is used as a means for estimating useful information about

the scene. A methodology is first introduced for approximating the pixel to metre

scale from high-scale videos of the ocean, such as from an aeroplane. Radar images

are used for testing. The temporal and spatial domains are associated through the

phase modulation of waves, and a process is introduced that selects the waves with

the highest energy to be used for estimating the pixel scale. The spatial information

is then used with the calculated pixel scale for approximating the sea state.

Due to the difficulty of obtaining high-scale videos, a methodology is then in-

troduced that uses the temporal variation from video, and specifically time series of

pixel intensities. It aims to isolate and utilise the temporal variation of the wave field

from all other video elements, such as environmental brightness flunctuations. The

methodology utilises the Kalman filter and the least squares approximate solution

for providing an uncalibrated video amplitude spectrum. A method is proposed for

scaling this spectrum to metres with the use of an empirical model of the ocean. The

significant wave height is estimated from the calibrated video amplitude spectrum.

Videos of the ocean in real environments from a shipborne camera and a tower are

used for testing. In both sets of data, in situ buoy information is used solely for

validation.

The next technique aims to approximate the sea state from the same kind of

data, namely videos of the ocean in real environments, without calibrating a video

amplitude spectrum. The proposed methodology tracks the principal component

of the movement of water in the video, which is speculated to be associated with

the dominant frequency of the ocean. To accomplish this, the singular spectrum

analysis algorithm and the extended Kalman filter are used. Then, the shape of an

empirical spectrum is utilised in order to translate the dominant frequency output

into a significant wave height estimation.

The problem of not using ocean theory associated with a particular empirical

energy spectrum for calibration is examined in the next methodology. A secondary
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oscillatory component from the singular spectrum analysis algorithm is identified

with the incorporation of the extended Kalman filter. Ocean theory involving the

equilibrium range of oceans is used for calibration.

The shipborne videos are used for testing the behaviour of the techniques for

approximately the same sea state of 3.1 m to 3.4 m of significant wave height. The

tower videos are used for testing the techniques for a variety of sea states ranging

between 0.5 m and 3.6 m of significant wave height. From all methodologies, the

maximum observed values of root mean square error 0.37 m and of mean absolute

percentage error 18 % suggest that the work is promising at estimating these states.
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𝜔𝑚 Dominant or modal angular frequency

Kalman filter
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𝐵 Control input model

𝐹 Transition model

𝐻 Observation model

𝐾 Gain matrix

𝑅𝑒𝑠 Residual

𝑢 Input variable

𝑉 Measurement noise matrix

𝑊 Process noise matrix

𝑥 True state

�̄� Projected state

�̂� Predicted state

𝑧 Observed state

𝜖 Process noise

𝜁 Observation noise

Φ Fundamental matrix

Video

𝑎𝑒𝑟 Amplitude from the equilibrium range theory

𝑎𝑝 Amplitude of the peak from the video amplitude spectrum

𝑎𝑝𝑚 Amplitude from the Pierson-Moskowitz spectrum

𝑎𝑢 Amplitude from uncalibrated video amplitude spectrum

𝑐 Column number

𝐿 Frame width in pixels

𝑁 Number of frames

𝑟 Row number

𝑡𝑚𝑎𝑥 Length of video in seconds

𝑣 Frame rate

𝛼 Amplitude scale

∆𝑡 Time between two successive frames

𝜂 Pixel to metre scale

𝜉 Intermediate value for calibration of the video amplitude spectrum
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Chapter 1

Introduction

In this work, video of the ocean surface in real environments is investigated as a

means for getting useful information about the scene and the sea state. The study

and modelling of the sea surface in deep and shallow water is of great importance

for the construction of offshore structures and the execution of maritime operations

[73][42]. Any system design is an optimisation process [24]. In the case of designing

and building harbours and other offshore structures, the effects of waves are a primary

constraint [42]. This is why knowledge of the state of the ocean in an area over

preferrably long periods of time is important for the design of these structures.

In the case of maritime operations, in some cases operating limits associated with

the sea state are clearly defined. For example, helicopter operations on ships are

considered high risk operations, where clearly established procedures are established.

These procedures include restrictions associated with the state of the sea, wind speed

and direction [96]. This information is usually passed to the helicopter providing

service before any type of operation is executed. The sea state modelling for deep

water can also be used for the efficient construction of sea vessels and platforms [19]

and for improving the efficiency of wave energy converters [4][173]. Sea vessels are

vulnerable to damage due to the unpredictable nature of the seas. This brings the

need for instruments that can measure the ocean surface and techniques and methods

that can use this data in order to provide accurate and reliable information about the

state of the sea.
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Operative limits in the form of maximum allowable sea state are defined in the oil

and gas industry [43]. These operative limits are defined in terms of maximum allow-

able significant wave height or maximum allowable vessel motion. For the execution of

operations such as berthing, vessel manoeuvring, loading and offloading, storage etc.,

the operational teams in oil and gas platforms require reliable sea state information

[44]. The vulnerability of these terminals and their operations is reduced with the

definition of decision-making processes that take information of the sea state as input

[43]. If not appropriate procedures are designed for interruption of activities during

adverse weather conditions, infrastructure damage and human life risk are possible.

Even in periods of ‘good’ season, severe weather conditions could be encountered in

the locations of gas and oil platforms in the North Sea, Brazilian offshore and South

China sea [43].

Reliable sea state information is also essential for the construction of oil and gas

platforms. The building operations are defined in terms of sea state. Specifically,

the operations for the construction of these infrastructures are defined in terms of

maximum allowable sea state [43]. Companies in the oil and gas industries are espe-

cially interested in minimising the stand-by time of interruption for the construction

of these platforms due to the weather conditions [43]. In these cases, a careful study

of state of the ocean area over long periods of time is required.

Operations of the coast guard of various countries could be improved with the use

of information of the state of the sea. The coast guard has a mission of providing

timely, useful and actionable information for maritime operations to decision makers

and maritime partners [33]. Accurate and recent knowledge of the state of the sea is

an essential part of such information.

Sea state information could also enable the coast guard to make better decisions

in regards to asset allocation for their missions. For example, the U.S. coast guard

deploys major cutters (their commissioned vessels) and sometimes aircrafts as allo-

cated assets for living marine resources (LMR) missions due to geography, weather

and sea state challenges in some offshore fishing grounds [32]. These major cutters

have greater endurance capabilities than patrol boats. Knowledge of the sea state in
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these grounds could help the coast guard provide more efficient asset allocation for

the LMR missions. For example, in lower sea states (and other favourable conditions

in terms of geography and weather), patrol boats could be used as a surface asset of

choice, which are smaller, easier to maintain and require a smaller workforce. In such

a scenario, the coast guard’s major cutters and aircrafts could be allocated for more

critical operations.

The coast guard’s search and rescue (SAR) missions could also be improved in

terms of asset allocation when sea state information is available. Operational com-

manders evaluate numerous factors for the determination of the proper resource al-

location for missions, so that the possibility of these missions being executed with

success is maximised [32]. Sea state information could be used by the operational

commanders for making better decisions in terms of asset allocation. In this way, the

possibility of success could be improved, while at the same time the asset allocation

could be more efficient. For example, in lower sea states the commanders may not

decide to send the guard’s major cutters for a SAR operation and decide to send

smaller vessels, such as station small boats or patrol boats. Major cutters are the

preferred allocated assets for long transit distances, large search areas and severe

weather conditions [32].

The term sea state refers to a set of statistics describing the conditions of the

sea, such as the significant wave height, dominant period, energy spectrum and wind

speed. The sea state can be estimated with in situ devices, such as wave buoys and

tidal gauges [20][103]. The ownership and maintenance of wave buoys is expensive.

Severe weather conditions may cause damages to these devices. With the advance-

ment of technology and computational algorithms, the remote sensing of the ocean is

made possible. For example, stereophotography has been widely used for acquiring a

highly detailed representation of the ocean [17][167][39]. The information from radars

on ships or satellites are also used for getting detailed sea state information [105][10].

Remote sensing is also done with images or videos of the ocean [39][34]. In some cases,

in situ devices are used for calibration, for example [31]. The use of images and video

has the advantage of being inexpensive, widely available, and requiring little or no
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calibration.

This work investigates whether and to what extent it is possible to get the sea

state and other useful information about the scene with the use of video from a single

uncalibrated camera in real environments. Using images and videos of the ocean for

getting the sea state is not a new concept. Dating back to the early 1970s [112],

the percentage of whitecaps from photographs was used as an indication of the wind

speed. The geometric configuration of the scene and known physics of light reflection

and refraction have also been used in the literature in order to get the sea state

[152][154]. In [34], the authors used the sun’s glitter pattern from aerial photographs.

Research also includes the use of the polarisation property of light for estimating the

slope field (for example [176][97]).

With the advancement of computational algorithms, attention has been given into

acquiring the sea state with the emphasis being made on the methodology used and

not the geometry of the scene. One example is with the use of the PIV algorithm

in order to track high intensity values from video of the ocean in the nearshore

associated with water crests [51]. Some research involves the use of single uncalibrated

cameras for acquiring the sea state. For example, the work in [178] uses video data

in shallow water in order to get analysis of the directional wave spectrum. The

methodology involves the extended maximum likelihood method and the Bayesian

directional method. Wave gauge measurements are used for calibration. In [175], the

dominant period is estimated from video in the surf zone by using the information

of the wave crests. The work in [146] utilises the phase speed information from

pixel time series and the Phillips ocean energy spectrum for the same purpose. An

extension to this work is presented in [102], where large scale images from radar

and the spatial variation are used for getting the sea state. The work in [133] uses

large scale airborne images of the ocean and the dominant frequency is determined

as the centroid of a selection of frequencies near the peak frequency obtained with an

iterative thresholding process.

Additionally to techniques that use machine learning algorithms for the estima-

tion of the state of the ocean surface, machine learning is also used in research for
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underwater image analysis. For example, deep learning is applied for object detection

and classification, such as for fish [145] and seagrass [156]. Another field of research

in underwater image processing is the automation of image annotation [180]. In this

case, annotation is done in a semi-automated manner, where the system generates

candidates of labels that can then be manually selected. One main problem in un-

derwater image annotation is the lack of sufficiently annotated data to be used for

learning. An approach proposed to overcome this is with the task of transfer learning

[122], where the weights from the learning of one dataset are used for training another

dataset. Knowledge transfer is also used in research for improving the image anno-

tation task. In [142], the knowledge obtained from a simulated environment is used

for learning in the real environment. The performance of deep learning can also be

improved with the use of physics based normalisation and data augmentation [166]

and georeference regularisation, physics based colour correlation and image rescaling

[174].

In regards to underwater research, statistical approaches have been proposed for

the analysis of underwater measurements, such as temperature and salinity. This

data can be obtained with the use of autonomous underwater vehicles, which travel

the underwater at various depths and provide this information through sensors. For

example, in [72] a process-convolution approach is presented for modelling tempera-

ture data in the North Atlantic. In [135] space-time modelling is performed on the

joint distribution of temperature and salinity levels from data acquired with floats.

In [111] a statistical approach is proposed for tracking an unknown three-dimensional

oceanic feature with an underwater glider device.

This work presents techniques that utilise video from a single uncalibrated camera

in real environments as input. The aim is to estimate the state of the ocean surface.

The techniques are introduced in the main chapters. Machine learning algorithms

such as the Kalman filter (linear and extended) and the singular spectrum analy-

sis (SSA) are utilised with the aim of isolating and utilising the information from

video that is associated with the ocean’s movement and for the representation of the

information from video in a manner that enables the sea state estimation.
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(a)

(b) (c)

Figure 1-1 Shipborne experimental results. (a) The ship used in the experiments (b)
outdoor measuring camera (c) indoor measuring camera.

The structure of this work is as follows:

� Chapter 2 provides background theory of ocean waves that are utilised through-

out the work.

� Chapter 3 provides theory of the Kalman filter.

� Chapter 4 provides a literature review of the field of research associated with

the present work.

� Chapter 5 describes the experimental data that are utilised and topics associated

with the accuracy of the experimental results.

� In Chapter 6, the pixel to metre scale is estimated from large scale video with

a technique that iteratively selects only the waves with the highest energy from
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Figure 1-2 Frying Pan tower.

the phase modulation of waves from video. Then, the sea state is estimated

with the spatial variation from video and the pixel to metre scale estimation of

the previous step.

� In Chapter 7, a methodology is proposed that aims to estimate the video am-

plitude spectrum with the use of the temporal variation of the wave field. This

enables the approximation of parameters associated with the state of the ocean.

� In Chapter 8, a methodology is proposed that aims to estimate the significant

wave height with the use of the singular spectrum analysis (SSA) algorithm,

the nonlinear Kalman filter and ocean theory of an empirical energy spectrum.

� In Chapter 9, a methodology is presented that aims to identify a signal with

a frequency higher than the dominant frequency from video. The equilibrium

range theory is then used for calibration in order to approximate the significant

wave height.

� In Chapter 10, a comparison is given of the experimental results of chapters 7,

8 and 9.

The main chapters of this work are supported by the following publications:

� Chapter 6: A. Loizou and J. Christmas, ‘Estimating Pixel to Metre Scale and

Sea State from Remote Observations of the Ocean Surface,’ IGARSS 2018 -
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2018 IEEE International Geoscience and Remote Sensing Symposium, Valencia,

2018, pp. 3513-3516.

� Chapter 7: A. Loizou and J. Christmas, ‘Sea state estimation from uncalibrated,

monoscopic video,’ SN COMPUT. SCI. 2, 328 (2021).

https://doi.org/10.1007/s42979-021-00727-0

� Chapter 8: A. Loizou and J. Christmas, ‘Sea state from ocean video with sin-

gular spectrum analysis and extended Kalman filter,’ SIViP (2021), Accepted

subject to revisions

For testing the techniques proposed in this work, radar images as well as two sets

of video data are used, one from a moving ship and one from a stationary tower. For

the shipborne videos, cameras were placed on-board the ship in figure 1-1a, recording

the ocean surface in experiments done in 2014 in the North Atlantic ocean. The

cameras used for the recording are shown in figures 1-1b and 1-1c.

For the tower videos, video footage from the Frying Pan tower [47], shown in figure

1-2 are used. This tower is a former lighthouse located 34 miles off the coast of Cape

Fear, North Carolina. Cameras are placed on the tower showing a panoramic view of

the Atlantic ocean. At some time instances, the camera is not rotating, allowing for

the acquisition of short duration videos of the ocean surface. Both sets of video have

the advantage of having accurate concurrent measurements of the sea state from wave

buoys. The wave buoy data are used solely for validation. Calibration is achieved

with the incorporation of ocean theory.
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Chapter 2

Ocean theory

This work introduces techniques that utilise machine learning and ocean theory con-

cepts in order to provide useful information from video of the ocean. This chapter

provides an introduction to the general theory from oceans that are utilised through-

out this work. Any additional ocean theory that is unique to each technique is pre-

sented in each associated chapter. Topics that are covered include main concepts in

oceans (Sect. 2.1), empirical energy spectrum (Sect. 2.2), ocean wave energy and am-

plitude (Sect. 2.3), dispersion relation (Sect. 2.4), significant wave height (Sect. 2.5)

and ocean measurement devices (Sect. 2.6).

2.1 Main concepts

This section provides a short introduction to the different concepts associated with

ocean waves.

2.1.1 Wind and swell waves

Ocean waves are created mostly by the transfer of energy by wind [90][159]. The

wind can be local or distant. In the case the wind is local, the waves are referred to

as wind waves. In the case of distant wind, a constant wind causes waves that are

able to travel well beyond their origin that are referred to as swell waves. Swell waves
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usually have longer wavelengths than wind waves [155].

2.1.2 Dominant wave

The ocean dominant wave is the sinusoidal element with the highest energy in the

ocean energy spectrum [155]. This spectrum is usually acquired with wave buoys.

2.1.3 Deep water

Deep water is defined as the water where the depth is larger than half the wavelength

of the dominant wave [36].

2.1.4 Energy

Wave energy (or energy flux) is the energy transfer rate per unit area through the

water surface [161][125]. Although it seems to be the case, the waves do not travel

a long distance. What is happening is an energy transference between waves on the

ocean surface. As a wave moves, there is a constant energy transference between

potential and kinetic energy [41]. The kinetic energy of an ocean wave is the energy

it possess due to its motion and the potential energy the energy it possess due to

its vertical position relative to the water surface. The first law of thermodynamics

states that energy is not created or destroyed, rather it is converted from one state to

another [148]. This law in oceans is adapted as the total energy of a wave at a given

moment being equal to the sum of its kinetic energy and potential energy.

2.1.5 Energy spectrum

If the assumption is taken that the ocean surface may be represented as a sum of

sinusoidal waves with given frequencies, amplitudes and directions, the ocean wave

energy spectrum can be used for its description [49]. The ocean energy spectrum

𝑆(𝜔) gives information of wave energy 𝑆 as a function of wave angular frequency 𝜔.
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2.2 Empirical energy spectrum

Since the 1950s, many spectral formulations have been proposed as an answer to

the need for wave energy spectra for a range of sea states, for the efficient design

of marine systems and offshore structures. These spectra are formed from empirical

measurements of the ocean surface. The shape is usually derived by averaging a set of

energy spectra of the same sea state acquired with in situ measurements. Examples

are the Pierson-Moskowitz spectrum, the Jonswap spectrum, the TMA spectrum,

the Phillips spectrum and the two-parameter spectrum. In the following text an

overview is given of each of these spectra. This work utilises the Pierson-Moskowitz

spectrum (Sect. 2.2.1). The rest of the energy spectra are provided as additional

informative material, they are not utilised in this work. Information on the reason

the Pierson-Moskowitz spectrum is selected instead of the other empirical energy

spectra is provided in the Discussion chapter 11 (Sect. 11.1).

2.2.1 Pierson-Moskowitz spectrum

The Pierson-Moskowitz spectrum [127] gives an estimation of the energy distribution

across frequencies for various sea states, given the wind speed or dominant angular

frequency as input. This empirical ocean energy spectrum was formulated with data

acquired from accelerometers installed on weather ships in the North Atlantic ocean.

It is applicable on fully developed seas. In fully developed seas, the energy from a

wind with a given speed is supplied at its maximum capacity to the ocean as energy

transference between waves and wave breaking in a manner that the wave heights do

not exceed a set limit for that speed.

The spectral energy in terms of angular frequency is expressed as [127]:

𝑆(𝜔) =
𝛼𝑔2

𝜔5
exp

(︂
−𝛽

(︁𝜔0

𝜔

)︁4
)︂

(2.1)

where 𝛼 and 𝛽 are constants, 𝛼 = 8.1 × 10−3, 𝛽 = 0.74 and 𝜔0 = 𝑔/𝑈 , where 𝑈 is

the wind speed at a height of 19.5 m above the ocean surface. The area under the
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spectrum is equal to the integral of the function, that is:

∫︁ ∞

0

𝑆(𝜔)𝑑𝜔 =
𝛼𝑈4

4𝛽𝑔2
(2.2)

It is very useful to have a relationship between the dominant angular frequency and

the wind speed. From equation (2.1), the dominant or modal angular frequency 𝜔𝑚

can be expressed as:

𝜔𝑚 = 0.87𝜔0 (2.3)

Since the angular frequency is connected to the frequency with 𝜔 = 2𝜋𝑓 , from equa-

tion (2.3) the dominant or modal frequency is found to be equal to:

𝑓𝑚 =
0.87𝜔0

2𝜋
(2.4)

This work utilises the Pierson-Moskowitz spectrum where an empirical energy

spectrum is required for the calibration of the information from video to real units.

The choice of this particular spectrum is based on the facts that it is a widely accepted

and used customised energy spectrum and that it is relatively simple, since only the

parameter of wind speed or dominant frequency is sufficient for generating the shape

of the spectrum.

2.2.2 Jonswap spectrum

In 1973, [70] introduced an empirical energy spectrum based on observations from the

Joint North Sea Wave Project (JONSWAP). This spectrum introduces the concept

of the peakedness of the spectrum, which is the ratio of the base maximum of the

spectrum to its approximation value 1 at the same frequency. The energy in terms

of angular frequency is given by:

𝑆(𝜔) = 𝑎
𝑔2

𝜔5
exp

{︂
−1.25

(︁𝜔𝑚

𝜔

)︁4

𝛾
𝑒𝑥𝑝

−(𝜔−𝜔𝑚)2

2(𝜎𝜔𝑚)2

}︂
(2.5)

where 𝑎 = 0.076𝑥−0.22, 𝛾 is the peak-shape parameter, 𝜎 = 0.07 for 𝑓 ≤ 𝑓𝑚 and 0.09
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for 𝑓 > 𝑓𝑚, 𝑓𝑚 = 3.5
(︀
𝑔

𝑈

)︀
𝑥−0.33, 𝑥 is the dimensionless fetch and is equal to 𝑥 = 𝑔𝑥

𝑈
2 ,

𝑥 is the fetch length and 𝑈 is the mean wind speed.

2.2.3 TMA spectrum

The TMA spectrum [77] was designed as an extension to the Jonswap spectrum

for finite water depth based on the similarity law shown by [91]. The work in [91]

introduces the concept of a transformation factor to extend the work by Phillips [106]

in order to include finite water depth. This factor is defined as:

𝜑(𝜔ℎ) =

[︃
𝑘(𝜔, ℎ)−3 𝜕𝑘(𝜔,ℎ)

𝜕𝜔

𝑘(𝜔,∞)−3 𝜕𝑘(𝜔,∞)
𝜕𝜔

]︃
(2.6)

where 𝜔ℎ is the angular frequency associated with a wave of finite depth and is equal

to 𝜔ℎ = 𝜔
√︀

ℎ/𝑔, ℎ is the water depth and 𝑘(𝜔, ℎ) is the wave number associated

with a wave of finite depth. This transformation factor is used by [77] and defines

the TMA spectrum as:

𝑆(𝜔) = 𝑆𝐽(𝜔)𝜑(𝜔ℎ) (2.7)

where 𝑆𝐽 is the Jonswap energy spectrum equation.

2.2.4 Phillips spectrum

The Phillips spectrum [106] was introduced based on the concepts of wave breaking

and the equilibrium range. The energy spectrum is given by:

𝑆(𝑘) = 𝐴
exp(−1/(𝑘𝐿)2)

𝑘4

⃒⃒⃒
𝑘.𝜃

⃒⃒⃒2
(2.8)

where 𝐴 is a constant, 𝐿 = 𝑈2/𝑔 is the largest possible waves arising from a continuous

wind speed 𝑈 and 𝜃 is the direction of the wind.
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2.2.5 Two-parameter spectrum

This energy spectrum [25] represents both fully and partially developed seas. The

spectral formulation is given by:

𝑆(𝜔) = 0.278
𝜔4

𝜔5
𝐻

2
e−0.437(𝜔/𝜔)4 (2.9)

where 𝜔 is the mean frequency and 𝐻 is the average wave height. This energy

spectrum is reduced to the Pierson-Moskowitz spectrum by letting 𝜔𝑚 = 0.4
√︀

𝑔/ℎ𝑠.

2.3 Energy and amplitude

In general wave theory, it is a challenge to get amplitude values from energy values

in a wavelength, as the energy of a wave is directly proportional to the square of the

amplitude of the wave [52]. The direct correspondence between energy and amplitude

is not known.

In the case of ocean waves, the amplitude can be estimated from the energy with

the use of the first law of thermodynamics (see Sect. 2.1.4) and the linearized velocity

potential for waves. In [29] the author shows that with the use of this theory, the

total kinetic energy in deep water for a given wavelength 𝜆 can be expressed as:

𝐾𝐸 =
𝜆

4
𝜌𝑔𝐴2 (2.10)

where 𝜌 is the water density, 𝑔 the gravitational acceleration and 𝐴 the amplitude of

the wave. Based on the same theory, the total potential energy in deep water in a

wavelength can be expressed as:

𝑃𝐸 =
𝜆

4
𝜌𝑔𝐴2 (2.11)

This means that for a developed two-dimensional wave the kinetic energy density is

constant and stationary, and that the potential and its averaged value is equal to half

of the total space-averaged wave energy [29]. From the first law of thermodynamics
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interpreted as the total energy is the sum of kinetic and potential energy and equations

(2.10) and (2.11), the total energy in deep water in a wavelength is equal to:

𝐸 =
𝜆

2
𝜌𝑔𝐴2 (2.12)

2.4 Dispersion relation

The dispersion relation is one of the most significant relations in ocean waves. It

provides a link between the wavelength or wavenumber of a wave to its frequency.

Gravity waves are waves that propagate on the ocean surface through the effects of

gravity. In water waves, if the assumption is taken that gravity is the only restoring

force for the propagation of the waves, as the value of the wavelength increases, so

does the phase speed of that wave. That is, for gravity waves the phase speed of each

wave can be expressed as a function of only its wavelength or period. In deep water,

the phase speed is found to be [94]:

𝑐𝑝 =

√︂
𝑔𝜆

2𝜋
=

𝑔𝑇

2𝜋
(2.13)

where 𝜆 is the wavelength and 𝑇 is the period of the wave. With the same assumption

and linear theory, it can be found that the dispersion relation of water waves expressed

in terms of angular frequency 𝜔 and wavenumber 𝜆 is equal to [110]:

𝜔2 = 𝑔𝑘 tanh (𝑘ℎ) (2.14)

𝜆 =
𝑔𝑇 2

2𝜋
tanh

(︂
2𝜋ℎ

𝜆

)︂
(2.15)

where 𝑘 is the wavenumber and ℎ is the water depth. As the phase velocity in

deep water increases with the increase of wavelength or period and 𝑐𝑝 = 𝜆/𝑇 , the

wavelength and period of a wave are related. For gravity waves on deep water with

𝑘ℎ ≫ 1 and tanh(𝑘ℎ) → 1, the dispersion relation is expressed as:
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𝜔 =
√︀
𝑔𝑘 (2.16)

𝜆 =
𝑔𝑇 2

2𝜋
(2.17)

2.5 Significant wave height

The significant wave height is one of the most important parameters describing the

state of a measured sea. This metric is defined as the average wave height of the top

one third of the highest waves in the ocean. If the assumption is taken that the shape

of the ocean energy spectrum is narrow, the significant wave height can be found to

be equal to four times the square root of the area under the spectral density function

or the zeroth moment [150]. That is:

∫︁ ∞

0

𝑆(𝜔)𝑑𝜔 =

(︂
ℎ𝑠

4

)︂2

(2.18)

Equivalently, the significant wave height is equal to four times the standard deviation

of the water elevation.

It is useful to have an equation that connects the significant wave height with the

wind speed. This can be achieved with the introduction of theory of an empirical

energy spectrum. From equation (2.2) of the Pierson-Moskowitz spectrum and equa-

tion (2.18), the significant wave height can be expressed as a function of wind speed

as:

ℎ𝑠 = 2

√︂
𝛼

𝛽

(︂
𝑈2

𝑔

)︂
(2.19)

2.6 Measurement devices

The true ocean sea state and shape of the waves is more reliably measured with

in situ devices, such as wave buoys and tidal gauges [158][123]. These devices are

positioned on the measured ocean and have embedded sensors for measuring the wave

elevation. In this work measurements from buoys are considered as the ‘true’ ocean
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state. This section provides a small introduction to the measurement devices that are

commonly used for approximating the true state of the ocean. This work utilises wave

buoys (Sect. 2.6.1) for testing the presented video techniques. The other devices are

provided here as additional informative material, they are not utilised in this work.

2.6.1 Wave buoys

Wave buoys are moored or drifting devices that are positioned floating on the ocean

surface with the purpose of measuring sea conditions [158][100]. These devices mea-

sure surface weather observations, such as temperature, dew point, wind speed and

sea level pressure. Accelerometers are embedded on these devices, enabling the mea-

surement of the wave elevation, which is used for acquiring sea state parameters,

such as the significant wave height and the dominant period. Buoys are connected to

satellites for transmittance of the measurement data.

2.6.2 Tidal gauges

These devices are positioned on the water surface and are used for measuring the sea

level [158][129]. They work on the principle of measuring a current flowing between

two parallel stainless steel rods. The signal is given to a conditioning box, which

converts it into varying voltage relative to wave height. These devices are also installed

in wave tanks for the sea level measurement. They need to be calibrated before use,

and their calibration sensitivity can last several days. In comparison to wave buoys,

these devices have the advantage of minimal distortion of the wave shape.

2.6.3 Optical wave gauges

These devices, like tidal gauges, are used for the measurement of the sea level. In

this case, lasers are used for the non-intrusive measurement [78]. One application is

the light detection and ranging LIDAR system, which consists of a laser source and a

photo sensor. The laser source is located above the water surface beaming downwards.

Some of the light is scattered back to the device and measured by the photo sensor.
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The distance between the LIDAR system and the water surface is derived from the

time the laser beam takes to travel from the source to water surface and back, and

is used for the measurement of the sea level. These devices are under developmental

stage.

2.6.4 Video cameras

A typical way of obtaining wave elevation in wave tanks is with the use of video

cameras positioned at the mean water elevation [164][168]. These cameras are used

for tracking floating objects in the wave tank, providing information about the water

elevation. Calibration with the floating marker object is required before the use of

the system.

2.6.5 Acoustic devices

Devices such as Doppler profilers are used for acquiring water velocity information at

a point [48]. They transmit short sound pulses of known frequency and measure the

Doppler shift of the scattered sound signal. They are mounted on the bottom in an

upward facing position. Ocean theory is used for translating the velocity information

to water elevation.
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Chapter 3

Kalman filter

This work introduces techniques that utilise machine learning concepts in order to

provide useful information from video of the ocean. This chapter provides an intro-

duction to the Kalman filter theory that is utilised in some of the techniques of this

work. Specifically, the methodology in chapter 6 does not utilise the Kalman filter.

The methodology in chapter 7 utilises the linear Kalman filter and the methodologies

in chapters 8 and 9 utilise the extended Kalman filter. Any additional machine learn-

ing theory that is unique to each technique is presented in each associated chapter.

The Kalman filter is performed in the underlying environment of linear dynamical

systems with discretised time [134]. In the following text, an introduction is given

to hidden Markov models (Sect. 3.1), linear dynamical systems (Sect. 3.2) and the

Kalman filter algorithm (Sect. 3.3). After that, an introduction is given to the Kalman

filter algorithms for nonlinear systems. The algorithms presented are the linearised

Kalman filter (Sect. 3.4), the extended Kalman filter (Sect. 3.5) and the unscented

Kalman filter (Sect. 3.6).

Apart from the theory of linear dynamical systems (Sect. 3.2), the linear Kalman

filter (Sect. 3.3) and the extended Kalman filter (Sect. 3.5), all other material in this

chapter is provided as additional informative material and is not utilised in this work.

All information here is provided as introductory material, the specific utilisation and

mathematics behind each algorithm is given in detail in the chapters that introduce

the video methodologies.
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Figure 3-1 Illustration of the structure of the hidden Markov model, where the distri-
bution of 𝑋𝑡 in the observed process depends only on the current state of the hidden
process 𝐶𝑡 and the hidden process satisfies the Markov property.

3.1 Hidden Markov model

A hidden Markov model is a model where the distribution that generates an observa-

tion depends on the state of an underlying and unobserved Markov process [130][162].

A simple form of this model is defined by:

Pr
(︀
𝐶𝑡|𝐶(𝑡−1)

)︀
= Pr(𝐶𝑡|𝐶𝑡−1) 𝑡 = 2, 3, ..

Pr
(︀
𝑋𝑡|𝑋(𝑡−1), 𝐶(𝑡)

)︀
= Pr(𝑋𝑡|𝐶𝑡) 𝑡 ∈ N

where 𝐶(𝑡−1) = 𝐶1, 𝐶2, .., 𝐶𝑡−1, 𝐶(𝑡) = 𝐶1, 𝐶2, .., 𝐶𝑡 and 𝑋(𝑡−1) = 𝑋1, 𝑋2, .., 𝑋𝑡−1. The

model consists of two processes, the unobserved or hidden process {𝐶𝑡 : 𝑡 = 1, 2, ..}

which satisfies the Markov property and the observed or state-dependent process

{𝑋𝑡 : 𝑡 = 1, 2, ..}. The Markov property is satisfied when the probability of each

event in the process depends only on the state of the previous event. In the observed

process, the distribution of 𝑋𝑡 depends only on the current state 𝐶𝑡.

The graph in figure illustrates the two processes of the hidden Markov model

and their relationship. One main aim of algorithms executed in this environment is

the estimation of 𝐶𝑡 from the observations in 𝑋𝑡. Linear dynamical systems, intro-

duced in the following section, are a continuous version of the hidden Markov model

representation.
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3.2 Linear dynamical systems

A dynamical system is a system that describes the transition between different states

of a system over time [86]. The state of the system is assumed to expressed by a set of

variables. At a given time, the values of the system’s variables represent the current

state of the system. The system can be expressed in the state-space representation,

where the state variables are usually related by first-order differential equations. The

transition from one state to the next is done for a short time step ahead. If the

time is discrete, the system is usually transitioned from one state to the next in time

through a function, which takes as input the state at a time step and gives as output

the state of the system at the next time step. If the state of the system is known at a

particular time, the state for a future time can be found by integrating the transition

function until the desired time step is reached.

In a continuous first order linear dynamical system [76], the variations over time

of the 𝑁 -dimensional state vector x𝑡 are represented in flow terms as :

𝑑x𝑡

𝑑𝑡
= Fxt (3.1)

where F is the transition matrix. Linear dynamical systems are a continuous version

of the hidden Markov model representation. In the case of linear dynamical systems,

the variables of the hidden states are continuous. In this representation, the state

of the system changes over time and what is observed is not the actual state, but a

representation of the state. In many cases the observed state is the actual state with

the addition of noise. The aim is to track the underlying state of the system at any

given time step.

3.3 Kalman filter algorithm

In 1960, Kalman published his work introducing the Kalman filter [84], a recursive

algorithm for the discrete linear filtering problem. The algorithm takes data with the

addition of noise in the input and aims to provide a better representation of the state
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in the output, where the difference between the actual state and the observed state

is smaller.

The Kalman filter takes as input a series of measurements, which are represen-

tations of the true states of the system, but may differ from the true states. The

algorithm receives the observations as a representation of the true states with the

addition of Gaussian noise. In order to provide estimations of the true states, the

algorithm utilises the state transition model. This model is used for the transition

from one state of the system to the next. If input control is present, the control input

model is additionally defined.

The transition from one state to the next is expressed as:

𝑥𝑡 = F𝑥𝑡−1 + B𝑢𝑡 + 𝜖𝑡−1 (3.2)

where F is the state transition model, 𝑥𝑡 is the true state at time 𝑡, B is the control

input model, 𝑢𝑡 is the input variable and 𝜖 is the process noise, which is zero mean

Gaussian. The relationship between true state and observed state is:

𝑧𝑡 = H𝑥𝑡 + 𝜁𝑡 (3.3)

where 𝑧 is the observed state, H is the observation model, which provides a relation-

ship between the true and the observed state and 𝜁 is the observation noise, which

is also zero mean Gaussian. The process and measurement noise are statistically

independent.

The estimate of the true state at a given time step is found with the use of the

estimate of the state in the previous time step, the transition model and the control

model, if input control is present. Then the observation of the state is received, which

the algorithm utilises in order to provide an updated version of the state estimate.

The difference between estimated state and observed state is used with the aim of

providing more accurate estimations in future time steps, by adjusting the algorithm’s

internal variables.

41



3.4 Linearised Kalman filter

The discussion in the previous section involves the Kalman filter for linear systems.

However, many systems can be nonlinear. Although the linear Kalman filter is useful

for systems that are close to linear, versions of the Kalman filter exist for nonlinear

systems. In the linearised version of the Kalman filter, a nonlinear system is linearised

and then the linear estimation techniques are applied [88][98]. This nonlinear version

of the Kalman filter is based on linearising the nonlinear system around a nominal

state trajectory. After the system is linearised, the theory of the Kalman filter is

used in order to estimate the deviations of the state from a nominal state value. This

provides the estimation of the state of the nonlinear system.

In a nonlinear system where the system equation and the measurement equation

are nonlinear functions, Taylor series is used for expanding these equations around

a nominal state, control state, output and noise. The nominal values are based

on a priori knowledge of the system. This a priori knowledge is used for forming

the equations of the nominal trajectory. The partial derivative matrices are then

evaluated at the nominal trajectory values. Then, the linear Kalman filter is applied

for solving the system.

3.5 Extended Kalman filter

In the linearised Kalman filter, the states of the nonlinear system are linearised around

a nominal state trajectory, which is formed with a priori knowledge of the system.

It is not always straightforward to form the nominal state trajectory. This is where

the extended Kalman filter can be used. In this version of the Kalman filter, the

Kalman filter estimates are used for the nominal state trajectory [132][157]. The

nonlinear system is linearised around the Kalman filter estimate, and the estimate is

based on the linearised system. The partial derivative matrices are evaluated at the

current state estimate and the Kalman filter equations are executed based on these

formations.
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If the dynamics of the system and the measurements are discrete, the discrete

extended Kalman filter is performed. In this case, the predicted state is found from

the estimate of the previous step and the predicted measurement from the predicted

state with the use of partial derivative matrices.

3.6 Unscented Kalman filter

The unscented Kalman filter [82] is an extension to the extended Kalman filter that

aims to reduce the errors from the linearisation of the extended Kalman filter. The

algorithm uses sigma points, which are deterministic vectors whose ensemble mean

and covariance are equal to the original mean and covariance. The nonlinear func-

tion is then applied to each deterministic vector in order to provide the transformed

vectors. The ensemble mean and covariance of the transformed vectors then are used

for the approximation of the true mean and variance of the function.
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Chapter 4

Literature review

The approximation and prediction of the parameters of ocean waves, such as the

significant wave height, wind speed, dominant wavelength and period has a wide range

of practical applications, such as to provide prior knowledge for the performance of

critical maritime operations [177] and building of harbours and other ocean related

structures [67]. It can also enhance the performance of ocean wave energy converters

[4][173]. These parameters can be measured with a wave buoy, a usually anchored

device floating on the ocean surface with an embedded accelerometre. Known ocean

theory is applied on the acceleration data in order to retrieve the sea state parameters.

Remote sensing of the ocean surface has gained popularity for the estimation of

the characteristics of the ocean surface, as it provides useful information about the

ocean in a non-intrusive way and has relatively low operational costs. Two main ad-

vantages of remote sensing methods against in situ measurements are lower expenses

(owning, maintaining and installing the in situ equipment) and the avoidance of ex-

posing personnel and equipment to extreme weather conditions. Popular categories

for remote sensing of the ocean surface are the use of stereo photography and radar

data obtained from satellites or ships.

Remote sensing of the ocean can also be done with photographs and videos. A

method of this category was first introduced by [112], where a small number of pho-

tographs were manually processed for associating the percentage of whitecap coverage

in the ocean with the wind speed. With the progress of technology, a variety of meth-
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ods have been proposed for obtaining information about the ocean.

Computer vision is a field of science concerned with algorithms that enable com-

puters to extract, analyse and understand useful information from photographs or

video footage. In this review, computer vision methods for obtaining parameters of

the ocean surface are described. These methods are based on concepts of stereo pho-

tography, the brightness intensity of images and videos, the properties of reflection,

refraction and polarisation of light, the nature of radar measurements and optical

flow.

Some of the ocean surface parameters that are approximated with the following

techniques are: the two dimensional slope field, the two-dimensional wave elevation

maps, the significant wave height, the energy spectrum and the dominant frequency,

period and wavelength. Camera calibration, assumptions of idealised environments,

the complexity of experimental setup, operational costs and complexity of camera

equipment are some of the drawbacks of the methods described. The literature of

computer vision techniques for measuring the ocean of the following text comprises

of the following categories: stereo photography (Sect. 4.1), spatial information from

images (Sect. 4.2), temporal variation from video (Sect. 4.3), shape from refraction

(Sect. 4.4), polarisation imaging (Sect. 4.5), radar (Sect. 4.6), shape from shading

and optical flow (Sect. 4.7).

4.1 Stereo photography

Stereo photography has been widely studied for the measurement of the ocean’s sur-

face parameters. The techniques proposed in this remote sensing of the ocean category

involve the use of two or more calibrated cameras and the correlation of concurrent

images representing the scene from different views. This configuration enables the

perception of the three-dimensional depth from the two-dimensional images. For the

correlation procedure, matching features are identified in concurrent images from dif-

ferent cameras in a pixel level. The pixel pairs are then triangulated to correspond

to the three-dimensional real world, thus solving the depth problem of images.
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The main task of the image correlation task is to convert the two-dimensional in-

formation from images to the information of the three-dimensional world. The spatial

resolution of these methods is constrained, making the measurement of short waves

a challenging task. The cross-correlation of images is a computationally intensive

process, which translates as many techniques not running in real-time.

If objects are not present in the scene, measuring long gravity waves has the diffi-

culty of identifying markers for matching the pairs of images from different cameras.

This is in most cases solved by using short waves as markers for longer waves. As the

scale of waves to be measured with stereo photography require waves of smaller scale

as markers, many techniques are not applicable for the study of shorter waves. The

sun’s reflection may decrease the accuracy of the estimations. One disadvantage of

techniques that use stereo photography for measuring ocean surface is that the rays

of the light source are reflected and refracted, and the pattern of the received light

changes with a change of the location, making it difficult to perform image correlation

[160].

In [17] the authors propose a three-dimensional stereo system, the wave acquisition

stereo system (WASS) to obtain topographic information of the surface of ocean waves

from video. The structure information is then used in order to reconstruct the three-

dimensional shape of the waves. After that, spectral analysis is performed on the

ocean waves’ shape information to acquire the direction of the waves. In this system,

two calibrated cameras are used and two experiments are performed for evaluating

their performance. The results are compared with in situ sensor data obtained during

the experiments and are found to be consistent.

Similarly to other techniques that use stereo photography, the work requires a

prior calibration of cameras and cross-correlation of images at a pixel level. The

calibration is a challenging task. The cross-correlation problem, usually referred to

as the correspondence problem, is computationally intensive. Specular reflection may

additionally be a source of errors in the cross-correlation task.

The automated trinocular stereo imaging system (ATSIS) is introduced in [167]

for targeting correspondence problems between images and thus estimating the ocean
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surface with more accuracy. The system comprises three cameras, leading to a more

complex calibration process. This process involves the sub-processes of interior and

exterior calibration, which are performed in the laboratory. The measurement setup

is thus more complicated than the setup that uses two cameras. The field of view of

the measurement setup is relatively small, restricting the method’s applicability. For

image matching, the authors propose a two-step process, in which the input data from

left and right cameras are correlated and then a search window is used in order to

correlate data from the three cameras with the use of a normalised cross-correlation

method on the intensity values. The experimental results were found promising.

Short ocean waves are waves with periods less than 20 s that are generated by

local or distant wind fields [90]. Gravity waves are waves generated by distant wind

fields. In [141] and [12], the authors investigate the application of stereo photography

for obtaining the directional wave height spectra of short ocean gravity waves. Dur-

ing the tower and ocean water wave and radar dependence experiment - TOWARD,

two cameras were placed on a tower and an oil platform. The authors noticed that

the estimations were more accurate when the mean surface of long waves was sub-

tracted from the measurements. Although the results in both methods are promising,

drawbacks of many stereo photography methods, such as camera calibration and com-

putationally intensive correlation of pairs of images limit the method’s applicability.

Concerning the correlation of pairs of images, illumination conditions are required,

which further limit the method’s applicability. Only a limited number of images were

assessed, as the image processing task was done manually.

The surf zone is the ocean offshore area of approximately 5 m-10 m depth, where

wave breaking usually occurs. In [40] the ocean wave height was estimated using

stereo imaging in the surf zone. The authors conducted experiments in a wave gauge

and in an outdoor environment using two overlapping cameras. The significant con-

tribution of the study is the large area of investigation, which covers 1800 m2 in the

outdoor experiment. Image matching is initially done with large window sizes. Then,

the results from the initial matching are used for constraining the search region for

higher resolution passes. The height estimation results are compared with the pres-
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sure sensor data for the wave gauge experiment and indirectly through wave station,

tide gauge and GPS data for the outdoor experiment. Although results were found

relatively consistent, the authors do not validate their technique adequately for the

outdoor experiment. Environmental assumptions have to be taken, which restrict the

method’s applicability, such as ovecast sky and adequate lighting. The complexity of

the experimental setup is another drawback, as well as the computational complexity

of the method due to the correlation task for paired images covering large areas of

ocean surface.

A two-step methodology for estimating the spectrum of short ocean waves is pro-

posed in [93]. The methodology uses information from both image brightness and

stereo photography. As a first step, fast Fourier transform is applied to ocean surface

photographs. The intermediate results lack in providing real world scale measure-

ments, as only relative measurements are retrieved. Then as a second step, stereo

photography is applied for the determination of the wave spectrum, based on the

previous results. Combining the two methods comes with advantages, such as the

measurement of both small and long ocean waves. Disadvantages of both methods

are however present. These include the requirement of an overcast sky and uniform

illumination, camera calibration and image correlation. These restrict the method’s

applicability.

In [160] the authors make efforts in optimising the image correlation task by

staining the water in wave tanks with white dye, making the diffused light more

visible. The correlation of pairs of images is done by dividing the area of the first

image into segments, and a line passing through the centre of each segment is used for

acquiring candidate matching points for the second image through cross-correlation

with parabolic sub-pixel fitting. With the methodology, the authors show that it

is possible to capture wave breaking. The complexity of the experimental setup,

which includes an LCD lamp placed above the water surface, limits the method’s

applicability. The method can be executed only experimentally in a wave tank, and

not in real environments.
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4.2 Spatial information from images

The brightness intensity from single images is also used in research for measuring

ocean parameters. In this case, the property of reflection of the sun’s rays or the

envrionment’s illumination on the ocean surface according to the experimental geom-

etry is utilised for estimating the slope field. Specifically, techniques are proposed for

obtaining information about the ocean’s surface from single photographs, modelling

the relationship between the radiance of the sea surface received by the camera lens

and the grayscale intensity of images. The methods of this category are based on the

nature of the ocean water being a highly reflective, specular surface.

Compared to the techniques of stereo photography (see Sect. 4.1), one image in this

case is sufficient, instead of at least two concurrent in the case of stereo photographic

techniques, and thus no image cross-correlation is required. The techniques of this

category model the way the wave slopes on the ocean surface are mapped into a

radiance distribution received by the camera. The reflection of the sun’s rays on

the ocean surface on each measured by the camera point changes as the slope of the

surface changes. This modulation of reflection is recorded by the camera and into the

images. If the viewing angle of the camera to the surface is adjusted in a particular

manner in accordance to the angle of the sun to the surface, an image of the ocean

surface is assumed to provide an almost linear relationship between the surface slope

and amplitude transmittance of the film.

The work by [13] is one of the first works that uses the intensity values from single

photographs in order to estimate directional information. In [34] the authors use the

sun’s reflection on the water surface for getting slope information. Specifically, the

authors use the direct reflection of the sun’s rays, or sun’s glitter, to get information

about the slope. A two-step methodology is proposed, which first consists of identify-

ing the points in the photographs from the geometry of the scene that directly reflect

the sun’s light on the camera lens. Then, the methodology uses the brightness of this

point in order to get the frequency of the slope. Two relationships are formed, one

that correlates the slope probability to the surface radiance, and one that correlates
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the surface radiance to the film density. Additional sources of surface radiance that

are studied are the reflection caused by the skylight and the scattered sunlight from

beneath the water surface.

The restriction of taking aerial photographs with direct sunlight is required, in

addition to the requirement of avoiding multiple reflections and hidden steep wave

valleys. Thus, the position of the camera, sea surface and sun must be configured be-

fore the experiments. The presence of whitecaps, slicks and cloud shadows introduce

errors in the estimations. The study has been a benchmark for future studies of the

ocean surface using the sun’s glitter or the environment brightness. The method does

not estimate the ocean wave steepness or energy distribution with respect to scale

and thus is not capable of measuring wind wave directional spectrum information or

the profile of wind waves. Furthermore, significant illumination of the environment

is required.

The authors in [151] propose a methodology that utilises the relationship between

the glitter pattern and the slope field of the ocean described in [34]. In this work,

a linear relationship is formed between the radiance of the water surface and the

slope of the surface, where the unified luminance of the environment is studied in

the place of the glitter. From the slope information, the author proposes a method

for obtaining the two-dimensional Fourier spectrum of the surface. The environment

illumination is required to be of an overcast or clear sky.

According to the authors, phenomena such as light emanating from the scattering

under the water surface, polarisation of the reflection coefficient and white capping

are not modelled and violate the assumptions taken by the model. Oil slicks and

other localised reflective material on the surface introduce spectral components not

existing in the wave structure. As the camera approaches the grazing incidence, the

scene gets highly distorted and the highest amplitude waves shadow some of the ocean

surface, an effect not modelled by the proposed work. Only relative measurements

are provided, and additional measurements are required to be concurrently taken

for normalising the resulting spectrum. The validation of the methodology is not

straightforward.
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In further work [152], the authors introduce a methodology for estimating the

directional spectrum of the ocean from single photographs. The variation of sur-

face slopes and the diffraction pattern are utilised as the directional spectrum of the

ocean, since the transfer function from the front to the back frontal plane of the lens

was considered identical to the Fourier transform at that time. Seas with whitecap-

ping are not applicable. A complex mathematical model is proposed that depends

on the specific geometry of the scene and a relationship is introduced between the

photographic intensity at a point and its sources of illumination, specifically reflected,

refracted and scattered light.

The system requires a polariser to be included in the camera system for exclud-

ing vertically polarised light. Several environmental assumptions are taken for more

accurate results, which could limit its applicability. These include a diffuse sky illumi-

nation, small wave slopes, negligible presence of white capping in the photographs and

insubstantial presence of particles in the atmosphere. The validation of the method

is not straightforward and the work did not receive any scientific following. Further-

more, direct reflection of the sun may provide challenges in the estimations. This

work is based on the dependence of the reflection coefficient on the incidence angle

of light. The reflectance of the ocean surface is mostly non-linear. Specifically, for

angles of 0 to 40 degrees it does not change in a high degree, but for angles above 53

degrees (Brewster’s angle), the reflectance increases rapidly.

The holographic method is introduced in [154] in order to get information about

the slope spectrum from the negative of photographs. The authors investigate the

slope from the negative of the photographs of the ocean and compare the spectrum

against the energy spectrum from images with the stereo photographic method. The

spatial variation of the ocean from a single photograph is used. The technique makes

the assumption that the camera is facing the ocean vertically and as the photographs

are taken from an angle a process is proposed for fixing the errors from the computa-

tion. The authors show that the slope spectrum of the ocean is proportional to 𝑘−2,

where 𝑘 is the wave number. As the technique utilises physics of the reflection of the

sun’s rays on the camera lens, factors such as mean angle of incidence, small-scale
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wave slope, colour of water and brightness intensity have to be taken into consid-

eration, as well as the gradient of the colour and intensity in zenith and azimuth

angle.

The authors in [113] extend the holographic method by introducing more variables

in the model, such as the upwelling radiance as an additional source of radiance

received by the camera. The authors suggest that the geometry plays a significant role

in minimising the nonlinearities in the transfer function between radiance and slope.

The work proposes a second order model and a new form of the transfer function

from the surface wave slope to the incident radiance on the camera sensor. The

authors suggest that if the relationship between the wave slope and surface radiance

received by the camera is not linear, Fourier transform may not be meaningful. The

requirement of clear sky is to be taken for the method to be valid, in which case

a polariser is required to be placed in front of the camera sensor in order to avoid

the non-linear effects of the vertical polarisation and thus take only into account the

horizontally polarised radiance.

The work by [34] is extended by [53], which uses hyperspectral images from the

airborne visible/infrared imaging spectrometer (AVIRIS) system. The transfer func-

tion between the wave slope field and the radiance received by the system takes into

account additionally to the model introduced in [34] the slope information of small

scale waves and the atmospheric transmittance. For the transfer function, the infor-

mation of atmosperic transmittance, the AVIRIS and solar geometries and Fresnel

reflectivity have to be known. This, in addition to the requirement of the atmosperic

conditions being homogeneous restrict the method’s applicability. According to the

authors, phenomena not modelled such as aerosol phase function and multiple scat-

tering may affect the estimations. Buoy measurements are used for validating the

methods and the measured results are found consistent in a satisfactory level. The

method is limited by its environmental requirements, which include homogeneous il-

lumination, significant sun glitter and clear sky. The plane in this setup is required

to follow a linear path.

One significant challenge with techniques of this category is the presence of white-
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caps in high wind speeds, which are not taken into consideration for the modelling of

the environment, due to the complexity of such phenomena. Thus, these techniques

are applicable for only moderate or low wind speeds. Additionally, the requirement of

uniformly bright sky limit their application. The polarisation of the sky is an impor-

tant factor that affects the radiance of the surface as it is received by the camera. This

factor is dependent on the experimental geometry and is difficult to model. Other

effects not modelled are foam and the shadowing effect of longer waves on smaller

scale waves.

Additional main drawback of techniques of this category is the variation of the

relationship between wave slope and radiance across the image. Even if this relation-

ship is completely linear, it is different for different parts of the image [113]. The

adjustment of the viewing camera angle to the ocean surface according to the sun’s

angle to the surface in a way that the relationship between wave slopes and radiance

of the surface is almost linear limits the applicability of the methods. Such config-

urations that solely use the theory of the reflection of the sun’s rays on the surface

and the Fourier transform are limited by the adjustment and are not applicable when

the angle of the camera is positioned in such a way that the relationship between

radiance and slope field are not linear. In addition to the nonlinearity of the wave

slope and the surface radiance, the nonlinearity of the transfer function between the

surface radiance and the sensor output is an additional source of errors.

4.3 Temporal variation from video

In the case of video, the change of brightness intensity in time is utilised for acquiring

useful information from the temporal variation of the wave field. Some of the proposed

techniques have less dependence on the experimental geometry.

The extension of the research of [13][152][154] to work on spatial and temporal

variations of the wave field is done by [66]. The same environment illumination

restrictions apply as in previous work that uses only the spatial information from

images. The slope field and the phase speed for different wavelengths are studied.
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A polarising filter is used for minimizing the upwelling radiance. The assumption is

taken that the measured radiance is the surface slope component. A two-dimensional

Fourier transform is performed on sequences of images of the ocean after correcting for

perspective. The mean surface slope component spectrum is calculated by means of

the fast Fourier transform with Hanning window of the image radiance in a direction

parallel to the dominant wave. The authors observe that linear theory for the phase

speed is valid for distant wind sources and high phase speed values are observed

for high frequencies when local wind speed is present, which makes the relationship

non-linear.

The study of the temporal variation of the wave field has been done in research

with the use of time series of grayscale intensity values at a pixel level. An example

of such work is the work of [31], where the image sequences are acquired from a wave

basin. In this case, non-uniform illumination of the measured area has an effect on

the results, something the authors try to overcome by forming a relationship for the

distance of the light source. A charged couple device (CCD) camera is used, and a

transfer function is formed with the use of in situ wave gauges. A polarising filter is

required for minimising the effects of scattered light from the surface.

The work uses points in the image that correspond to locations of wave gauges

previously positioned inside the wave basin. Time series of pixel intensity values are

then formed from the video at these points. Efforts are made to minimise the effects

of noise with spatial and temporal smoothing techniques. The authors observe an

association between periods from grayscale time series and periods from the wave

gauges. Drawbacks of the method are the complexity of the experimental setup and

the requirement of additional in situ measurements for the transfer function.

The work by [178] utilises videos of the ocean in real environments. The authors

propose a methodology that uses the extended maximum likelihood method (EMLM)

[80] and the Bayesian directional method (BDM) [68] in order to estimate the direc-

tional energy specturm of the ocean in shallow water from a video camera. With the

EMLM method, the directional spectrum is obtained as a linear summation of the

respective cross-power spectra obtained from the measured waves. With the BDM
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method, the estimation of the directional wave spectrum is done with a regression

analysis to find the most suitable model from the data. Configurations of arrays of

pixel intensity values are used. When the authors performed Fast Fourier transform

with Hanning window on pixel intensity time series, only the most appropriate im-

ages were visually inspected and selected, avoiding effects such as foam. Sea states of

significant wave height above 1 m were not studied because of the non-linearity of the

water surface and presence of foam. The authors utilise a windowing process, which

can rearrange the peaks of the energy spectra. The authors do not ellaborate on the

selection of the windowing function parameters.

Compared with wave gauge data, the authors observe a correspondence between

the peaks of the intensity values of images and the in situ wave gauge data, but not in

all cases. The validation for the results of the directional energy spectrum is limited,

as only a numerical model, and specifically the SWAN model, is used. Additionally,

the manual inspection process gives more accurate results, but a more effective way

would be the design of automated methodolologies without inspection of the input

video data and without the loss in accuracy. The work is also limited to sea states

with significant wave height lower than 1 m.

In another published work the same authors [179] use time series of pixel intensities

and the BDM method to get the directional wave spectrum from shallow water video.

Bathymetry information is estimated with the utilisation of the dispersion relation

and the non-linear inversion method Levenberg-Marquardt (LM). As with [178], wave

gauges are used for matching the peaks between video energy spectrum and in situ

energy spectrum and the validation of the directional energy spectrum results are

limited with only the customised ocean model SWAN.

Time series of pixel intensity values from coastal surveillance systems in the

nearshore are utilised by [121] for approximating the dominant period with the use

of the fast Fourier transform algorithm. The technique first through a thresholding

value identifies the areas of non-breaking waves, which are then passed through a

filter. The challenge is the identification of the low cut-off frequencies of the filter.

The authors observe that the time series contains information from both the surface
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variation and the environmental brightness flunctuation. Isolating these is a big chal-

lenge of the work. Problems are present in the spectrum from the Fourier transform,

such as multiple peaks in nearby low frequencies and high energy values in very low

frequencies, making the identification of the peak frequency a challenging task.

The authors tackle the problem of identifying the peak frequency with an arbitrary

process of selecting the cut-off frequency as 30% increment of the peak frequency,

without providing the intuition of such heuristic. The cut-off frequency also differs for

different time series of pixel intensities. After that, a windowing function is performed

on the spectrum, a process that can modify the position of the peak and thus the

estimation. When compared to the available data, the peak period estimations from

video were not in all cases favourable. Additionally, the authors observe that the

applicability of the technique is not valid for low and high sea states, but rather only

medium states.

In [153] the authors utilise a cross-shore timestack, which is a set of time series at

an array of pixel locations, in order to get bathymetry information from near-shore

locations. In this case, the foam in nearshore areas is used for getting the propagation

of the waves. The complex empirical orthogonal function (CEOF) is performed in

order to get the phase speed, which is then used with the dispersion relation to get

the bathymetry of the scene. When this method is tested in [121], the relative error of

the estimations is found to be 56%, which questions the effectiveness of the method.

The information of wave crests is used in [175] in order to estimate the dominant

period from video in the surf zone. First, a low-pass filter is performed and backward

frame differencing to remove noise caused by foam, and then a thresholding process

with arbitrary thresholding values is performed for isolating the wave crests from the

rest of the video. The methodology is called linear feature extraction. The estimation

of wave properties is done with the use of temporal and space information of wave

crest locations instead of pixel time series. The dominant period is found from the

time between successive crests. The problem faced was that, unlike in the case of a

single sinusoid, in the ocean multiple crests appear, not always representative of the

dominant wave. An arbitrary solution is formed, in which minimum and maximum
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values for duration between two successive crests is set, and the dominant period is

found as the time between crests that is most frequent from the observations. The

phase speed is calculated from the linear feature images as the velocity of the crests.

Then the dominant wavelength is found from the dominant period and the phase

speed. The thresholding process in this work is arbitrary and may introduce er-

rors in the estimations in cases the wave crests have lower intensity values than the

thresholds. Although the estimation of various sea state parameters is more straight-

forward from the wave crest information instead of pixel time series, the authors do

not elaborate on the selection of the thresholds used for distingishing the wave crests.

Additionally, the authors do not demonstrate that their methodology successfully

distinguishes foam from wave crest information.

The method of applying discrete Fourier transform on photographs is utilised in

[147] in order to get the pixel to metre scale and sea state from video of the ocean sur-

face in real environments. The spatial energy spectrum of single images is represented

as the summation of energy for each radius, which represents a spatial frequency. For

the temporal energy spectrum, each frame of the video is represented as a set of co-

efficients of each principal component of the principal components analysis algorithm

(PCA), and Fourier transform is performed on each one. Then, the summation of

the energy values gives the energy value for the specific temporal frequency. The

pixel to metre scale is acquired by matching the peaks of the temporal and spatial

spectrum. However, due to the Nyquist criterion theory, it is challenging to make

this correlation since the spatial spectrum does not capture the dominant wave in all

sea states. Due to this, incorrect estimations are possible, as the peak matching task

can correlate frequencies in space and time domains that do not both represent the

dominant wave. The sea state estimations are not specific enough, providing with

estimation on where the state is related to the Beaufort scale, and not actual values

of wind speed or significant wave height.

The authors in a future work [146] present a different technique for obtaining the

pixel to metre scale and sea state from real video. One slice in the dominant direction

is selected from each frame, and the phase modulation of each spatial frequency is
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used with the Fourier transform to get a correspondence between temporal and spatial

frequencies. All waves present in the frequency domain are used for the estimation of

the pixel to metre scale, by fitting a parabola that provides an association betweeen

spatial and temporal frequencies in the frequency dispersion.

To get the wind speed, the temporal variation of the intensity at a pixel level

is used with the Fourier transform in order to get the frequency of the dominant

wave. As the peak can easily be distorted, the method fits each energy value from the

frequency domain to the Phillips energy spectrum shape of various wind speeds in

order to get the best match through a least squares error metric critirion. However,

this requires that the shape of the specific ocean measured is very similar to the

Phillips spectrum shape. As two parameters of the customised spectrum are to be

estimated, amplitude and wind speed, two or more sets of values of the variables may

provide fitting with very near error metrics to the measured shape of the spectrum.

The results of sea state are not validated sufficiently, as the synthetic scene in the

experimental results is rendered with the same Phillips spectrum that is used for the

fitting, and no in situ devices are utilised for testing the wind speed estimation.

The work of [133] extends the work of [146] in order to be applicable to large

scale airborne images of the ocean. In the case of airborne video, the authors notice

that effects such as sub-surface, above-surface radiance and sun’s glitter are not taken

into account and may affect the estimations. The authors identify sequencially the

frequencies with the highest energy values instead of using all the frequencies. A

threshold is set, after which the iteration stops, and the sea state is identified from

the dominant frequency which is found as the centroid of the selected frequency bands

that have the highest energy.

4.4 Shape from refraction

This image processing category of measuring the ocean surface is based on the refrac-

tive property of light. In an inverse way of the function of laser slope gauges, where

a laser beam is passed through the surface from above the surface and a camera is
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receiving the input underwater, the techniques for estimating the two-dimensional

shape from refraction have an underwater illumination source and a camera placed

above the surface receiving the input. The presence of wave breaking, foam and

bubbles produce problems in the reconstruction of the slope field.

Although utilising the refractive property of light has a more complicated exper-

imental setup, there are some advantages over techniques based on reflection, such

as [152][154]. Due to the fact of only 2% of the light gets reflected from the water

surface, high luminance in the environment is required for techniques based on reflec-

tion. A larger light source is additionally required, as the angles are doubled at the

point of reflection. Additionally, comparing the reflective property of light in terms

of slope with the refractive property, the refractive property is less non-linear.

The refractive property of the water surface is studied in [81], who utilise an

underwater illumination system in an indoor wave facility and a CCD camera in

order to estimate the two-dimensional wave-number spectrum of short ocean waves.

The wave slope estimation is based on light refraction at the water surface. A relation

is formed between the intensity modulation and wave slope by ray tracing with the

assumption that the light source radiates light isotropically in all directions. Theory

of the refraction law is utilised for the formation of this relation. Calibration is

achieved with an in situ device. In this experimental setup, the illumination source

is underwater and the intensity change is considered to be related to the wave slope.

The nonlinearities related to the refraction law are not taken into consideration and

may have an effect to the spectral densities. The geometry of the scene is required

for the calculations.

In [137][138] the authors use data from two CCD cameras in a wave tank and

calibrate the transfer function with wave gauge measurements in order to get the

energy spectrum of the ocean surface, which is found from the three-dimensional en-

ergy spectrum of the videos with a process that uses spectral decomposition and local

wavenumber regression. Disadvantages of the work are the complicated experimental

setup, which includes the use of near infrared filters on the cameras, projection foils

for reflection which are illuminated by spotlights, radiometers and the use of ground
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control points and tachymeters for coordinate correlation.

A system that estimates the two-dimensional slope field of the ocean surface based

on refraction is introduced in [87]. This system is capable of measuring small scale

waves. The setup of downward looking camera with telecentric lens and underwater

illumination is used. The light source is complex and consists of rows and columns

of LED lights that can have two brightness settings. This lighting setup provides

four gradient images, which are utilised in order to provide more detailed estimations

of the slope field. The conversion from slope to height is done with an algorithm

described in [50], which reconstructs the surface shape and the slopes from the shading

information. The image intensity in terms of the surface orientation is used for

estimating the slopes. Specifically, the surface slopes are estimated by means of a

finite set of basis functions and integrability is enforced by calculating the orthogonal

projection onto a vector subspace spanning the set of integrable slopes.

4.5 Polarisation imaging

The sun is an electric charge that vibrates in many directions. A light wave that orig-

inates from the sun thus vibrates in more than one planes and is called an unpolarised

light wave. An unpolarised light wave can be transformed into a wave that vibrates

in only one plane through various conditions, one of which being the reflection from

a non-metallic surface. This transformation is called polarisation [139]. Thus, light

that reflects from the ocean surface is in some degree polarised light. In the case

of unpolarised light in the illumination of the environment, the orientation of the

surface determines the polarisation parameters, making it possible to estimate the

two-dimensional slope field of the ocean surface, provided that a polarisation camera

is measuring at least three different polarisation states. The polarisation state of

the light from images contains information that cannot be acquired from the image

brightness alone [136]. Challenges in methods that use images or video of the ocean

in real environments and utilise properties of the reflection and polarisation of light

such as [152] and [176] are phenomena not considered into the modelling of the world,
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such as sky radiance polarisation, upwelling radiance and the direct rays of the sun’s

light.

In [176] the polarimetric slope sensing (PSS) method is introduced for the gen-

eration of the two-dimensional slope field with the aim of studying the short scale

waves of the ocean. A polarisation camera is utilised in overcast sky conditions and a

methodology is presented that uses the relationship between surface orientation and

the change in polarisation of reflected light in order to get the slope field, taking into

consideration only the reflected and upwelling skylight. Specifically, the polarisation

camera is configured to simultaneously measure 0, 45 and 90 polarisation orienta-

tions to determine a complete state of partial linear polarisation. A relationship is

then formed between incident light with a known polarisation and the response of

the polarisation intensities in order to get the wave slope information. In cases of

non overcast sky conditions, such as sunny or partly cloudy days, where partially po-

larised light is present, sky and upwelling radiance must be taken into consideration,

and this method is not applicable. In this case, the authors claim that the use of two

cameras is required for the estimations. The environmental condition restrictions is

one of the main drawbacks of the methodology.

The scene geometry is required and the setup is restricted in specific incidence an-

gles not exceeding the Brewster angle. Compared to stereophotographic methods, the

method has the advantage of a more simple measurement setup, as one polarisation

measuring camera is required compared to at least two calibrated cameras in the case

of stereophotographic methods. The requirement of unpolarised light in the environ-

ment in this case however restricts the proposed method’s applicability. Additionally,

the method does not provide real world scale of the ocean surface measurements.

An alteration of the PSS method is used in [97], using a shipborne camera for

the measurements. The authors measure capillary and gravity-capillary waves and

conclude on their contribution to the sea surface roughness and their sensitivity to

wind speed increase. They further validate the use of the PSS method for measuring

fine-scale wind waves. Similarly to [176], the assumptions of unpolarised light in

the environment and no upwelling radiance restrict the method’s applicability. The
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results are only tested in the controlled environment of a wave tank and are not

validated with in situ measurements, but with a numerical empirical model.

An airborne twelve camera system with three polarisation measurements for each

of the system’s colour, red, green, blue and near-infrared, called airborne remote

optical spotlight system with a multispectral polarimeter is introduced in [74] and

further studied in [75]. The information from these twelve measurements is combined

with two image registration algorithms, a feature-based correlation algorithm and

a mutual information-based algorithm. The system requires individual and inter-

camera calibrations and is capable of capturing surface orientation, surface roughness

and index of refraction in an area of several square kilometres. The authors do not

measure wave slope and wave height. Additionally, inter-camera alignment and the

feature-based correlation techniques make the system complex and computationally

restrictive.

The same system as in [74] is investigated in [16] in order to get the degree and

angle of linear polarisation, and the measurements are compared with an imaging

performance model, where they are found to agree for look angles close to 90 degrees

from the sun, whereas a large deviation is found for angles close to 180 degrees.

However, the authors are not able to retrieve the two-dimensional slope field or the

significant wave height, due to the incapability of the method to isolate the reflected

signature, which can be used for the estimations, to the full signal measured by the

system.

Similarly with [176] and [97], the work in [92] uses a single polarisation camera

to get the two dimensional slope field of the ocean in a similar methodology to the

other works. Knowledge of the geometry of the scene is required and unpolarised

light in the environment, which restrict the method’s applicability. In this work,

three images with different polarisaitons from the CCD camera are aligned with the

use of floats as control points. The resultant images have polarisation components

substituting the RGB components. From the images, all pixels are used in order to get

the parameters such as viewing angle, reflecting angle and slope projections. These

parameters are then used for the construction of the slope field of the measured scene.
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The wave slopes are found through measurements as slopes of triangles formed by

the float center. Then, the shape of the sea surface is obtained by integration of the

slope projections from the Stokes parameters. As the scale is unknown, the authors

are unable to derive the wave heights in real units from the slope field. The slope

field is tested in specific points with wave elevation from nearby wave buoys and the

estimations are found to be consistent.

4.6 Radar

The measurement of ocean waves with marine radars is based on the temporal and

spatial information of the radar’s backscatter [105]. Specifically, the modulation of

the backscatter of the radar’s electromagnetic waves on the sea surface ripples or

roughness is used for making the ocean measurements. Such type of data require

that the sea surface has a particular roughness, which is the result of local wind.

Thus, if only distant wind is present, such as in the case of swell gravity waves, the

surface might be smooth and the backscatter might not yield sufficient wave field

information for accurate estimations.

The WaMoS X-band radar-based ocean surface monitoring system is first intro-

duced in [131]. The radar systems in [22][21][38] use radars in the X-band that are

equipped with a horizontal polariser. They emit microwave pulses at grazing in-

cidence and receive backscattered microwave energy from the ocean surface in the

form of intensity images. These intensity images do not depend directly to the wave

heights of the ocean surface, but to other factors of the digitalisation of the radar

system [117].

In [22] the WaMoS II radar system is used with the aim of getting information

about the two-dimensional energy spectrum and the significant wave height from radar

image sequences. The information about the current is estimated, which is used for

filtering in order to get the energy spectrum. The significant wave height is found as

a function of the signal to noise ratio, which is the ratio of the true wave signal to the

background noise. Two calibration coefficients are calculated with the use of nearby
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buoy measurements. Although plots are used for presenting the comparison of peak

period and significant wave height between radar measurements and nearby buoys,

the relative errors in the estimations are not presented. Furthermore, the validation

of the significant wave height is done with the same buoy data that are used for the

calibration.

In a future work [21], the authors use empirical spectra to simulate radar im-

ages, taking into account the effects of linear dispersion relation and current speed.

Specifically, the authors present the inversion method in order to obtain the spectral

representation of the wave field. The spectrum is obtained with a three-dimensional

discrete Fourier transform of the radar images. After a low-pass filter is applied, the

current is estimated with the use of the dispersion relation. In order to isolate the

spectral energy points associated with the ocean’s movement from all other effects

due to the radar imaging, the authors use simulated ocean images and a 20 % thresh-

old from the spectral peak for filtering. These simulated radar images are used as

filters in order to identify the energy spectrum of the wave field from the image en-

ergy spectrum. The complexity of the design of the simulated model, which consists

of a number of user defined parameters, restrict the method’s automaticity and the

reliability of the estimations, as different parameter configurations of the simulated

images can result in different estimations of the method. Additionally, effects in a

given sea that are not modelled by the empirical spectrum, such as wave breaking

and foam, might introduce errors in the estimations.

In another future work, the authors [117] use a method to get information about

the significant wave height based on the assumption that this metric is proportional to

the square root of the signal to noise ratio. In this case, the signal is taken to be equal

to the image spectrum after a filtering process similar to [22], and the noise is derived

from the speckle background noise components. The significant wave height in real

units is then given with two calibration constants, which are obtained empirically.

In [38], the authors use a different empirical inversion method for estimating a time

series of ocean surface elevation maps. This method is based on the ocean surface tilt

angle in a pixel level in antenna look direction and does not require the presence of in
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situ sensors, such as buoys. The parameterisation of the mean radar cross section is

done by fitting a third-order polynomial curve for each look direction. The tilt angle

is found from the difference of the depression angles and the ocean surface elevation

is determined from the tilt angle information by integration. The 3D wave spectrum

of the ocean surface elevation field is estimated with the transformation of the tilt

angle sequence to the wave number frequency domain with a 3D FFT. Then, this

spectrum is integrated by multiplying with a transfer function.

In a future work [37], the authors use a neural networks algorithm in order to get

a relationship between the radar backscatter to the wave field characteristics, which is

used for getting the wind speed. The wind streaks are identified by integrating radar

image sequences over time, and their orientation is determined to be the normal to the

local gradient. Specifically, the wind directions are estimated form the local gradients

of the mean radar cross section images. The wind speeds are estimated by training a

neural network with the parameters of mean radar cross sections, the radar retrieved

wind direction and the antenna look direction. The authors observe an improvement

in the wind speed retrieval by adding the air-sea temperature difference in the neural

networks parameters. The difficulty in verifying the detailed wind fields provides

uncertainty on the accuracy of the method.

4.7 Shape from shading and optical flow

The shape from shading technique aims to estimate the three-dimensional shape of an

object from a two-dimensional monochrome image of the object [15]. The estimation

uses the brightness variability of the image. Optical flow in image processing refers

to the change in the brightness patterns of a scene after the motion between camera

and scene. The task of motion estimation based on optical flow is a correspondence

problem, in which the motion of the pixels in a sequence of images is tracked so that

there is a dense correspondence of pixels [171]. In the context of ocean waves, the

intensity values of grayscale images of the ocean from a video can be given as input

to a method based on optical flow for the extraction of useful information.
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The particle image velocimetry (PIV) algorithm is used in [51] in order to get

the phase speed information from videos of the nearshore ocean. The foam noise is

removed with the same method as in [175], the backward frame differencing method

(described in section 4.3). Then the PIV algorithm is used for tracking the incre-

ment of high intensity values, which are considered to be temporal increments of

wave crests. The surface velocity vectors are used in order to get the phase speed

estimations, which are found to be consistent with the estimations of the method

by [175]. An adaptive multi pass algorithm is introduced that initially performs the

cross-correlation interrogation in a relatively large window. Then the calculated vec-

tor field is used as a reference for higher resolution levels and the interrogation window

size is refined after each iteration. This iteration is repeated until the final size win-

dow is reached. However, the authors do not validate the results against real in situ

information for phase speed or with bathymetry information. The authors do not

provide evidence that the frame differencing technique efficiently isolates wave crests

from wave breaking. If this process is not done in an efficient manner, tracking the

wave crests could not yield estimations corresponding to the true ocean conditions in

all cases.

In the field of computer graphics, the authors in [99] introduce a method that

takes as input a video file of the water’s surface and renders the surface in real

time. The method estimates the water’s surface shape based on the shape from

shading algorithm described in [128], which is given as a prior to an optical flow

algorithm and provides constraints to the horizontal velocity tracking. The authors

investigate whether the relative height of the water surface can be estimated through

the horizontal flow of the surface. Thus, the use of an optical flow algorithm that

estimates the horizontal velocities is enough for estimating the relative height motion

of the water surface. The most realistic rendering is produced when the camera is

positioned vertically to the water surface.

The method works in water surfaces where water is a suspension, and not com-

pletely opaque. Shadows and reflections from sunlight compromise the results. The

authors do not provide real world scale estimates of the water surface and do not
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validate the estimated shape and motion of the water surface, as they are interested

in rendering realistic water scenes. However, this work provides a premise for possi-

ble applicability of methods such as shape from shading and optical flow for getting

information about the sea state from video of the ocean.

4.8 Conclusion

Computer vision is a field of science with a vast number of applications, including the

measurement of the ocean surface parameters. Methodologies of this field have the

advantage of measuring in a non-intrusive manner. Stereo photography provides the

depth information by using two-dimensional images as input and involves the use of

two or more cameras and a correlation process of pairs of images. In the context of

ocean waves, it is used for providing approximations of ocean wave parameters such as

spectral information, wave direction, shape and height. Stereo photography methods

require camera calibration and cross-correlation of images. The cross-correlation task

is a challenge, in addition to the environmental illumination restrictions for providing

more accurate results.

The property of the polarisation of light is also used in the literature in order to

provide slope information of the ocean’s surface. Unpolarised light in the experimental

setup is necessary and the real world measurements of parameters of ocean waves

cannot be approximated. Methods based on refraction are often only suitable for

indoor environments, such as laboratories, as they require controlled conditions and

in many cases the incorporation of an underwater illumination system.

The reflection of the light is studied in the relevant research as a means for pro-

viding slope information from photographs of the ocean. The glitter of the sunlight

is also studied for approximating this information. Only relative measurements are

estimated and environmental assumptions have to be considered. In a large number of

the presented work, sufficient validation for the methods is not provided with nearby

in situ measurements. In the case of the work that estimates the two-dimensional

slope field or wave heights, it is a challenge to know that the estimated values at each
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point are the true values of the ocean, as such information about the true values is

difficult to obtain.

In this work the interest is focused on computer vision and image processing

techniques that utilise video of the ocean in real environments for estimating ocean

wave parameters and other information about the scene. Although some parts of this

work utilise the spatial information from frames, this work is more closely related to

the category of techniques that use temporal variation from video for the estimations.
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Chapter 5

Experimental data

This chapter introduces the experimental data utilised for testing the methodologies

of chapters 7, 8 and 9. The methodologies introduced in chapter 6 are tested with

radar data, due to the requirement of the input video data covering larger area of

ocean surface.

The experimental data used for testing the methodologies in chapters 7, 8 and 9

comprise of two video sets, captured in different dates, locations and settings. The

first set is recorded video of the ocean from a ship (Sect. 5.1) and the second set

from a tower (Sect. 5.2). Both sets of video have corresponding buoy measurements

indicating the true ocean sea state. The buoy data are used solely for testing.

In this introductory chapter a discussion is then given about limitations of the

data sets and how an ideal data set would look like (Sect. 5.3) and possible sources of

error from video of the ocean in real environments (Sect. 5.4). The accuracy metrics

utilised for the evaluation of the methodologies of this work are introduced in Section

5.5.

5.1 Shipborne data

Experiments were conducted in 2014 in the North Atlantic sea. A single camera

was placed onboard a ship, and during the times the ship was not moving towards

a destination, that is the movement of the ship is the rotational (pitch, yaw, roll),
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the video is isolated and split into one minute videos. During the experiments, two

buoys recorded concurrently the wave elevation at a nearby location. The videos were

captured on the 24th of November 2014. The buoys were on the sea surface after 9:15

a.m., and thus the sea state is not validated for videos of previous times. The sea

state in this set of videos is approximately the same, as the state is not expected to

change in a large degree in the time span of a few hours. The ship video are captured

in a sea state of approximately 3.1 m-3.4 m.

A preprocessing step is performed for the ship data in order to overcome the ship’s

rotational movement. To stabilise the ship video, the software Adobe After Effects

[5] is used. The rotational movement (pitch, roll, yaw) of the shipborne videos is

overcome by tracking and stabilising the horizon. The rotational tracker is utilised

with two tracking points, which form a line that in ideal conditions is exactly the line

of the horizon. To achieve this, two rectangles are drawn as in figure 5-1a in order to

stop the tracking points from moving horizontally while tracking the horizon. Figure

5-1a shows a typical frame from ship video and figure 5-1b presents how each tracking

point is selected.

From a video, image sequences in the form of image 5-1c are given as output from

the preprocessing step. A single row of pixel locations is used in the experimental

results for computational efficiency. The videos have a duration of approximately one

minute. The shipborne video frame rate is 15 frames per second.

5.2 Tower data

The second set of videos is captured from the Frying Pan Ocean tower, a former

lighthouse located 85’ above the Atlantic ocean. This tower is located on the Frying

Pan Shoals approximately 39 miles southeast of Southport, North Carolina. A 24

hour live video footage is available online from that tower [47] that captures the

ocean surface. A buoy device ‘Station 41013’ owned and maintained by the National

Data Buoy Center [116] provides hourly updated significant wave height and other

sea state information. This buoy station is located in a near location to the Frying
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(a) (b) (c)

Figure 5-1 Shipborne data. (a) video with horizon stabilisation (b) left tracking
point (c) video after preprocessing. Line depicts the pixel locations utilised in the
experimental results.

(a) (b) (c)

Figure 5-2 Tower video data. (a) sample frame (b) buoy station 41013 (c) tower video
after preprocessing. Line depicts the pixel locations used in the experimental results.

Pan Ocean tower.

Although the camera is moving showing a panoramic view, in some time instances

the camera is stable at fixed positions, and during these short videos were captured

for the experiments. In cases of high local wind being present, the shaking of the

camera is fixed with the stabilisation features of Adobe After Effects. A single row

of pixel locations is used in the experimental results for computational efficiency as

in figure 5-2c.

As the tower videos are captured in different dates, the ocean is captured in a

variety of sea states. This enables the testing of the techniques of this work with

videos of lower and higher sea states. Figure 5-2a shows a typical frame from tower

video and 5-2c the result after preprocessing. The tower video has a frame rate of 30

frames per second.
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5.3 Limitations of the data sets

The three data sets used in this work are the radar images (presented in chapter 6)

and two sets of video data in real environments (described in Sect. 5.1 and 5.2). The

radar data are used for testing the methodology in chapter 6. The video data in real

environments are used for testing the methodologies in chapters 7, 8 and 9.

In the case of the methodology in chapter 6, radar data are used in the place

high-scale videos of the ocean. High-scale videos are videos that have a large area of

coverage. There are however some limitations in this data set. The radar images have

a lower frame rate than real video, as the time between successive frames is the time

that the radar instrument takes in order to cover a complete cycle of measurement,

which is equal to approximately 2 s. Another limitation for that particular data set is

the mechanism that is followed for the formation of the intensity values. Specifically,

in order to acquire the intensity values for the radar images, the backscatter of the

radar’s electromagnetic waves on the sea surface ripples or roughness is used [22][38].

In real video, the intensity is considered proportional to the lights reflected from the

water surface and depends on wave slope [31].

There are however some advantages in the use of the radar images. They enable

the validation of the pixel to metre technique because the value of this metric is

known a priori. They also have a large area of coverage, enabling the estimation of

the sea state with the use of the spatial variation from video.

Because the methodology in chapter 6 utilises the spatial variation from video,

it would be required that the ocean area coverage includes at least two times the

dominant wavelength, if the estimation is based on the dominant frequency. For

example, a sea state of significant wave height 2.5 m, which is a moderate to high sea

state according to the Beaufort scale [1], corresponds to a dominant wavelength of

approximately 102 m. According to the Nyquist theorem [118], if we were to capture

the dominant wave, we would need to capture at least two of its cycles. Therefore, if

we were to use the spatial variation from video, we would need an area coverage of at

least 204 m. In particular, it would be required that the line in the dominant direction
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(chapter 6, Sect. 6.1.1 explains how the dominant direction is approximated) has a

length of at least 204 m. For higher sea states, the dominant wavelength increases.

Thus, the area coverage requirement also increases. This is the reason an ideal data

set to be used as input for validating the methodology in chapter 6 would need a

large area of coverage. For example, the data set could be acquired with video from

an aeroplane.

In an ideal scenario, we would use a video with a high coverage that has the same

frame rate as a regular video (e.g. 25 frames per second). However, realistically this is

challenging to obtain because the aeroplane is in motion. The same area would need to

be captured for the duration of the video. In [133] successive images with time between

them equal to 1 s are acquired from an aeroplane while it is following a continuous

straight line flight path across the water surface. Each individual measurement is

considered independent. In an ideal scenario, the aeroplane would follow a path

where it would be possible to capture the same area. That is, it would capture the

area and then return back to the same area to capture it again. In this context,

the aeroplane would have a small size, so that its movements are more flexible. For

example, in [133] the sea state is estimated with images of the ocean from a small fixed

wing airframe with wingspan 2.2 m. A drone could also be used for the acquisition

of the video. This would make things easier, as drones will potentially be able to

capture the same area over a time period of approximately one minute.

An ideal video data set would also have corresponding measurements of the pixel

to metre scale and sea state from reliable sources, to be used as the ‘true’ values in

order to calculate the error metrics. In the case of the pixel to metre scale, some

camera equipment is able to calculate this metric based on the distance of the camera

and the ocean surface. As a note on why we estimate this metric in chapter 6, the

methodology estimates this metric for videos captured in the past that do not have

this information and for utilising this metric in order to estimate the sea state. In

the case of the sea state estimation, reliable measurements would be in the form of

in situ devices located in a nearby location to the captured ocean surface. In situ

devices such as wave buoys and tidal gauges are considered reliable instruments for
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measuring the ocean surface, although they are still providing an approximation.

The video data in real environments are used for validating the methodologies

of chapter 7, 8 and 9. Because these methodologies utilise the temporal variation

from video, due to the Nyquist theorem [118], we would need to capture at least two

cycles of the dominant wave in time, if we were to measure the dominant frequency.

For example, a sea state of significant wave height equal to 2.5 m corresponds to a

dominant period of approximately 8 s. Thus, the video duration would need to be

at least 16 s. The videos in this work have a duration of approximately one minute,

which is sufficient for measuring even higher sea states.

Limitations of these data sets include the video quality, consistency of measure-

ments, movement of the ship (for the shipborne video), movement of the camera in

cases of high local wind and brightness fluctuations. In terms of video quality, the

cameras of both data sets are not recording in high definition. An ideal data set

would be acquired with a high definition camera. This would enable the video tech-

niques to work on more high quality video data, which could improve the estimation

accuracy. In terms of consistency of measurements, both data sets lack recording

the exact same ocean surface for prolonged periods of time (e.g. several weeks or

months). This would enable a better validation of the video techniques. In the case

of the shipborne video, this is due to the short duration of the experiments (less than

a week). In the case of the tower video, the camera is panning in some time instances

(i.e. it is not measuring the exact same area for prolonged time periods).

An ideal data set would comprise of video from a camera positioned on a stable

location (e.g. a pier) capturing the ocean surface for prolonged periods of time (ideally

24/7). This would allow a better verification of the video techniques. It could also help

provide theoretical error bounds of confidence in the estimations. This is because we

would have multiple videos of the ocean surface with the same corresponding values

of significant wave height. Similarly to both shipborne and tower data sets, an ideal

data set would also have corresponding reliable sea state measurements from in situ

devices located in a nearby location, so that the validation process is more accurate.

In terms of movement of the camera, from the shipborne data the camera move-
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ment is mainly due to the rotational movement of the ship and the heave. This

movement is stabilised in order to capture the same area of ocean for the duration

of the video by stabilising the horizon (process described in more detail in Sect. 5.1).

This however requires some additional pre-processing, which limits the execution of

the technique in real time. In the case of the tower video, the position of the camera

is stable. There is however some ‘shaking’ or vibration of the camera in cases of high

local wind. The stabilisation effects of a computer software (See Sect. 5.2) are used

for stabilising. This could also limit the execution of the video techniques in real

time.

There is however a reason for using these specific video data sets in these specific

circumstances. Mariners are interested in obtaining estimations of the sea state from

ships (see introduction chapter 1 for more details). In terms of the vibration of the

camera in cases of high local wind, an ideal video data set would have protection

mechanisms in place so that the camera is not affected by the weather conditions.

For example, the camera could be positioned indoors and in areas where the local

wind has less influence on the camera.

In terms of brightness fluctuations, both video data sets capture the ocean in a

variety of weather conditions. These include weather of overcast (mostly cloudy) sky

and clear sky with high reflections of the sun’s rays. Some pixel locations include the

sun’s glitter (direct reflection of the sun’s rays), while others do not. This variation of

brightness that depends on the weather conditions could affect negatively the video

estimations. For example, there is a difference in pixel intensities between videos

capturing the sun’s glitter and videos captured during an overcast sky. Additionally,

for the same video data, some pixel locations are affected by the sun’s glitter, while

others are not. This difference in brightness is a possible source of errors.

An ideal data set would measure the ocean surface in a mostly overcast sky, in

order to avoid the presence of the sun’s glitter on the ocean surface. However, if a

video technique was limited to only overcast skies, its applicability to the real world

would be limited. A more desirable scenario would be the design of techniques that

provide sea state estimations even during the presence of environmental brightness
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fluctuations. This is the case with the techniques of this work.

5.4 Sources of error

Modelling the ocean surface in real environments from video is not a straightforward

task. The nature of ocean water includes phenomena which in some cases may not

be included in the model. These phenomena may not be included in the modelling of

ocean water due to their complex nature, which is unpredictable in nature. However,

their presence in the measured scene may decrease the accuracy of estimations of

some techniques. Examples of such phenomena are ripples, rain, fog and nonlinear

wave interactions, such as wave breaking and foam. Foam in particular can be easily

interpreted as wave crests, as they both have high intensity pixel values.

Environmental brightness fluctuations is an additional source of possible loss in

accuracy. For example, the presence of the sun’s direct reflection or sun’s glitter on

some areas of the measured ocean may provide different estimation values for these

areas compared to areas that do not directly reflect the sun’s rays on the camera. If

the geometry of the scene and the environmental brightness are not considered in the

model, the presence of high pixel intensity values in some areas of ocean due to the

sun’s glitter may introduce inaccurate estimations.

Errors may also be introduced due to the nature of the camera equipment captur-

ing the ocean surface. For example, electronic noise, low quality video, out-of-focus

and distortions are some possible sources of error. If the camera is placed on a non-

stable location, such as a ship, the movement due to the ship’s rotational motion

(pitch, roll, yaw) is an additional challenge to overcome. This is solved in this work

by tracking and stabilising the horizon. If this preprocessing step is not done in an

efficient manner (for example if in some time instances the horizon tracking is not

correct), errors in the estimations are likely to be introduced.

As mentioned, ripples on the surface of the ocean may additionally be a source

of noise in the video. In [81] the authors become more specific about this type of

noise, and how it affects the quality of the estimations. When the ocean surface is
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flat, small particles become apparent, which are not visible when the ocean surface

is rough, introducing a new source of noise that is highly unpredictable and depends

on the nature of water. As mentioned in [81], this source of noise becomes especially

challenging in low sea states. The authors describe an additional challenging source of

noise in video data of the ocean, specifically fixed-pattern noise, which usually occurs

in long captures and is characterised by brighter or darker pixel intensities than what

is expected. Although in some cases it may not be noticable, these effects can have

a significant impact on the sea state estimation, as they may appear as spikes in the

energy spectrum.

5.5 Estimation accuracy measures

These measures are used in the experimental results for the evaluation of the accuracy

of the proposed methodologies against the sea state measurements of buoy devices.

The buoy data are considered to indicate the true sea state. The accuracy measures

used are the mean absolute error MAE (Sect. 5.5.1), root mean square error RMSE

(Sect. 5.5.2), mean absolute percentage error MAPE (Sect. 5.5.3) and mean percent-

age error MPE (Sect. 5.5.4). A comparison of these metrics in the context of this

work is given in Section 5.5.5. In the following text, predicted or estimated value 𝑦𝑝

indicates the estimation from video and true value 𝑦𝑡 indicates the measurement from

buoys or other apriori knowledge about the scene.

5.5.1 Mean absolute error (MAE)

This metric is the average of the absolute difference of pairs of estimated and true

values. It is calculated as:

𝑀𝐴𝐸 =
1

𝑛

𝑛∑︁
𝑖=1

|𝑦𝑡 − 𝑦𝑝| (5.1)

where 𝑛 is the number of data points, 𝑦𝑡 is the true value and 𝑦𝑝 is the predicted

or estimated value. This metric has the advantage of having the output in the same

scale as the input values.
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5.5.2 Root mean square error (RMSE)

This metric indicates the square root of the average of the squared differences of pairs

of estimated and true values. Compared to the MAE, this metric has a larger increase

in the presence of outliers due to the squared terms. Additionally, presence of larger

differences causes more increase to this metric compared to the MAE. Compared to

the mean square error (MSE), which is the average of the squared differences of pairs

of estimated and true values, this metric has the advantage of having the output in

the same scale as the input values. It is calculated as:

𝑅𝑀𝑆𝐸 =

⎯⎸⎸⎷ 1

𝑛

𝑛∑︁
𝑖=1

(𝑦𝑡 − 𝑦𝑝)2 (5.2)

5.5.3 Mean absolute percentage error (MAPE)

This metric provides as output a percentage of accuracy between estimated and true

values based on the formula:

𝑀𝐴𝑃𝐸 =
100

𝑛

𝑛∑︁
𝑖=1

⃒⃒⃒⃒
𝑦𝑡 − 𝑦𝑝

𝑦𝑡

⃒⃒⃒⃒
(5.3)

The fact that the output is given as a percentage makes the metric more easily

interpretable in some cases. However, the metric has some disadvantages. The output

is higher for pairs of true and estimated values with lower values. Additionally, it

favours estimation values that are lower than the true values. That is, for the same

difference between estimated and true values, the output is smaller if there is an

underestimation instead of an overestimation.

5.5.4 Mean percentage error (MPE)

The equation of the MPE is similar to the equation of the MAPE. Here, the absolute

value operation is not used [23]. This is useful for showing whether the approximations

are overestimating (negative error) or underestimating (positive error). The equation
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is:

𝑀𝑃𝐸 =
100

𝑛

𝑛∑︁
𝑖=1

𝑦𝑡 − 𝑦𝑝
𝑦𝑡

(5.4)

Since the absolute value operation is not used, positive and negative values of MPE

can offset each other. Thus, it is useful for showing overestimation or underestimation

rather than the absolute percentage error value.

5.5.5 Comparison

Both MAE and RMSE metrics provide values in the same scale as the input values.

In the context of this work, this is advantageous. For example, it provides the error

in metres when the input are values of significant wave height. Comparing MAE and

RMSE, RMSE has a larger increase in the presence of outliers. This is useful in cases

where the estimations are required to be more accurate across all input data.

The MAPE metric provides the output as a percentage. This is more easily

interpretable in some instances. For example, the output from this metric can be

more easily understood by someone not familiar with ocean theory when evaluating

significant wave height estimations compared to MAE and RMSE. Compared to the

MAPE, the MPE metric gives information of overestimation or underestimation of

the model, whereas the MAPE provides an absolute percentage value of the error.
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Chapter 6

Pixel scale and sea state from ocean

large scale remote observations

This chapter is based on the previously published research paper:

A. Loizou and J. Christmas, ‘Estimating Pixel to Metre Scale and Sea State from

Remote Observations of the Ocean Surface,’ IGARSS 2018 - 2018 IEEE International

Geoscience and Remote Sensing Symposium, Valencia, 2018, pp. 3513-3516.

The problem that is discussed in this chapter is the estimation of the pixel to metre

scale or ground range resolution and the sea state from high-scale videos of the ocean

surface, such as from an aeroplane. This work uses radar images for testing the

proposed methodology. Although radar is not the same as real video of the ocean,

this chapter will provide an investigation of the nature of the data, how they can be

used for acquiring useful information and will propose methodologies for estimating

the aforementioned metrics. The radar image is used in the place of a video image

because the pixel to metre scale of the radar image is known. This enables testing

the proposed methodology with the true pixel to metre scale. An example of a radar

image used as input for the proposed methodologies is given in figure 6-1a.

After the related research paper of this chapter was published [102] (the first

author in [102] is the author of this work), researchers were able to use heuristics
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similar to the one discussed here (see Sect. 6.1.4, iterative thresholding process for

the selection of frequencies) for estimating the sea state from airborne real video

[133]. This suggests that the ideas and methodologies discussed in this chapter are

not limited to radar images, but can be modified and used for real video. This is

the reason that in the related research paper [102], it was expressed as ‘radar as a

surrogate to real video’.

The pixel to metre scale or pixel resolution metric gives a correspondence to metres

of the pixel size of an image. For example, if the pixel scale of an image is equal to 6 m

per pixel, this means that the length of one pixel is equal to 6 m. The usefulness of

the pixel to metre scale lies in the calculation of the length of objects in the scene, if

this information is not available in the measuring camera equipment. Video captured

in the past without such available information can also be used. Additionally, in this

work, the pixel to metre scale is used directly in order to get the sea state with a

methodology that aims to capture and use the spatial variation of the wave field from

ocean images.

The methodology of this chapter utilises the spatial variation from video for the

approximation of the pixel to metre scale and the sea state. When we attempt to track

the spatial variation of the wave field from video, we are required to use a video of a

large area of coverage. In the following text, we refer to this kind of video as high-scale

video of the ocean. This is why radar images are used for validating the methodology.

Apart from the fact that we know the true pixel scale a priori for validation, these

images cover large areas of water, sufficient for tracking the dominant wave from the

spatial variation.

The Nyquist theorem [118] is the answer to why we need high-scale video when

tracking the dominant wave from the spatial variation of the video. For example, a sea

state of significant wave height equal to 2.5 m (moderate to high sea state according to

the Beaufort scale [1]) corresponds to approximately a dominant wavelength of 102 m.

In order to track the dominant wave from the video’s spatial variation, according

to the Nyquist theorem, we would need the video to cover at least two times the

dominant wave in space. That is, we would be required to have a coverage of at least
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204 m. In particular, it would be required that the line in the dominant direction

(Sect. 6.1.1 explains how the dominant direction is approximated) has a length of

at least 204 m. As the sea state (or significant wave height) increases, so does the

dominant wavelength. This means that the coverage area requirement also increases.

As mentioned in the introduction chapter, the sea state is useful for maritime

operations and for the design and implementation of sea vessels, platforms and off-

shore structures. The work in [146] proposes a methodology for estimating the same

metrics from real video. However, the validation of the pixel to metre scale is limited.

Specifically, the authors validate their results on the approximate length of a surf

board, which is not measured before the experiments. Information about true scale

is not available. For the sea state, online meteorological data is used for validation

in an approximate manner. However, their methodology has been influential for the

development of the work of this chapter. The authors in [146] associate temporal

and spatial frequencies from the modulation of the phase speed, which is used in this

chapter as the phase modulation matrix (see Sect. 6.1.1).

The novelty of this work involves the proposal of a different process for acquiring

the pixel to metre scale from the phase modulation matrix. This method is based

on the heuristic of selecting the waves from the phase modulation with the highest

energy in an iterative thresholding manner. In [146], the authors propose fitting a

parabola considering all frequencies in order to get the scale. In the experimental

results (see Sect. 6.2.1), it is shown that considering all frequencies might not always

be a good idea, and that the process proposed here provides more accurate results.

In sections 6.1.3 and 6.1.4 it is discussed why the proposed heuristic of this work is

useful.

The novelty of this work also includes the whole methodology for estimating the

sea state in section 6.1.6. In [146], the authors fit the shape of the video energy

spectrum acquired by applying a Fourier transform to the Phillips spectrum. They

utilise the temporal variation of the wave field for the sea state estimation. In this

work, the spatial variation of the wave field, the pixel to metre scale and the waves

with the highest energy found from the proposed iterative process of the pixel to
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metre scale methodology are used.

6.1 Methodology

The methodology involves using video of high scale remote observations of the ocean

surface for getting the pixel to metre scale. The sea state is then estimated with

the pixel to metre scale of the previous step and spatial information, specifically the

wavelength of the dominant wave and a few other secondary waves close in terms of

energy and frequency to the dominant wave. A Fourier transform is performed [14] in

the space and time domain for getting the phase speed matrix, a matrix where columns

represent temporal information (periods) and rows spatial information (wavelengths).

6.1.1 Phase speed matrix

Information about the phase speed is used in order to estimate the pixel to metre

scale and the sea state. First, each frame of the video is rotated so that the dom-

inant direction is parallel to the horizontal plane. The dominant direction in this

case is found by applying a Fourier transform on the radar images. An example of a

two-dimensional Fourier transform of a radar image is given in figure 6-1c. Specifi-

cally, from a single frame of the video, a Fourier transform [14] is performed and the

dominant direction is determined to be the direction of the line that passes through

the center of the image in Fourier space that maximises the summation of the inten-

sity of the points through which it passes. In other words, it is the radius with the

highest sum of pixel intensity. Then, each frame is rotated in the dominant direction

and a matrix is built from each rotated frame, where each row captures the spatial

variation in the dominant direction. In other words, we reposition the frames so that

the direction of the rows is the same as the direction of the dominant wave. We do

this because we are attempting to track the dominant wave in space. In order to

accomplish this, we need to work on the spatial variation in the dominant direction.

By performing a Fourier transform on each row it is possible to get the magnitude

and the phase values for each spatial frequency. On each frame a Fourier transform
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(a) Example of a radar image and selection of
5 different areas.

(b) Example of a single area from the
radar image, given in the input for

running the methodology.

(c) A two-dimensional Fourier transform of
the area of the radar image.

Figure 6-1 Example of a radar image and its two-dimensional Fourier transform.
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(a) The phase modulation matrix (b) The phase speed matrix

Figure 6-2 The matrices formed from the spatial variation of the wave field.

is performed on each row. Then, the phase values are selected and then averaged for

the same spatial frequencies. The output from each frame thus far is a set of phase

values, each one corresponding to a given spatial frequency. By stacking the phase

values of each frame, the phase modulation matrix is formed (see fig. 6-2a), where

each column contains the phase values that correspond to a particular frame and each

row represents a spatial frequency. Specifically, each row presents the phase values of

a specific spatial frequency across time. It demonstrates how the phase changes for

each spatial frequency.

In the next step, a Fourier transform is again performed on each row, giving the

rate at which the phase changes. This rate is thus equal to the phase speed. The

phase speed metric, according to ocean theory, is equal to wavelength divided by

period of a wave, or equally temporal frequency divided by spatial frequency [2]. An

example of the phase speed matrix is given in figure 6-2b.

6.1.2 Pixel to metre scale from phase speed matrix

By using the phase modulation in time, a wave is described in both temporal and

spatial terms, and specifically as spatial and temporal frequencies. At each column of

the phase modulation matrix, the peak frequency would in ideal circumstances (with

85



only the effects of the frequency dispersion) give the temporal frequency of that wave,

and all other entries would have minimal energy values. As can be seen in figure 6-2b

of a typical video, practically this isn’t the case. Due to the nature of the Fourier

transform on discrete measurements and the presence of additional phenomena and

components not taken into account in the model of the world (See Sect. 6.1.3), other

frequencies additionally have given energy values.

As a summary to what is discussed in Sect. 6.1.3, possible reasons that we do not

have only one peak value for each pair of spatial - temporal frequency are: spectral

leakage, presence of capillary or small amplitude waves and the amplitude dispersion

property of water waves. In the case of capillary or small amplitude waves, they

present an increase of phase speed with the increase of frequency [110], which differs

from the effect of the frequency dispersion. This is the possible reason we can observe

high intensity vertical bars (e.g. between temporal frequencies 0.05 Hz and 0.1 Hz)

in figure 6-2b. In the case of the amplitude dispersion, which is a nonlinear effect,

we have an increase of phase speed with an increase of amplitude [172]. Thus, the

phase speed is higher for waves with higher amplitude (and energy). In other words,

the phase speed with the amplitude dispersion is higher for the dominant wave and

waves near the dominant wave. This is a possible reason the intensity values in the

area between temporal frequencies 0.05 Hz and 0.1 Hz in figure 6-2b are higher. It is

very possible that the dominant frequency lies within that frequency range.

As mentioned, if only the effects of the frequency dispersion for the frequencies in

the model are taken into account, the energy value of the peak frequency at each row

is associated with the phase speed of that particular wave. In deep water, the phase

speed 𝑐𝑝 is equal to [144][107]:

𝑐𝑝 =
𝜆

𝑇
=

𝜔

𝑘
(6.1)

where 𝜆 is the wavelength, 𝑇 is the period, 𝜔 is the angular frequency and 𝑘 is the

wavenumber. For a fixed water depth or deep water, the phase speed increases with

the increase of wavelength [144]. From the phase speed matrix the energy values at the

points connecting temporal and spatial frequencies would be expected to descrease as
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the values of the axis of spatial frequencies increase, something that can be observed

to be indeed the case in figure 6-2b. This effect of increasing phase speed with the

increase of wavelength is due to the frequency dispersion property of water waves.

However, other properties of water waves and noise additionally have an effect on

the value of the phase speed and consequently the energy values in the phase speed

matrix, effects that will be discussed in the following paragraphs.

6.1.3 Unexpected effects and noise

From the application of the discrete Fourier transform algorithm on the phase speed

matrix for each spatial frequency, the phenomenon of spectral leakage [104] introduces

high energy values in frequency positions other than those to be identified. This

phenomenon is visually observed as if the energy corresponding to phase speed is

leaked into other frequencies. This effect is present due to the nature of the discrete

algorithm, when the measured signal is not an integer number of periods.

A big source of noise are ripples on the water surface, or capillary waves, which are

not taken into consideration in the modelling of the world and exhibit a behaviour

in the frequency dispersion exactly opposite of that of gravity waves, that is they

propagate with higher phase speeds as the values of the spatial frequencies increase

[110], appearing as high energy values in high spatial frequencies.

An additional source of error is the amplitude dispersion of water waves, which is

a non-linear effect and is characterised by higher phase speed values for waves with

higher amplitude [172]. Specifically, waves of larger amplitude have a different phase

speed from small-amplitude waves. This effect is not modelled in the environment

definition and could introduce errors in the estimations. This, in addition to the

presence of capillary waves and the spectral leakage phenomenon are possible reasons

that in the phase speed matrix high energy values are present in places not expected,

see figure 6-2b.
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(a) Phase speed matrix. (b) Example of selected entries (blue rectangle) and
when the iteration stops (red rectangle).

Figure 6-3 Example for the selection of the entries in the phase speed matrix with
iterative thresholding process.

6.1.4 Solution

In all these phenomena, the aim is to distinguish those values on the phase speed

matrix that correctly provide a link between temporal and spatial frequencies. Due to

the frequency and amplitude dispersion, it is expected that the highest energy values

in the phase speed matrix are apparent in lower frequencies (frequency dispersion)

with high amplitude (amplitude dispersion). In this work, the heuristic of selecting

the first neighbouring entries in terms of frequency with the highest energy values is

used. Specifically, the algorithm iteratively selects the coordinates of the entries in the

phase speed matrix that have the highest energy values and stops the selection once

an entry has been found that is not close in terms of frequency (spatial or temporal)

to the other entries. This final entry is interpreted as energy value due to the effect of

unexpected effects discussed in the previous section. An example for the selection of

the entries in the phase speed matrix with this iterative thresholding process is given

in figure 6-3.

In the following text, the intuition behind this heuristic is explained. As can be

seen in figure 6-4, which shows a typical energy spectrum of the ocean (the Pierson-

Moskowitz spectrum), the waves with the highest energy (or amplitude) have the
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Figure 6-4 The shape of the Pierson-Moskowitz energy spectrum of fully developed
seas for varying wind speeds adapted from [114].

Figure 6-5 The Pierson-Moskowitz spectrum for varying wind speeds derived with the
use of the spectral density equation (See equation 2.1 in Chapter 2).

characteristic of also being in close proximity to each other in terms of frequency.

Additionally, the energy values of the peak and those waves close to the peak in

terms of frequency have significantly higher energy values than the energy values of

waves of higher frequencies. In figure 6-5 the energy spectra for the same sea states

as in figure 6-4 are formed with the Pierson-Moskowitz equation (See equation 2.1 in

Chapter 2). With the amplitude dispersion property, waves with higher amplitude

(and energy) have higher phase speed values [172]. In essence, we are trying to select

the entries from the phase speed matrix where the high values from frequency dis-
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persion and amplitude dispersion converge. This is the intuition behind the heuristic

described in the previous paragraph in order to solve the temporal and spatial fre-

quency association problem, and thus solve the pixel to metre scale and sea state

problem.

It is conjectured that these dominant waves are less affected by all types of present

noise and unmodelled effects in the data due to their high amplitude. It should be

noted that in general the energy of a given wave is directly proportional to the square

of its amplitude. Thus the amplitude of waves with high energy would overcome the

amplitude of noise and be more easily distinguished rather than waves with amplitudes

near or lower than the amplitude of noise in the data. From the selected entries, only

their position is used for calculating the pixel to metre scale, and not their energy

values.

6.1.5 Pixel to metre scale calculation

Each selected entry in the phase speed matrix of the previous step (𝑐𝑖, 𝑟𝑖), where 𝑐𝑖 is

the column number and 𝑟𝑖 is the row number, corresponds to a set of temporal and

spatial frequencies, or inversely, period and wavelength. The temporal frequency 𝑓

in this case is equal to:

𝑓 =
𝑣𝑐𝑖
𝑁

(6.2)

where 𝑣 is the frame rate and 𝑁 is the number of frames. The spatial frequency 𝑓𝑠 is

equal to:

𝑓𝑠 =
𝑟𝑖
𝐿

(6.3)

where 𝐿 is the width size of the frames in terms of number of pixels. Having found

the coordinates of the waves of interest with the heuristic described above, for each

one the pixel to metre scale metric 𝜁 is calculated as:

𝜁 =
2𝜋𝑢2𝑐2𝑖𝐿

𝑔𝑁2𝑟𝑖
(6.4)
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where 𝑔 is the gravitational constant. In order to derive this equation, first the pixel

to metre scale metric is defined as wavelength in pixels 𝜆𝑝 by wavelength in metres

𝜆𝑚 as:

𝜁 =
𝜆𝑝

𝜆𝑚

(6.5)

The wavelength in pixels can be found from equation (6.3) as the inverse of the spatial

frequency and is equal to:

𝜆𝑝 =
𝐿

𝑟𝑖
(6.6)

In order to get the wavelength in metres, the period is found from equation (6.2) as

the inverse of temporal frequency, and the dispersion relation is used as in equation

(2.17) in order to get the wavelength in metres 𝜆𝑚 which is found to be equal to:

𝜆𝑚 =
𝑔𝑁2

2𝜋𝑢2𝑐2𝑖
(6.7)

Having a pixel to metre scale value for each selected entry of the phase speed matrix,

the final pixel to metre scale is estimated as the average of these values.

6.1.6 Sea state

Having calculated the pixel to metre scale, it is possible to work with the temporal

information or spatial information in order to provide estimations of the sea state.

With the use of remote observations of the ocean with radar or an aeroplane at a

high altitude, the spatial information is sufficient for capturing the dominant wave in

space. For example, from the Beaufort scale, a sea state 3 has a typical wavelength

of 41.46 m (from the dispersion relation equation (2.17) using the period found from

the Pierson-Moskowitz spectrum equation (2.3) with known wind speed), and at least

two cycles of the dominant wave in space are needed in order to work with the spatial

information [118]. As the shipborne radar captures an area of the scale of a few

hundred metres, the spatial variance of the wave field is wide enough to make it

possible to extract the spatial information of the dominant wave. The same applies

for airborne video.
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From the phase speed matrix, it is possible to work with temporal frequencies or

with spatial frequencies in order to estimate the sea state. The input data set (radar

images) have a lower frame rate compared to regular video, as the time between

successive frames is equal to approximately 2 s. Because of the larger time between

successive frames, in the case of the input data, it is conjectured that the accuracy

measures would be less accurate with the use of the temporal frequencies directly.

It is an intuition that a wave is captured more accurately when the time between

measurements is smaller. With this type of data in the input, we hypothesise that

using the spatial frequencies is more meaningful, as the radar data (and aeroplane

data in the case of video in real environments) capture a wide ocean area, enough

to track the dominant wave from the spatial variation. Even if radar images are

not used, in the case of aeroplane images, the time between successive frames is still

higher than regular video (e.g. with real airborne ocean images the time between

successive frames is 1 s in [133]).

From the steps followed for finding the pixel to metre scale, the entries in the

phase speed matrix that have the highest energy values and are at a close proximity

to each other in terms of frequency (See Sect. 6.1.4) are again used for determining

the sea state. That is because the dominant wave is the wave with the highest energy

value in the ocean wave spectrum, and its information is contained inside the selected

entries of the phase speed matrix. These entries represent the waves of the ocean

spectrum with the highest energies or amplitudes. The coordinates of these entries

are used in order to get the information of the frequency of the dominant wave.

For each selected entry, its spatial wavelength in pixels is calculated from its row

coordinate as in equation (6.3). The wavelength in metres is then found by multiplying

the inverse of the pixel to metre scale 𝜁 of the previous step with the wavelength in

pixels. Specifically, for each selected entry of the phase speed matrix, its wavelength

in metres is equal to:

𝜆𝑚 =
1

𝜁
𝜆𝑝 (6.8)

The dispersion relation and equation (2.17) are then used in order to get the period
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in seconds. The frequency of that wave is then the reciprocal of the period. The final

frequency of the dominant wave is calculated by averaging the temporal frequencies

of the selected entries from the previous step.

Ocean theory, and specifically theory of customised energy spectra, is used for get-

ting additional information about the sea state. Theory from the Pierson-Moskowitz

spectrum [127] is used for getting the wind speed of the dominant wave. From this

customised energy spectrum, equation (2.4) provides a wind speed estimation from

the frequency of the dominant wave. The dominant wavelength is found as the av-

erage of the wavelength in metres of each selected entry of the phase speed matrix

found in equation (6.8). The dominant period is the average of the period of each

selected entry or the reciprocal of the final dominant frequency.

6.2 Experimental results

The experimental data used come from experiments performed in 2014 in the At-

lantic sea (see Sect. 5.1). The marine radar X-band Sigma S6 WaMoS II is used for

the remote sensing measurements. Two buoys are concurrently measuring the wave

elevation. The radar system covers large areas of ocean surface of up to 4 kilometres,

enough to capture the dominant wave from the video spatial variation, even in higher

sea states. First, the ground range resolution or pixel to metre scale technique is

tested.

6.2.1 Pixel to metre scale

For testing the pixel to metre scale technique, videos of various lengths are used

as input (first column of table 6.1). The second column from the table presents

the scale estimation from the methodology proposed in this chapter and the third

column the scale estimation from the methodology proposed in [146]. The true scale

is equal to 1/6 𝑝𝑥/𝑚, as shown in the following column. The two last columns of

table 6.1 contain the mean absolute percentage error metric (See Sect. 5.5.3) for the

methodology presented here and the work by [146] respectively.
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Table 6.1 Experimental results for pixel to metre scale with varying parameter of
number of frames. Columns 1: number of frames, 2: pixel scale from present work,
3: pixel scale from [146], 4: radar pixel scale (considered the true value), 5: MAPE
from present work in comparison to the radar pixel scale, 6: MAPE from [146] in
comparison to the radar pixel scale.

Frames Scale Scale Scale MAPE MAPE
[146] radar columns 2-4 columns 3-4

(m/px) (m/px) (m/px) % %
400 6.737 5.213 6.00 12.28 13.11
450 6.83 6.598 6.00 13.83 9.83
500 6.769 8.145 6.00 12.66 35.66
550 6.72 68.992 6.00 12.00 1.04×103

600 6.838 70.376 6.00 13.96 1.07×103

650 6.665 68.829 6.00 11.08 1.04×103

700 6.988 63.86 6.00 16.33 964.33
750 6.731 73.309 6.00 12.16 1.12×103

800 6.973 62.557 6.00 16.16 942.61

The results for the scale estimation are also presented in figures 6-6a and 6-6b.

Figure 6-6a presents the results for different video durations varying from 50 up to

1000 with a step of 50 frames. Figure 6-6b presents the results for different times,

with varying start frame from 100 to 1000 and increment of 50 frames. The sea state

is not expected to have significant change during that time, enabling the testing for

different sets of videos of the same state.

In the case the number of frames is below 500, both techniques estimate the true

pixel to metre scale to a good degree. As the number of frames increases, the present

technique appears to be resilient to the effect of frame number increase, providing

accurate estimations for videos of higher number of frames. The estimations from the

technique in [146] diverge in a large degree from the true value for videos with higher

number of frames.

The speculation behind such effect is that the technique in [146] fits a parabola

considering all waves, even the waves of higher frequencies, but does not take into

account the effects of amplitude dispersion and spectral leakage (See Sect. 6.1.3). The

present technique utilises the iterative process introduced in section 6.1.4 that aims

to overcome the estimation problems associated with the aforementioned effects by

selecting only the waves with the highest energy from the phase speed matrix.
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(a) (b)

Figure 6-6 Experimental results for pixel to metre scale. (a) Varying parameter of
number of frames, (b) varying parameter of start frame (i.e. videos at different times).
Columns: ‘Estimation 1’: metholology in present work, ‘Estimation 2’: methodology
in [146], ‘Radar’: pixel scale from radar data, considered to be the true value.

6.2.2 Sea state

Two areas of ocean are selected and utilised from the radar data for testing the sea

state technique. The experimental results for the wind speed are compared to the

values of wind speed from the 2 buoys that concurrently measure the ocean surface

in a nearby location. The estimations from the present technique are additionally

compared with the estimations from applying directly Fourier transform on the spatial

variation of the data.

In a similar manner as with getting the phase modulation matrix in section 6.1.1,

a Fourier transform is performed on each frame in the dominant direction. Then

the magnitude values for each same spatial frequency are averaged. The result is a

magnitude value for each spatial frequency or wavelength in pixels. The coordinate

of the peak is identified and its wavelength in pixels is found to be equal to 𝑦𝑖/𝑁 ,

where 𝑦𝑖 is the position of the peak and 𝑁 is the length of each row in pixels. Then,

in a similar manner as before in section 6.1.6 (see equations (6.8) and (2.17)) the

dominant frequency is acquired and with equation (2.4) the wind speed. This process

is done solely for testing whether the technique of applying directly Fourier transform

on the spatial variation provides accurate results, and how these estimations compare
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Table 6.2 Sea state experimental results. Two different areas of ocean are utilised as
input. In the first column, the wind speed from the present technique is compared
to the wind speed from the buoys. In the second column, the technique of selecting
the peak from the Fourier transform of the spatial variation is compated to the wind
speed from the buoys.

Area Present DFT
MAPE (%) MAPE (%)

Ocean area 1 20.08 39.58
Ocean area 2 20.06 39.45

to the present technique for estimating the sea state.

The results of directly applying a Fourier transform on the spatial variation of the

data described in the previous paragraph are included and compared to the results

of the present technique and the sea state from the 2 buoys in figures 6-7a and 6-7b.

Table 6.2 presents the accuracy metrics from the experimental results.

The present methodology finds a wind speed value that is closer to the wind speed

of the 2 buoys. The method of directly applying a Fourier transform on the spatial

variation overestimates what the 2 buoys show to be the true state. Regarding the

present methodology, it can be observed that as the number of frames increases, so

does the accuracy of the estimation of wind speed. Additionally, even smaller sizes

of radar video, such as 100 frames, are sufficient for getting estimations of the wind

speed.

It can be concluded that simply performing a Fourier transform on the spatial

variation of the data is not sufficient for identifying the dominant wave, even if the

data are of a large spatial scale to include the necessary information about the dom-

inant wave, such as the data used in this chapter. The heuristic of using the waves

from the phase speed matrix with the highest energy values that are in close prox-

imity to each other in terms of frequency provides wind speed results that are more

close to the buoy wind speed.

The higher accuracy of the present methodology is attributed to the fact that the

waves with the highest energy are more resilient to the effects of noise. This noise

can be caused by the nature of the video data, the discretisation of the continuous

wave field or the presence of non-modelled phenomena, such as the effects of capillary
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(a) Ocean surface area 1.

(b) Ocean surface area 2.

Figure 6-7 Sea state experimental results. Two different areas of ocean are utilised as
input. The wind speed estimation from the present technique is compared with the
technique of directly applying DFT on the spatial variation and the wind speed from
the 2 buoys.

waves and the amplitude dispersion.

6.3 Conclusion

Remote observations of the ocean are utilised for acquiring information about the

pixel to metre scale and sea state of the measured ocean. The introduced methodology

aims to use the spatial variation of the wave field from ocean video for the sea state

estimation. Because the spatial variation from video is utilised, the ocean videos
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are required to capture wide areas of ocean. Examples of practical applications of

the proposed methodology for estimating the sea state are videos captured from an

airplane, drone or a tower. Practical applications for the method for the pixel to metre

scale include videos recorded in the past that can be used for providing information

about the size of objects in the scene, such as ships or platforms, or videos where this

information is not readily available.

Possible main sources of error are non-uniform illumination of the environment

(brightness fluctuations), which includes the direct reflection of the sun’s rays on the

camera lens. Such effects might have an effect on the recording of the spatial variation

in real video. Future work could include the development of metholodogies that are

based on the concepts discussed in this chapter that estimate the same metrics from

real high-scale video of the ocean with the use of the spatial variation of the wave

field.

This chapter provides only an introduction to the use of the spatial variation of the

wave field and ocean theory for getting useful information from remote observations of

the ocean surface. The difficulty of obtaining spatial information of the ocean in large

scales enables the search for the use of the temporal information of the wave field (i.e.

pixel variation in time from video). In such cases, as the period of the dominant wave

is studied, even small duration videos are sufficient to capture the dominant wave in

time. This is the reason further elaboration on the use of the spatial variation is not

done in this work. In the following chapters, the temporal information of the wave

field from video is studied in detail.
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Chapter 7

Significant wave height from ocean

video amplitude spectrum

This chapter is based on the research paper:

A. Loizou and J. Christmas, ‘Sea state estimation from uncalibrated, monoscopic video,’

SN COMPUT. SCI. 2, 328 (2021). https://doi.org/10.1007/s42979-021-00727-0

In the previous chapter, the pixel to metre scale is estimated from ocean video by

identifying the waves with the highest energy from the phase modulation matrix, a

structure that associates temporal and spatial information from video. The spatial

variation of the wave field is then used in order to estimate the sea state. The

methodology for the sea state of the previous chapter is applicable to high-scale

ocean video, such as airborne video. This is because at least two times the ocean

dominant wavelength needs to be captured in space [140].

If the temporal variation of the wave field is used instead, the video duration

needs to be at least two times the dominant period of the ocean. Since even higher

sea states have dominant periods of a few seconds, short duration videos can be used

without any limitations in the space coverage. In the previous chapter, radar data is

used for validating the proposed methodologies. However, such data are much more

refined than video of the ocean in real environments. In the case of real environments,
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brightness fluctuations, movement of the camera, effects due to camera function and

other effects make videos more challenging to use for obtaining useful information

about the state of the sea.

Although pixel intensity from video is not equal to ocean wave elevation, by follow-

ing the pixel intensities in time from video is conjectured to provide useful information

about the state of the ocean. Although the data has large amounts of noise (noise be-

ing all effects not associated with the movement of the ocean), in this chapter efforts

are made to use the temporal variation of the wave field for estimating the significant

wave height.

The methodology described in the following text attempts to track the movement

of the ocean despite the amount of non-modelled elements in the video (not associated

with the ocean movement). The Kalman filter is used for this purpose. The environ-

ment is configured in such a way that the filter aims to track the sinusoidal component

from the video time series of pixel intensity that is related with the ocean’s move-

ment. This is executed for a set of predefined frequencies, providing an uncalibrated

spectrum of amplitudes, here defined as the ocean video amplitude spectrum.

The methodology starts by incorporating the Kalman filter (Sect. 7.1.1) and the

least squares approximate solution (Sect. 7.1.2) in order to provide the uncalibrated

video amplitude spectrum (Sect. 7.1.3). The next problem that the present method-

ology addresses is the scaling or calibration problem. This is not a new problem,

as it is used widely in research that uses radar data (e.g. [22]) or video data (e.g.

[31]). In some cases, such as in [31], in situ devices (e.g. wave gauges) are used for

this calibration. This requires the presence of these devices concurrently measuring

the ocean as the video. This work incorporates ocean theory for the calibration (e.g.

[146]).

In the calibration step (Sect. 7.1.4), the present methodology uses a process that is

based on the shape of the video amplitude spectrum found in the previous steps and

theory of an empirical ocean spectrum. This enables the transfer of the uncalibrated

amplitude spectrum to real world units (i.e. metres). Although the video amplitude

spectrum is still not the same as the true ocean energy spectrum (which can be

100



reliably found with the use of in situ devices), its shape does have some similarities

to the true ocean video (See Sect. 7.2).

This amplitude shape is unique to each specific measured ocean and is not depen-

dent on any generalised version of an energy spectrum, such as in the work of [146].

The generalised spectrum in this chapter is only used for calibration of the existing

shape. With the scaled video amplitude spectrum, it is a straightforward next step to

get an estimation of the significant wave height (Sect. 7.1.5). Although the mean of

the one third of the highest waves from the video wave height spectrum (wave height

is two times the amplitude) is still not the same as the mean of the one third of the

highest waves of the true ocean wave height spectrum, the present work investigates

whether these two values are close.

7.1 Methodology

The input of the proposed methodology of this chapter is video of the ocean surface

from a single camera. For each pixel time series, an uncalibrated video amplitude

shape is given in the output, with a methodology that uses the Kalman filter with the

environment definition as described in section 7.1.1 and the least squares approximate

solution (Sect. 7.1.2). Then, an averaged shape is formed by using the results of

multiple time series (Sect. 7.1.3), and scaling is performed in order to transfer this

shape to metres (Sect. 7.1.4). From this, the significant wave height is estimated

(Sect. 7.1.5). The final significant wave height estimation is found as the average of

each pixel time series estimation.

7.1.1 Kalman filter

The frequency domain is first determined. The maximum period or minimum fre-

quency is the basic frequency and is equal to 1/𝑡𝑚𝑎𝑥, where 𝑡𝑚𝑎𝑥 is the length of the

video in seconds. The minimum period or maximum frequency depends on the sam-

pling rate and is equal to 1/∆𝑡 where ∆𝑡 is the time between two successive frames

[140]. The Kalman filter as specified in the following text is performed for each fre-
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quency of the frequency domain and for the same time series of pixel intensity in the

input.

Here, the true state of the signal is defined as the element from video that repre-

sents the ocean movement, and the observation is the actual pixel intensity measure-

ment. This is not to imply that the algorithm correctly captures the true state. The

enviroment definition is used so that a distinction is made between what it is received

from video and what the required or useful part is.

For a given frequency, the sinusoidal form after the observation is:

𝑥*
𝑡 = 𝐴 sin(𝜔𝑡 + 𝜑) + 𝜖𝑡 (7.1)

where 𝑥*
𝑡 is the pixel intensity at time 𝑡, 𝐴 is the amplitude of the wave, 𝜔 is the

angular frequency, 𝜑 is the phase and 𝜖 is the noise (the Kalman filter is defined for

zero-mean Gaussian). The true signal is defined as:

𝑥𝑡 = 𝐴 sin(𝜔𝑡 + 𝜑) (7.2)

where 𝑥𝑡 is the element from pixel intensity caused by the ocean movement. No input

model is used in the Kalman filter environment definition. The derivative of the true

signal is equal to:

𝑥𝑡 = 𝐴𝜔 cos(𝜔𝑡 + 𝜑) (7.3)

The second derivative of the signal is equal to:

𝑥𝑡 = −𝐴𝜔2 sin(𝜔𝑡 + 𝜑) (7.4)

Comparing the form of the signal and its second derivative, the second derivative can

be expressed in regards to the original signal:

�̈� = −𝜔2𝑥 (7.5)

This is very useful in the environment definition, as it removes the amplitude and
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phase, whose variance across the algorithm iterations might introduce errors, and fo-

cuses on the true signal 𝑥. Additionally, the Kalman filter makes use of the sinusoidal

form of the input signal, providing more accurate estimations.

In essence, the Kalman filter is defined to track a sine wave with a particular

frequency that moves across the pixel time series, with the presence of noise. It

is defined to isolate the sinusoidal part that is moving across the time series from

all other elements present in the video. And this is executed separately for each

frequency.

The environment in state-space form is defined as:

⎛⎝
�̈�

�̇�
⎞⎠ =

⎛⎝
−𝜔2

0

0

1
⎞⎠⎛⎝

�̇�

𝑥
⎞⎠ (7.6)

where F is the system transition or dynamics matrix and is defined as:

F =

⎛⎝
−𝜔2

0

0

1
⎞⎠ (7.7)

The process noise could be used in order to reflect uncertainty in the frequency

of the signal, or to reflect the change in the sea state with the passage of time. Here,

with videos of approximately a minute, it is assumed that the sea is statistically

stationary, and do not use initial values in the process noise matrix.

Practically, when running this algorithm with a mixture of multiple sinusoidal

signals of different frequencies, amplitudes and phases, it was observed that the algo-

rithm performed very well in estimating the true signal when only one frequency was

given in the input for examination and the algorithm considered the rest as noise.

This was the intuition for using this algorithm as it is configured here for the ampli-

tude estimation from video of the ocean. Section 7.4 provides further information for

solving the Kalman filter with the environment definition described here.
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7.1.2 Least squares approximate solution

With the use of the Kalman filter, for one time series of pixel intensity from video and

one frequency from the frequency domain, the output is the estimate of the position

of the true signal with the given frequency. From this, the aim next is to get a value

of amplitude (not in metres, in an uncalibrated metric in this step) of the estimated

signal. This is achieved with the use of the least squares approximate solution.

Having the signal estimate that is given as output from the Kalman filter, each

point 𝑥𝑖 can be expressed:

𝑥𝑖 = 𝐴 sin (𝜔𝑡𝑖 + 𝜑) 𝑖 = 0, 1, 2, ... (7.8)

and the amplitude 𝐴 is to be calculated. With three position estimations the vector

form of their differences Δx can be expressed as: Δx = J.y

⎛⎝
𝑥2 − 𝑥1

𝑥1 − 𝑥0

⎞⎠ =

⎛⎝
sin𝜔𝑡2 − sin𝜔𝑡1

sin𝜔𝑡1 − sin𝜔𝑡0

cos𝜔𝑡2 − cos𝜔𝑡1

cos𝜔𝑡1 − cos𝜔𝑡0

⎞⎠⎛⎝
𝐴 sin𝜑

𝐴 cos𝜑
⎞⎠ (7.9)

where 𝑦0 = 𝐴 cos𝜑 and 𝑦1 = 𝐴 sin𝜑. The amplitude is then equal to 𝐴 =
√︀

𝑦20 + 𝑦21.

In order to derive equation (7.9), the following trigonometric identity is used [3]:

sin (𝛼 + 𝛽) = sin𝛼 cos 𝛽 + cos𝛼 sin 𝛽 (7.10)

With the use of equation (7.10), the difference between each pair of successive points

(e.g. 𝑥1 and 𝑥0) can be expressed as:

𝑥1 − 𝑥0 = 𝐴 sin (𝜔𝑡1 + 𝜑) − 𝐴 sin (𝜔𝑡0 + 𝜑)

= 𝐴(sin𝜔𝑡1 cos𝜑 + cos𝜔𝑡1 sin𝜑− sin𝜔𝑡0 cos𝜑− cos𝜔𝑡0 sin𝜑)

= 𝐴 cos𝜑(sin𝜔𝑡1 − sin𝜔𝑡0) + 𝐴 sin𝜑(cos𝜔𝑡1 − cos𝜔𝑡0)

(7.11)

If all points are used, vectors J and Δx are extended to include the differences
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between all points:

⎛⎜⎜⎜⎜⎜⎜⎝ ...

𝑥3 − 𝑥2

𝑥2 − 𝑥1

𝑥1 − 𝑥0

⎞⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎝ ...

sin𝜔𝑡3 − sin𝜔𝑡2

sin𝜔𝑡2 − sin𝜔𝑡1

sin𝜔𝑡1 − sin𝜔𝑡0

...

cos𝜔𝑡3 − cos𝜔𝑡2

cos𝜔𝑡2 − cos𝜔𝑡1

cos𝜔𝑡1 − cos𝜔𝑡0
⎞⎟⎟⎟⎟⎟⎟⎠

⎛⎝
𝐴 sin𝜑

𝐴 cos𝜑
⎞⎠ (7.12)

and vector y, which includes 𝑦0 and 𝑦1 is equal to:

y = (JTJ)
−1
JTΔx (7.13)

It should be noted that the signal amplitude estimation from the output of the

Kalman filter is not performed for the first seconds of the video. This is to allow the

algorithm to configure its internal variables.

7.1.3 Wave height shape

Until now, the Kalman filter is applied on each frequency of the defined frequency

domain on one time series of pixel intensity, and the least squares approximate solu-

tion is used for getting a value of the amplitude of the signal estimation. Taking all

the frequencies of the frequency domain, the shape of the amplitudes from video is

formed. If multiple pixel intensity time series are selected from each video, multiple

shapes are averaged in order to extract a final averaged video amplitude spectrum.

Example of such shapes are given in figures 7-3b, 7-3e and 7-3h, with the difference

that until this step, the shape is given in an uncalibrated metric.

Next, it is investigated if useful information about the sea state can be derived

from this shape. In the next step, the shape is used in order to scale the results into

metres (Sect. 7.1.4) and then get the significant wave height (Sect. 7.1.5).
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7.1.4 Scaling to metres

With the uncalibrated averaged amplitude spectrum of the ocean video from the

previous steps, the amplitude multiplier variable 𝛼 is introduced here, and is used in

order to scale this spectrum to metres. This involves the use of an empirical spectrum.

No in situ devices are required to be present. The amplitude multiplier is defined as:

𝛼 =
𝑎𝑝𝑚
𝑎𝑢

(7.14)

where 𝑎𝑝𝑚 is a value in metres from the Pierson – Moskowitz spectrum (Sect. 2.2)

and 𝑎𝑢 is a value from the uncalibrated spectrum.

The key in this process is the calculation of 𝑎𝑢. After this step, the calculation

of 𝑎𝑝𝑚 is straightforward. The 𝑎𝑢 variable represents the peak of the uncalibrated

amplitude spectrum. Unlike the empirical energy spectrum, which was formed by

averaging a set of spectra for the same sea state with in situ devices, the peak of the

uncalibrated amplitude spectrum from video does not necessarily represent the ocean

dominant frequency. The value of 𝑎𝑢 is found as the average of the amplitude of a

number of selected frequencies from the video uncalibrated amplitude spectrum. In

the following text the process for acquiring the selected frequencies is described.

First, the amplitudes of the uncalibrated video spectrum are sorted in descending

order and the frequency of the peak amplitude is selected. Then, for each next

frequency, an intermediate variable 𝜉 is calculated as:

𝜉 =
𝑎𝑝 − 𝑎𝑐

𝑎𝑝
(7.15)

where 𝑎𝑝 is the peak amplitude and 𝑎𝑐 is the current amplitude. Then a threshold of

30% is set, and if the value of 𝜉 is lower than the threshold, the frequency associated

with the current amplitude is selected. If it exceeds the threshold, the procedure ends.

The amplitudes of the selected frequencies are then averaged to give the value of 𝑎𝑢

in equation (7.14). The threshold value is determined empirically and the purpose is

to include additional frequencies and not determine the scaling based solely on the
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video peak frequency.

Before moving forward, a note about the intuition behind this method. While

working with various sea states, it was observed that the amplitude spectrum would

have bigger differences in amplitudes between its peak and the rest of the frequencies,

whereas in lower sea states, the peak would have smaller amplitude differences than

the rest. This is logical, as in higher sea states the amplitude of the peak is higher,

and since the number of frequencies is fixed, the difference increases for higher sea

states.

The presented scaling method will favour the inclusion of more frequencies in

the averaging, and thus moving the average frequency to higher values for lower sea

states, and will keep the average more concentrated to the peak in higher sea states.

Additionally, the high amplitudes in the uncalibrated video amplitude spectrum are

concentrated in lower frequencies for higher sea states and in higher frequencies for

lower sea states.

The aim of the proposed scaling process is to not calibrate based solely on the po-

sition of the peak. In other words, the aim is to increase the bandwidth of frequencies

considered for the calibration. The calibration in this case depends on the differences

between the amplitudes of waves near the peak and the position of the peak.

In the experimental results (See Sect. 7.2.3) we perform a sensitivity analysis for

the value of the threshold for variable 𝜉. We observe that the sea state estimation

does not depend greatly on the value of the threshold, for threshold values between

10 % and 80 %. For very low values of threshold, the calibration depends strongly

on the position of the peak, which is not always beneficial. For example, if there

are multiple peaks present in the amplitude spectrum, it would be more beneficial to

calibrate based on the position of these multiple peaks and not based solely on the

position of the highest peak.

For very high values, a large number of waves are included for the calibration,

and the calibration depends less on the position of the peak, which is not meaning-

ful. From the sensitivity analysis, values of threshold for the variable 𝜉 within the

aforementioned range (10 % to 80 %) are not expected to provide significant changes

107



in the sea state estimation.

To continue the process, the average of the selected frequencies is then given as

an input to equation (2.1) of the Pierson-Moskowitz spectrum. This will form an

energy spectrum. The energy value of the peak of this spectrum is selected. Then

the amplitude value of the peak of this spectrum in metres 𝑎𝑝𝑚 is found with the use

of equation (2.12).

Having both 𝑎𝑝𝑚 and 𝑎𝑢 of equation (7.14), the peak multiplier 𝛼 is calculated,

and is used for transferring the uncalibrated amplitude spectrum to metres. Examples

of this final scaled video amplitude spectrum is given in figures 7-3b, 7-3e and 7-3h.

7.1.5 Significant wave height

The significant wave height is found from the video amplitude spectrum in metres

after the scaling procedure as the one third of the highest waves of the ocean (see

chapter 2, Sect. 2.5). Wave height is equal to two times the amplitude.

If the shape of the uncalibrated video amplitude spectrum is estimated correctly

and the scaling process is executed in an efficient manner, it would be expected that

this value from video is close to the true significant wave height, something that will

investigated with two sets of experimental data in the following section.

7.2 Experimental results

The presented methodology is tested with real video and with the presence of in

situ buoy devices. The first set of videos is taken from a moving shipborne camera

(Sect. 7.2.1) and the second set from live video footage from a tower, i.e. fixed

location (Sect. 7.2.2). Both sets of video have concurrent buoy measurements for

validation. Details about the experimental data are included in chapter 4. A sample

sensitivity analysis is provided in Sect. 7.2.3 in order to investigate the behaviour of

the methodology for varying values of the threshold for the variable 𝜉. In Sect. 7.2.4

a discussion is given on the extension of the experimental results in order to include

theoretical bounds of confidence. Because this extension of the sea state estimation
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Figure 7-1 Shipborne video showing stability of video estimations of a similar sea state
and correlation of the significant wave height estimation between video and buoys.

is also applicable to the methodologies of the following chapters 8 and 9, an extended

discussion on this topic is given in the discussion chapter 11, Sect. 11.2.

7.2.1 Ship video

The shipborne data results are presented in figure 7-1. All videos were captured on

the same day, which is 24/11/2014. The buoys were on the sea surface after 9:15

a.m., and thus the sea state is not validated for videos of previous times.

Table 7.1 presents the error metrics from the shipborne data, i.e. the difference

between the proposed method’s estimation of the significant wave height and that

obtained from the buoys. It only includes the videos with corresponding buoy sea

state. Although some fluctuations do exist from video estimations around the buoy

sea state, the metrics of MAE of 0.31 m and RMSE of 0.37 m, as well as MAPE of

9.86 % indicate that the methodology is promising. The small positive value of MPE

Table 7.1 Error metrics with shipborne video.

Error metric Value

Mean Absolute Error (MAE) 0.31
Root Mean Square Error (RMSE) 0.37
Mean Absolute Percentage Error (MAPE) 9.86
Mean Percentage Error (MPE) 4.26
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indicate that the results are underestimating the buoy measurements, but not in a

large degree.

With ship data, multiple videos with approximately the same sea state are ex-

amined. In the following text the performance of the methodology is examined for a

variety of sea states.

7.2.2 Tower video

To examine the performance of the methodology for a variety of sea states, video

captured from the Frying Pan Ocean tower located 85’ above the Atlantic ocean is

used (see Sect. 5.2) and the estimations are verified with data from the nearby buoy

station.

The tower video results are presented in figure 7-2. In each of these dates, one

video is used, the significant wave height is estimated and is compared with the buoy’s

significant wave height of the same time. As the videos are captured in different dates,

the proposed methodology is tested for a variety of sea states.

From figure 7-2b it can be observed how closely the video estimations are to the

buoy measurements. This correlation between video estimations and buoy measure-

ments is valid for both lower and higher sea states. From figure 7-2a it can be ob-

served that the video methodology works across a significant time period in different

sea states.

Figure 7-3 shows the buoy energy spectrum from three days with different sea

states and the scaled video amplitude spectra. Table 7.2 presents the error metrics

for the results of the tower video. The low values 0.20 m and 0.24 m of MAE and

RMSE respectively indicate the relativeness between the video estimation and the

Table 7.2 Error metrics with tower video.

Error metric Value

Mean Absolute Error (MAE) 0.20
Root Mean Square Error (RMSE) 0.24
Mean Absolute Percentage Error (MAPE) 16.14
Mean Percentage Error (MPE) -10.35
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(a)

(b)

Figure 7-2 Tower video results showing correlation of the significant wave height
estimation between video and buoy across a variety of sea states. The dashed lines in
(a) present the upper and lower limits of wave height of Beaufort scale. Each space
between dashed lines represents a different sea state according to the Beaufort scale.
The blue line in (b) is the diagonal.
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(a) Buoy energy spectrum
30/4/2020 at 8:40 a.m.

(ℎ𝑠 = 3.3𝑚).

(b) Video amplitude spectrum
30/4/2020 at 8:41 a.m.

(ℎ𝑠 = 3.43𝑚).

(c) Video energy spectrum
(ℎ𝑠 = 3.43𝑚).

(d) Buoy energy spectrum
16/6/2020 at 8:27 a.m.

(ℎ𝑠 = 2.3𝑚).

(e) Video amplitude spectrum
16/6/2020 at 8:27 a.m.

(ℎ𝑠 = 2.04𝑚).

(f) Video energy spectrum
(ℎ𝑠 = 2.04𝑚).

(g) Buoy energy spectrum
9/6/2020 at 7:40 a.m.

(ℎ𝑠 = 1.0𝑚).

(h) Video amplitude spectrum
9/6/2020 at 8:17 a.m.

(ℎ𝑠 = 0.89𝑚).

(i) Video energy spectrum
(ℎ𝑠 = 0.89𝑚).

Figure 7-3 Tower video energy and amplitude spectra comparison with buoy energy
spectra from [116], showing a correspondence between the peaks of video and buoy
across a variety of sea states. The buoy energy spectra are taken from [116].

true sea state. The 16 % MAPE further validates the possible applicability of the

video methodology. Contrarily to the results from the shipborne video, the negative

value of MPE from the tower video indicate an overestimation. Possible reason for

this difference between overestimation and underestimation could be the different

environmental setup of these two data sets.

With values of significant wave height between 0.6 m and 3.6 m, the results are

promising. The applicability for higher sea states is not known at this point. Although
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Figure 7-4 Sensitivity analysis of the methodology with shipborne video as input.
The significant wave height estimation with a varying value of threshold for variable
𝜉. Significant wave height ℎ𝑠 Buoy 1: 3.18 m, Buoy 2: 3.41 m.

with ship data it is possible to check the variability of the estimations across multiple

videos with approximately the same sea state, this is not available with the tower

video due to the nature of the data.

7.2.3 Sensitivity analysis

It would be interesting to compare the sea state estimation with different values of the

threshold for the variable 𝜉, introduced in the calibration process in Sect 7.1.4. The

experimental results presented in Sect. 7.2.1 and 7.2.2 are derived with a threshold

of 30 %.

The variable 𝜉 (See Eq. 7.15) determines the distance in terms of amplitude be-

tween the peak and a given wave with a lower amplitude (the iteration process takes

the waves in descending order of amplitude). If the threshold is too small and the

distance between the two waves is larger, the iteration stops. Thus, as the threshold

increases, more waves are included in the calibration process.

In figure 7-4 a sensitivity analysis is performed on a sample shipborne video, with

varying values of threshold ranging between 5 % and 100 % with a step of 5 %. From

the figure, we observe that for very low threshold values (5 %, 10 %), the sea state

is overestimated. However, with maximum values of 0.4 m root mean square error
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(RMSE) and 11 % mean absolute percentage error (MAPE), these estimations are

within acceptable limits to be considered useful. This higher sea state estimation

is expected, because as the threshold is decreased, so is the bandwidth of selected

frequencies. The calibration is thus more dependent on the position of the peak.

Because in this example we have a moderately high sea state of significant wave

height 3.1 m-3.4 m, the peak is located in lower frequencies.

As we increase the threshold, we observe that the values for the sea state estima-

tion decrease. For threshold values between 15 % and 65 %, the sea state estimation

has a maximum error of 0.60 m RMSE and 17 % MAPE, which are in acceptable levels

to show that the estimations are meaningful. For threshold values greater than or

equal to 70 %, the sea state is underestimated in a larger degree, as higher frequencies

are included in the calibration process.

As a summary, from this example, we observe that the sea state estimation does

not vary in a large degree and remains in acceptable levels in comparison to the

true values (here indicated from the measurements of the two buoys) for threshold

values smaller than 70 %. Larger values of threshold do not seem to provide reliable

sea state estimations. Thus, larger values of threshold should be avoided, as the

frequency bandwidth becomes too wide, and the calibration is less dependent on the

position of the peak.

We now perform a sensitivity analysis with a sample tower video that has a lower

sea state of significant wave height equal to 1 m. In figure 7-5 we observe that for

a very low value of threshold (5 %), the sea state is overestimated. This is possibly

due to the fact that the calibration is more focused on the peak, and the peak is in

a position not corresponding exactly to the sea state of the buoy. Thus, an inclusion

of more frequencies is beneficial in this case.

For threshold values between 10 % and 80 %, the sea state estimation is within

acceptable levels, with a maximum error of 0.20 m RMSE and 20 % MAPE. It should

be noted that the relatively high value of MAPE in this case is due to the behaviour

of the metric, which provides higher values of error when the pairs of estimated-true

values are smaller. The low value of RMSE is a better indicator of the accuracy of
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Figure 7-5 Sensitivity analysis of the methodology with tower video as input. The
significant wave height estimation with a varying value of threshold for variable 𝜉.
Significant wave height ℎ𝑠 Buoy: 1 m.

the methodology. For threshold values greater than or equal to 85 %, the sea state is

underestimated, as more frequencies are included in the calibration process.

From the two examples, we observe that the sea state estimation is not too sen-

sitive to the value of threshold for variable 𝜉. Only very low and very high values

provide estimations with higher error. In the case of very low values, the calibration

is based solely on the position of the peak, and thus could be more prone to errors.

This is because the calibration algorithm will select the first highest peak, even if

multiple peaks are available. Thus the model is ‘overfitting’. In the case of very high

values, the calibration process depends less on the position of the peak and considers

a large number of frequencies. In this case the model is too general.

7.2.4 Theoretical bounds of confidence

It would be beneficial if the results in figure 7-2b were demonstrated in terms of

theoretical bounds of confidence for the estimations. In such a case, each point in

figure 7-2b would be instead represented as a set of mean and standard deviation of

uncertainty with a coverage probability. For example, a given sea state estimation

would be: significant wave height with mean 𝜇 equal to 𝜇 = 2 m ± 0.45 m with a

confidence interval of 95 %.
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Because this extension of the experimental results can also be applied in chapters

8 and 9, an extended elaboration of how the confidence intervals can be formed

is provided in the discussion chapter 11, Sect. 11.2. In chapter 11, Sect. 11.2.2 a

discussion is given about possible sources of error in estimating the significant wave

height and how they might contribute to the final error. As a summary of what

is discussed in chapter 11, Sect. 11.2.2, possible sources of error such as insufficient

quality of the video data, captures of the ocean at long distances, adverse weather

conditions, presence of capillary waves and environmental brightness fluctuations can

negatively affect the accuracy of estimation of the sea state, and thus increase the

values of the error metrics.

It is also possible to use the bootstrap method [45] in order to calculate the the-

oretical bounds of confidence for the video estimations. This is discussed in chapter

11, Sect. 11.2.3 and 11.2.4. In Sect. 11.2.3, a discussion is given on possible ways to

acquire multiple video estimations. This is required in order to generate the sample

data, from which the bootstrap method will draw its samples in order to perform re-

sampling with replacement. In Sect. 11.2.4 the functionality of the bootstrap method

is described, and how it can be used in the context of this work.

As a summary to what is mentioned in the discussion chapter 11, Sect. 11.2.4, the

bootstrap method selects different samples in the input and calculates the required

metric (e.g. the mean). Thousands of resampling procedures are executed, recording

the mean in each one. The algorithm simulates the process of running the same exper-

iment under different conditions and thus obtaining different estimations thousands

of times. This enables the calculation of the theoretical limits of confidence.

7.3 Conclusion

By testing with two sets of ocean video in real enviroments with corresponding buoy

measurements, the methodology estimates the significant wave height in a good de-

gree. However, the testing is limited to the range of the sea states of the videos.

Higher sea states than 3.6 m of significant wave height are not tested. Future work

116



could focus on testing or improving the methodology for highest sea states. In higher

sea states, the presence of foam is more apparent, which could introduce challenges

in the estimations.

Future work will include improvements in the calibration process. One advantage

of the methodology is the use of the video amplitude spectrum and not the shape

of an empirical energy spectrum of the ocean for getting the sea state (the empirical

energy spectrum is only used for calibration based on the video amplitude spectrum).

The sea state estimation is thus more localised to each specific video in the input.

One disadvantage from this however is the fact that the calibration depends on the

shape of the ocean video amplitude spectrum. If this shape is not found in an efficient

manner (e.g. due to effects in a given input video not present in the input videos of

this work), the scaling process could yield inaccurate results.

In the following chapter, the video ocean energy spectrum is not used. Without

it, no calibration is required. This makes things less complicated. Instead of focusing

on estimating the significant wave height directly, the methodology in the following

chapter focuses on estimating the dominant frequency. Theory of an empirical energy

spectrum is then used for estimating the significant wave height.

7.4 Appendix

This section provides a further elaboration and solution to the Kalman filter algorithm

with the environment definition descibed in section 7.1.1. The continuous fundamen-

tal matrix is found through the inverse Laplace transform and the transition matrix.

The discrete fundamental matrix Φ𝑘 is equal to the continuous by substituting time

with the time between two successive measurements ∆𝑡 and is equal to:

Φ𝑘 =

⎛⎝
−𝜔 sin𝜔∆𝑡

cos𝜔∆𝑡

cos𝜔∆𝑡

sin𝜔Δ𝑡
𝜔

⎞⎠ (7.16)
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From the environment definition, the measurement matrix is found to be:

𝐻 =

(︂
1 0

)︂
(7.17)

The measurements are related to the states according to:

𝑧𝑘 = 𝐻𝑥𝑘 + 𝜁 (7.18)

where 𝑧 is the measurement vector, and 𝜁 is the measurement noise, which is zero-

mean Gaussian.

The noise matrices are equal to:

𝑊 = 𝐸[𝜖𝜖T] (7.19)

𝑉 = 𝐸[𝜁𝜁T] (7.20)

where 𝜖 is the process noise and 𝜁 is the measurement noise.

Very large values are set on the main diagonal of the initial covariance matrix to

reflect the uncertainty of the initial state values (the variance of each variable). The

process noise could be used in order to reflect uncertainty in the frequency of the

signal, or to reflect the change in the sea state with the passage of time. Here, with

videos of approximately a minute, the sea is approximately statistically stationary,

and thus initial values are not used in the process noise matrix. Further information

on how the Kalman filter described here can be solved is described in [9].

118



Chapter 8

Sea state from ocean video with

singular spectrum analysis and

extended Kalman filter

This chapter is based on the research paper:

A. Loizou and J. Christmas, ‘Sea state from ocean video with singular spectrum anal-

ysis and extended Kalman filter,’ SIViP (2021), Accepted subject to revisions

In chapter 6, the spatial variation of the wave field is used for getting the sea state

in high-scale videos. The temporal and spatial domain are linked with the phase

modulation matrix and the highest energy waves are used for getting the pixel to

metre scale. In the previous chapter 7, the requirement for high-scale videos is no

longer required, as the temporal variation from video is utilised from ocean video

in real environments. The methodology calculates a video amplitude spectrum and

ocean theory is used for calibration, which enables the estimation of a value for the

significant wave height.

In this chapter, a methodology is presented for acquiring the significant wave

height in a different manner. The methodology does not use the video amplitude

spectrum. It thus does not require calibration. It focuses instead on estimating a
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dominant frequency value from video that is close to the ocean dominant frequency.

Then, ocean theory is used for transferring this into a value of the significant wave

height.

Similarly to the previous chapter, the temporal variation from video is utilised

in the form of time series of grayscale pixel intensities as input. The methodology

uses the singular spectrum analysis (SSA) algorithm (Sect. 8.2.1) and the nonlinear

Kalman filter (Sect. 8.2.2) for estimating a value of a dominant frequency, which

is conjectured to be close to the ocean dominant frequency. Then, the Pierson-

Moskowitz spectrum and theory of the ocean energy spectral moments are used for

transfering this dominant frequency into an estimation of the significant wave height

(Sect. 8.2.3). For testing the methodology, the same data sets are used as in the

previous chapter. These are described in the experimental data chapter (chapter 5),

sections 5.1 for shipborne video and 5.2 for tower video.

In the following text first an introduction is given to the general theory of the

SSA algorithm (Sect. 8.1). Then, the methodology is presented in Sect. 8.2 followed

by experimental results in Sect. 8.3.

8.1 Singular spectrum analysis (SSA) algorithm

Historically, the SSA algorithm is associated with work published in the 1980s, e.g.

[26]. In the context of time series analysis, the SSA algorithm can be used for time

series analysis [56], time series forecasting [57] and homogeneity analysis [58]. The

algorithm aims to decompose the input signal into a set of additive components, each

having a meaningful interpretation. These additive components can be labelled as

either trend components, which are slowly varying components throughout the se-

ries, oscillatory components and noise components. In practice the SSA algorithm is

applied to trend resolution [7][59], smoothing [8][60], extraction of seasonality com-

ponents [61], extraction of periodicities [62] and noise identification and reduction

[169][163][69]. In the following text, the execution of the algorithm is presented in

section 8.1.1 and theory of the separability between reconstructed components is pro-
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vided in section 8.1.2.

8.1.1 Execution steps of SSA algorithm

The execution of the SSA algorithm consists of the following steps: embedding, sin-

gular value decomposition, eigentriple grouping and diagonal averaging. In the em-

bedding step, the algorithm takes a window length parameter 𝐿 and expresses the

input time series X = (𝑥1, . . . , 𝑥𝑁) of length 𝑁 as a set of 𝐾 = 𝑁 − 𝐿 + 1 lagged

vectors of size 𝐿:

𝑋𝑖 = (𝑥𝑖, . . . , 𝑥𝑖+𝐿−1)
ᵀ (1 ≤ 𝑖 ≤ 𝐾) (8.1)

The trajectory matrix of the time series X is equal to [54]:

X = [𝑋1 : . . . : 𝑋𝐾 ] =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑥1 𝑥2 𝑥3 . . . 𝑥𝐾

𝑥2 𝑥3 𝑥4 . . . 𝑥𝐾+1

𝑥3 𝑥4 𝑥5 . . . 𝑥𝐾+2

...
...

...
. . .

...

𝑥𝐿 𝑥𝐿+1 𝑥𝐿+2 . . . 𝑥𝑁

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(8.2)

The rows and columns of the trajectory matrix X are subseries of the original time

series. The trajectory matrix X is a Hankel matrix. This means that the entries on

each parallel to the main anti-diagonal are equal.

In the next step, singular value decomposition (SVD) [149][83] is performed on the

trajectory matrix X. The advantage of this approach is the maximality of direction-

ality of the configured eigenvectors. For example, the direction of the first eigenvector

maximises the variation of the projections of the lagged vectors onto this direction.

Each following eigenvector is orthogonal to the direction of all previous eigenvectors

and its direction also maximises the variation of the projection of the lagged vectors

onto this direction. The SVD of the trajectory matrix is equal to:

X =
𝑑∑︁

𝑖=1

√︀
𝜆𝑖𝑈𝑖𝑉

ᵀ
𝑖 = X1 + . . . + X𝑑 (8.3)
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where 𝑑 = rankX = max {𝑖, such that 𝜆𝑖 > 0}, 𝜆1, . . . , 𝜆𝑑 are the positive eigenvalues

of S = XXᵀ taken in decreasing order of magnitude, 𝑈1, . . . , 𝑈𝑑 is the orthonormal

system of eigenvectors of S corresponding to these eigenvalues and 𝑉𝑖 = Xᵀ𝑈𝑖

√
𝜆𝑖.

For real-world time series, the value of 𝑑 is typically equal to min(𝐿,𝐾) [54].

The eigentriples of eigenvalue
√
𝜆𝑖, left singular vectors 𝑈𝑖 and right singular

vectors 𝑉𝑖 (
√
𝜆𝑖, 𝑈𝑖, 𝑉𝑖) are grouped in the eigentriple grouping step so that the sep-

aration of the additive components is more optimal. Specifically, the set of indices

of the eigentriples {1, . . . , 𝑑} is partitioned into a set of disjoint subsets of size 𝑚

𝐼1, . . . , 𝐼𝑚. If the set of the new indices is equal to 𝐼 = {𝑖1, . . . , 𝑖𝑝} ⊂ {1, . . . , 𝑑}, the

resultant matrix X𝐼 corresponding to group 𝐼 is equal to X𝐼 = X𝐼1 + . . . + X𝐼𝑝 [54].

The decomposition of the grouping procedure is equal to:

X = X𝐼1 + . . . + X𝐼𝑚 (8.4)

According to the terminology in [63], in the following text the ith vector 𝑧𝑖 =
√
𝜆𝑖𝑉𝑖

is referred to as the ith principal component (PC).

In the diagonal averaging step, the result time series are reconstructed from the

matrices of the grouping step by first performing hankelization to all matrix compo-

nents and then obtaining the decomposition of the original time series by diagonal

averaging to the resultant matrices. The initial time series is decomposed into a sum

of 𝑚 reconstructed time series:

𝑥𝑛 =
𝑚∑︁
𝑘=1

�̃�(𝑘)
𝑛 (𝑛 = 1, 2, . . . , 𝑁) (8.5)

The output time series associated with each eigentriple is referred to in the following

text as a reconstructed component (RC). Further information about the algorithm

can be found in [55].
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8.1.2 Separability between reconstructed components

The measure of separability between two reconstructed components (RCs) X(1) and

X(2) is a measure of orthogonality between them [54]. This is due to the fact that the

algorithm uses the biorthogonal SVD decomposition. Specifically, two given RCs X(1)

and X(2) are defined as weakly separable if their column trajectory spaces are orthog-

onal and their row trajectory spaces are also orthogonal [64]. The column trajectory

spaces are the column spaces of the trajectory matrices and the row trajectory spaces

are the row spaces of the trajectory matrices. The two RCs X(1) and X(2) are strongly

separable if they are weakly separable and there is no intersection between the sets

of singular values of their trajectory matrices [64].

The measure of separability is useful for grouping RCs that have weaker sepa-

rability between them in the grouping step of the algorithm. This measure is also

useful for categorising groups of RCs with stronger separability between the groups

as trend, oscillatory or noise components. Specifically, slowly varying smooth com-

ponents (trend) are asymptotically separable from oscillatory components and they

both are asymptotically separable from noise. The tasks or grouping and categorising

are important for the efficient execution of the SSA algorithm [64].

The orthogonality between two RCs X(1) and X(2) is equal to the orthogonality

of their reconstructed trajectory matrices X1 and X2. The orthogonality between

X1 = 𝑥
(1)
𝑖 and X2 = 𝑥

(2)
𝑖 of length 𝑁 can be found from their Frobenius inner

product as [64]:

⟨X1,X2⟩𝐹 =
𝑁∑︁
𝑖=1

𝑥
(1)
𝑖 𝑥

(2)
𝑖 (8.6)

The normalised measure of orthogonality between X1 and X2 is equal to:

𝜌 (X1,X2) =
⟨X1,X2⟩𝐹

‖X1‖𝐹‖X2‖𝐹
(8.7)

The degree of approximate separability between RCs X(1) and X(2) is called weighted

correlation or w-correlation and is found from the weighted normalised measure of

orthogonality between X1 and X2. The w-correlation of RCs X(1) and X(2) is equal
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to [64]:

𝜌𝑤
(︀
X(1),X(2)

)︀
=

(︀
X(1),X(2)

)︀
𝑤

‖X(1)‖𝑤‖X(2)‖𝑤
(8.8)

where
(︀
X(1),X(2)

)︀
𝑤

=
∑︀𝑁

𝑖=1𝑤𝑖𝑥
(1)
𝑖 𝑥

(2)
𝑖 and the weights 𝑤𝑖 are equal to:

𝑤𝑖 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑖, for 0 ≤ 𝑖 < 𝐿*

𝐿*, for 𝐿* ≤ 𝑖 ≤ 𝐾*

𝑁 − 𝑖 + 1, for 𝐾* < 𝑖 ≤ 𝑁

(8.9)

where 𝐿 is the window length, 𝐾 = 𝑁−𝐿+1, 𝐿* = min (𝐿,𝐾) and𝐾* = max (𝐿,𝐾).

The matrix of w-correlations contains the values of w-correlation between the el-

ementary reconstructed components of a given time series in the input. This matrix

can be used for detection of separability and identification of groups [65]. Compo-

nents that are highly separable have a value of w-correlation near or equal to zero.

Components that have weaker separability between them have higher values of w-

correlation.

In the grouping step of the SSA algorithm (See Sect. 8.1.1), the matrix of w-

correlations can be used as an indication in order to put RCs with strong correlation

between them in the same group. The matrix of w-correlations can be represented

graphically as a matrix of scaled values between 0 and 1, where a value of 0 indicates

a strong separability and a value of 1 a high correlation. An example of such matrix

with the use of a time series of pixel intensities from shipborne video as input is given

in figure 8-1.

8.2 Methodology

The aim of this work is to identify the principal component of the movement of

water from pixel time series of video of the ocean surface, which is conjectured to

be related to the dominant wave of the ocean. This enables the estimation of the

significant wave height. To achieve this, a methodology is introduced that combines

the SSA algorithm and the nonlinear Kalman filter. It also incorporates ocean theory
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presented in Sect. 2.2.

The input is time series of grayscale pixel intensity from ocean video. The method-

ology comprises of the following steps. First, the time series is given as input to the

SSA algorithm (Sect. 8.2.1). Then, the output from the SSA is used by the nonlinear

Kalman filter to get an estimation of the dominant frequency (Sect. 8.2.2). Finally,

the shape of the Pierson-Moskowitz spectrum is used for getting the significant wave

height (Sect. 8.2.3).

8.2.1 Singular Spectrum Analysis (SSA) algorithm

Information on how the SSA algorithm, introduced in section 8.1, is used in the

context of this work is included in the following text. Due to its SVD nature, the

SSA algorithm concentrates the information of the central component from the video,

which is conjectured to be associated with the dominant wave of the ocean, in the first

elementary reconstructed components (RCs). The rest of the RCs include additional

video oscillatory components and then noise. Video time series of pixel intensity

is given to the SSA algorithm with a given window length. Discussion about the

selection of the window length is provided in the experimental results (See Sect. 8.3).

The first four RCs are summed to provide a new time series, which is given to the

extended Kalman filter in order to estimate the dominant frequency.

Although it would be expected that the dominant frequency is isolated in the first

RC, practically this was not found to be the case. Instead, the dominant wave is

concentrated in the first few RCs. Empirically, selecting the first four in all cases (See

Sect. 8.3) was sufficient. This selection is based on observations from the matrix of

w-correlations (See fig. 8-1). Specifically, in many cases it was observed that the first

four RCs had a strong correlation with each other.

From the matrix of w-correlations it is observed that in many cases the first two or

the first four elementary reconstructed components (RCs) have a strong correlation.

It is also observed that components after RC 10 contain more noise. Additionally,

there is a strong correlation between different components, such as RCs 3-4 and RCs

5-6 (See Fig. 8-1).
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(a) Original. (b) Red boxes added for illustration purposes.

Figure 8-1 Example of matrix of w-correlations of SSA algorithm from ocean video.
From this example, a correlation of certain RCs is visible, such as RCs 1-2, 3-4, 5-6,
7-8. Additionally, some higher RCs can be considered to contain more noise (RCs
11-max).

From empirical observations with multiple videos, the selection of only the first

two RCs does not provide accurate estimations. The selection of RCs 1-4, 1-6 and

1-8 provides more accurate estimations. From RCs 1-10 and higher the estimations

become less accurate. Possible reason for this effect is the inclusion of more noise as

the component number increases.

The next step involves determining the dominant frequency from the sum of RCs

1-4 of the SSA algorithm. Practically, the Fourier transform of this time series will

include more than one peak and selecting the highest peak does not in all cases

correspond to the correct dominant frequency of the ocean (see for example figure

8-4a). Since this selection of RCs usually includes more than one waves, determining

one frequency out of them is not a straightforward task. This is the reason the

extended Kalman filter is used in the following step.
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8.2.2 Extended Kalman filter algorithm

The role of the general version of the Kalman filter in the context of linear dynamical

systems is described in the Kalman filter chapter (See Sect. 3.3). The application

of the Kalman filter for nonlinear systems was first introduced in [109][143]. The

environment definition is nonlinear and is described by differential equations. To

compute the state transition matrix, the Jacobian is computed at each time step

with the current estimates of the states. A more detailed introduction about the

nonlinear version of the Kalman filter is available at [157].

In the context of this work, the algorithm with the environment definition de-

scribed below is very efficient at distinguishing one main frequency and isolating the

remaining video elements as noise. Again, the goal is to identify the principal compo-

nent of water movement from the sum of RCs 1-4, which is hypothesised to be related

to the dominant wave of the ocean. The true signal is a sinusoid:

𝑥 = 𝐴 sin(𝜔𝑡 + 𝜑) (8.10)

where 𝐴 is the amplitude and 𝜑 the phase. The derivative of the signal is equal to:

�̇� = 𝐴𝜔 cos(𝜔𝑡 + 𝜑) (8.11)

and the second derivative:

�̈� = −𝐴𝜔2 sin(𝜔𝑡 + 𝜑) (8.12)

The second derivative can be expressed as a function of the angular frequency and

the true signal as:

�̈� = −𝜔2𝑥 (8.13)

This is especially useful in the context of this work, because it does not include am-

plitude and phase, and instead focuses on the true signal. Additionally, the sinusoidal

form of the signal is now included in the environment definition. The environment
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definition is:

g =

⎛⎜⎜⎜⎝
�̇�

�̈�

�̇�
⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
0

−𝜔2

0

0

0

1

0

0

0
⎞⎟⎟⎟⎠

⎛⎜⎜⎜⎝
𝜔

�̇�

𝑥
⎞⎟⎟⎟⎠ = q

⎛⎜⎜⎜⎝
𝜔

�̇�

𝑥
⎞⎟⎟⎟⎠ (8.14)

The matrix q contains a term that is also part of the states of the system, thus

making the system nonlinear and this matrix cannot be applied in the covariance

directly. In order to find the state transition matrix F, the Jacobian of matrix g is

computed at each time step with the current estimates of the states. By taking the

partial derivatives of matrix g, the systems dynamics matrix is found to be equal to:

F =
𝜕g

𝜕𝑥
=

⎛⎜⎜⎝
𝜕�̇�
𝜕𝑥

𝜕�̇�
𝜕�̇�

𝜕�̇�
𝜕𝜔

𝜕�̈�
𝜕𝑥

𝜕�̈�
𝜕�̇�

𝜕�̈�
𝜕𝜔

𝜕�̇�
𝜕𝑥

𝜕�̇�
𝜕�̇�

𝜕�̇�
𝜕𝜔

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0 1 0

−�̂�2 0 −2�̂��̂�

0 0 0

⎞⎟⎟⎠ (8.15)

where �̂� is the predicted value or estimate of 𝜔 and similarly �̂� is the predicted

value or estimate of 𝑥 at the current time step. The fundamental matrix is not used

for propagating the states, but rather only for the calculation of the gains, and is

approximated with the first two terms of Taylor series. Detailed information on how

the extended Kalman filter with the environment definition described here is solved

can be found in Sect. 8.5.

The Kalman filter outputs a value of the unknown angular dominant frequency.

Although this can be used directly, in the following text this value is given as input to

the theory of the Pierson-Moskowitz spectrum (see Sect. 2.2) in order to get a value

of the significant wave height. As a sidenote, the described methodology is performed

on one pixel time series. For acquiring more accurate and reliable dominant frequency

estimations, a set of pixels (or all pixels) can be used individually and the dominant

frequency is found as the average. In the case of the experimental results of this work

(Sec. 8.3), a set of pixels was selected from a horizontal line across the video frame.

Figure 8-2 demonstrates how the methodology works thus far. The time series of

pixel intensities is used as input to the SSA algorithm, and the principal component

of the movement of water in the video is speculated to be included in the sum of
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(a) SSA algorithm (b) Extended Kalman filter

(c) Angular frequency estimation (d) Theoretical errors in the estimation.

Figure 8-2 Example of running the methodology with shipborne video. (a) Time series
of pixel intensities from video (solid blue line) and the sum of reconstructed compo-
nents (RCs) 1-4 of the SSA algorithm (dashed red line) (b) The extended Kalman
filter (first state estimate in dashed red line) attempts to establish one main frequency
from the sum of RCs 1-4 (solid blue line). The extended Kalman filter gives in the
third state the estimate of the unknown angular frequency. (c) Angular frequency
estimation (third state) of the extended Kalman filter in regards to time compared to
in situ buoy measurements. (d) Theoretical errors in the angular dominant frequency
estimation in regards to time.

RCs 1-4 (fig. 8-4a). This central component of movement is isolated from all other

video components with the result of the previous step and the extended Kalman

filter (fig. 8-4b). The extended Kalman filter provides the estimate of the dominant

angular frequency in each time step (fig. 8-2c), along with limits of certainty for that

prediction from the covariance matrix (fig. 8-2d).
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8.2.3 Significant wave height

The significant wave height can be found to be equal to four times the square root of

the area under the spectral density [11]. Although from the methodology the spectral

density is not available, the dominant frequency found in the previous steps can be

given as input to the Pierson-Moskowitz spectrum (Sec. 2.2), and that shape can be

used. From equations (2.2) and (2.3) the significant wave height ℎ𝑠 can be expressed

in terms of dominant angular frequency 𝜔𝑚 as:

ℎ𝑠 = 2

(︂
0.87

𝜔𝑚

)︂2√︂
𝛼

𝛽
(8.16)

where 𝛼 = 8.1×10−3 and 𝛽 = 0.74. The values of dominant frequency and significant

wave height are the outputs of the methodology, which is validated in the following

section with two sets of videos that have corresponding buoy measurements.

8.3 Experimental results

The two data sets of video in real environments with corresponding buoy sea state

are described in the experimental data chapter sections 5.1 and 5.2. The first set of

data comes from a shipborne camera (See Sect. 5.1) with two buoys measuring the

ocean at the same time in a nearby location. The sea state in this set of videos is

approximately the same, as the state is not expected to change in a large degree in the

time span of a few hours. The ship videos are captured in a sea state of approximately

3.1 m-3.4 m. The second set of data comes from a tower (See Sect. 5.2) and a nearby

buoy. This set of data allows the testing of the methodology for a variety of sea states.

Table 8.1 Error metrics with shipborne video (includes only videos with concurrent
buoy sea state).

Error metric Value

Mean Absolute Error (MAE) 0.15
Root Mean Square Error (RMSE) 0.19
Mean Absolute Percentage Error (MAPE) 4.83
Mean Percentage Error (MPE) -0.05
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Figure 8-3 Shipborne video showing stability of video estimations of a similar sea
state and correlation of the significant wave height (ℎ𝑠) estimation between video and
buoys. Buoy 1 ℎ𝑠 = 3.18𝑚 (9:15-10:00 am), ℎ𝑠 = 3.18𝑚 (10:00-11:00 am), Buoy 2:
ℎ𝑠 = 3.15𝑚 (9:15-10:00 am), ℎ𝑠 = 3.41𝑚 (10:00-11:00 am).

The first set of data from the ship examine the behaviour of the method for an

approximately stationary sea state. The second set of data from the tower examine

the behaviour for a variety of sea states, as the videos were captured in different days.

The SSA algortihm is run in all cases for a window length of 350 which is determined

empirically. The matrix of w-correlations provides a good indication of whether the

window is too small or too large, as in cases of smaller window the values are less

concentrated to the main diagonal and the model is too general. With large windows,

high values are concentrated in positions away from the main diagonal and thus the

algorithm is overfitting. From empirical observations even if different window lengths

are used (for example 250 or 450) the impact on the method estimations is minimal.

The shipborne results are presented in figure 8-3. Each point represents a one

minute video captured in the same day. The buoys were deployed on the sea surface

Table 8.2 Error metrics with tower video.

Error metric Value

Mean Absolute Error (MAE) 0.19
Root Mean Square Error (RMSE) 0.23
Mean Absolute Percentage Error (MAPE) 15.29
Mean Percentage Error (MPE) -1.92
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(a)

(b)

Figure 8-4 Tower video results showing correlation of the significant wave height
(ℎ𝑠) estimation between video and buoy across a variety of sea states. Buoy ℎ𝑠:
𝑚𝑖𝑛 = 0.5𝑚, 𝑚𝑎𝑥 = 3.6𝑚. The dashed lines in (a) denote the significant wave height
range of the sea states according to the Beaufort scale. The blue line in (b) is the
diagonal.

after 9:15 a.m., any videos before then are presented here only to show the behaviour

of the method. As mentioned, the sea state is not expected to change in a large degree

in the span of one hour. The error metrics between the video estimations and buoy

measurements are presented in table 8.1. The results of 0.19 m of RMSE and 4.83 %

of MAPE look promising for the specific sea state. The small value of MPE indicate

that the overestimations and underestimations offset each other.

Next, tower video are used for examining the behaviour of the technique across
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a variety of sea states. The tower video results are presented in figure 8-4. Each

point represents a video captured on a specific date. The technique seems to estimate

lower dominant frequencies for higher sea states and higher dominant frequencies for

lower sea states, as expected. This means that, as it was suspected, the dominant

wave is concentrated in the first reconstructed components of the SSA algorithm. In

higher sea states the peaks and the valleys are wider and the principal component

from video has a lower frequency, whereas in lower sea states the peaks and valleys

are more concentrated and the principal component has a higher frequency.

The error metrics from tower video are presented in table 8.2. Although the error

metrics of 0.23 m RMSE and 15.29 % of MAPE are higher than the ones observed from

shipborne video, they still remain in acceptable levels in showing that the estimations

are meaningful. Similarly with the shipborne video, the small value of MPE indicate

that the overestimations and underestimations offset each other. The methodology

seems to provide a balanced set of results in terms of overestimation and underesti-

mation for both sets of input video data. The significant wave height examined from

the tower video is between 0.5 m and 3.6 m. Higher sea states were not made available

and the efficiency of the method for higher sea states is not known.

As a final note, an example is given for demonstrating a sensitivity analysis of the

SSA algorithm. As mentioned, this window size of 350 is empirically derived based

on observations on the matrix of w-correlations. In the remainder of this section, two

sample videos are used as input for a small sensitivity analysis.

The purpose is to investigate how sensitive the results are in the selection of the

window size parameter. Figure 8-5 presents the significant wave height estimation

with shipborne video in the input. The buoy measurements indicate a significant

wave height of 3.1 m from the first buoy and 3.4 m from the second buoy. Here,

the window size parameter of the SSA algorithm varies between 50 and 1000 with a

step of 50 frames. The observation here is that the estimation results are not highly

sensitive to the window size parameter. Although a window size of 350 is selected

empirically based on the observation from the matrix of w-correlations, slightly lower

or higher window size provides very similar results. Even if the window size is smaller
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Figure 8-5 Sensitivity analysis of the methodology with shipborne video as input. The
significant wave height estimation with a varying window size of the SSA algorithm.
Significant wave height ℎ𝑠 Buoy 1: 3.18 m, Buoy 2: 3.41 m.

(e.g. 100) or larger (e.g. 900) the estimations are still accurate. For very small (e.g.

50) or very large (e.g. 1000) window size the algorithm provides results that are less

accurate.

It would be interesting to see of this behaviour is similar with a different video

(tower video) at a lower sea state. Figure 8-6 presents the sensitivity analysis for tower

video as input. The buoy measurements indicate a significant wave height of 0.9 m.

Similarly with the previous video, the change in window size does not greatly affect

the significant wave height estimation. Only a very low (50, 100) window size presents

some difference. From figures 8-5 and 8-6, the significant wave height estimations do

not seem to be sensitive in a large degree to the window size parameter of the SSA

algorithm. The speculation for the less accurate results with a small window size is

that the model is too general, that is the association between the different elementary

reconstructed components (RCs) is not clearly defined. Similarly, the speculation for

the less accurate results with a very high window size is that the model is too specific,

that is the association between the different RCs is overspecified.
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Figure 8-6 Sensitivity analysis of the methodology with tower video as input. The
significant wave height estimation with a varying window size of the SSA algorithm.
Significant wave height ℎ𝑠 Buoy: 0.9 m.

8.4 Conclusion

The results are promising, indicating that it is possible to get the sea state from video

of the ocean in real environments. However, the results are preliminary and further

experiments are required. Higher sea states are not examined (ℎ𝑠 > 3.6𝑚) and thus

the applicability in such instances is not known.

Compared to chapter 6, the methodology of this chapter has the advantage of not

requiring high-scale videos in the input. Compared to chapter 7, the methodology

of this chapter has the advantage of not relying on the shape of the video ampli-

tude spectrum for calibration. A drawback of the present methodology however is

the dependence on the shape of an empirical ocean energy spectrum for getting the

significant wave height from the dominant frequency.

The following chapter examines if it is possible to overcome the drawback of de-

pendence on the shape of an empirical energy spectrum for estimating the significant

wave height. In this case, similarly to chapter 7, some means is necessary for cali-

bration. This is again solved with ocean theory, which does not in the case of the

following chapter include a specific empirical ocean energy spectrum.
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8.5 Appendix

The following text provides a detailed presentation of the solution of the extended

Kalman filter with the environment definition described in the methodology (Sect. 8.2.2).

Having the system dynamics matrix, the function of the filter is structured in a way

that uses the state variables for the propagation and not the error states. In this

case, the fundamental matrix is not used for propagating the states, rather only for

the calculation of the gains.

If the systems dynamics matrix is constant between successive iterations, the

fundamental matrix can be estimated with the Taylor series approximation [9]. For

simplicity, the first two terms are used for approximating the fundamental matrix,

which is found to be equal to:

Φ(𝑡) = I + F𝑡 =

⎛⎜⎜⎝
1 𝑡 0

−�̂�2𝑡 1 −2�̂��̂�𝑡

0 0 1

⎞⎟⎟⎠ (8.17)

The discrete fundamental matrixΦ𝑘 is defined by substituting 𝑡 with the time between

two successive frames ∆𝜏 :

Φ𝑘 =

⎛⎜⎜⎝
1 ∆𝜏 0

−�̂�2
𝑘−1∆𝜏 1 −2�̂�𝑘−1�̂�𝑘−1∆𝜏

0 0 1

⎞⎟⎟⎠ (8.18)

The observed state 𝑧𝑘 is linearly correlated to the true state 𝑥𝑘, and 𝑧𝑘 is equal to:

𝑧𝑘 = H

⎛⎜⎜⎝
𝑥

�̇�

𝜔

⎞⎟⎟⎠ + 𝜖𝑘 (8.19)

where H is the observation model, 𝜖 is the observation noise, which is assumed to be

drawn from a zero mean multivariate normal distribution with covariance R𝑘, where

R𝑘 is equal to:

R𝑘 = 𝜎2
𝑥 (8.20)
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where 𝜎2
𝑥 is the variance of the observation noise, and the observation model H is

equal to:

H =
(︁

1 0 0
)︁

(8.21)

As mentioned, the fundamental matrix as found with the first two states of the

Taylor series approximation is not used for propagating the states. The projected

states of the true signal �̄�, the derivative of the true signal ¯̇𝑥 and angular frequency �̄�

are found by integration of the differential equations over the sampling interval. The

extended Kalman filtering equations are equal to:

�̂�𝑘 = �̄�𝑘 + 𝐾1𝑘𝑅𝑒𝑠𝑘 (8.22)

ˆ̇𝑥𝑘 = ¯̇𝑥𝑘 + 𝐾2𝑘𝑅𝑒𝑠𝑘 (8.23)

�̂�𝑘 = �̂�𝑘−1 + 𝐾3𝑘𝑅𝑒𝑠𝑘 (8.24)

where 𝑅𝑒𝑠𝑘 is the residual and is equal to 𝑅𝑒𝑠𝑘 = 𝑧𝑘 − �̄�𝑘 and 𝐾1𝑘, 𝐾2𝑘, 𝐾3𝑘 are the

Kalman gains found through the recursive Riccati equations [9].
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Chapter 9

Sea state from ocean video with

equilibrium range theory

The methodology of the previous chapter works on identifying the principal compo-

nent of movement from ocean video, which is conjectured to be associated with the

dominant wave of the measured ocean. It then uses the Pierson-Moskowitz spectrum

and ocean theory of the ocean spectral moments to convert the dominant frequency

into a value of the significant wave height. In the final step of converting dominant

frequency into wave height, the value of the wave height depends on the shape of the

empirical spectrum used. However, not all oceans share the same shape of energy

spectrum for the same sea state. The shape of the Pierson-Moskowitz spectrum for a

particular sea state was derived by averaging a set of energy spectra of the same sea

state [114].

In this chapter, a methodology is presented that aims to accomplish the same goal,

namely to estimate the significant wave height, without the use of such an empirical

spectrum. It would be expected that, since the estimations in this case do not depend

on the shape of a particular empirical spectrum, the model would be more localised

to the measured ocean and the estimations would be more accurate. Since in situ

devices are still to be used solely for testing the results, ocean theory other than of

an empirical energy spectrum is to be used for calibration.

In the present work, theory involving the equilibrium range of oceans is used for

138



calibration. The equilibrium range equation gives an energy value for waves with

frequency higher than the frequency of the dominant wave. This is the first time in

this work that a methodology uses information not involving the dominant wave. As

a reminder, in chapter 6 the waves with the highest values from the phase modulation

matrix are used with the spatial variation of the wave field. In chapter 7, the process

for calibration of the video amplitude spectrum involves the use of the wave with the

peak amplitude. In the previous chapter, the SSA algorithm and extended Kalman

filter are used for estimating the dominant frequency.

The intuition behind the utilisation the dominant wave is that, in the case of

very noisy data, such as in this case (video from a monoscopic camera in real en-

vironments), waves with higher frequencies are more likely to be affected by noise.

Specifically, for higher frequencies it is more likely that the amplitude of the noise is

higher than the amplitude of the true signal. In this context, the true signal is the

element from video that is associated with the ocean’s movement. Contrarily, it is

expected that waves with frequency close to the dominant frequency are less affected

by noise due to their higher amplitudes.

When choosing to work with waves with frequency higher than the dominant

frequency, some challenges arise. Apart from the presence of noise, if the requirement

of a frequency higher is given, such as in this case, there is a difficulty in selecting such

a frequency without having information about the dominant wave. If the frequency of

the dominant wave is not known, the problem arises in identifying a frequency higher

than that. From these challenges, the use of waves other than the dominant wave for

getting the sea state might not at first seem like a good idea.

This problem could be solved if the methodology of the previous chapter that

estimates the dominant frequency is incorporated. Then the question arises of why

would any further work be involved, since the sea state is already found. The only

new thing the equilibrium range theory would bring in such a case would be to get

the estimation of the sigificant wave height without the empirical spectrum shape.

This is not the case in the methodology of this chapter, which is to be used as a

standalone process. Specifically, the methodology of this chapter does not depend on
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the use of any methodology from previous chapters. Instead, it focuses on identifying

a frequency that is higher than the dominant frequency that is not too high as to

contain mostly noise.

Since the sea state is not known, and high frequencies have higher noise (chapter 6

discusses more about this subject), the technique aims to identify a frequency near the

unknown dominant frequency (less noise), but not the dominant frequency (otherwise

selected ocean theory is not applicable). In this chapter, like in the previous chapter,

the SSA algorithm is utilised. This particular algorithm is found to be promising

in the previous chapter in concentrating the elements from video temporal variation

that are associated with the dominant wave in the first PCs.

The SSA algorithm is used again here, but this time in order to identify a wave with

the frequency of the aforementioned requirements. To do this, a different selection

of PCs is done. Specifically, the sum of RCs 5-8 is isolated from time series of pixel

intensities from video. This sum is derived empirically and is conjectured to include a

frequency that is different from the dominant frequency. The hypothesis is, since the

SSA algorithm concentrates the trend and very low frequency elements in the first

PC [63], and in the previous chapter the sum of RCs 1-4 was found to be associated

with the dominant frequency, it would be expected that the frequencies present in

the RCs 5-8 are different than the dominant frequency.

The next challenge involves identifying one frequency from this selected summa-

tion. A Fourier transform of this summation could practically include multiple peaks

of similar magnitudes. This is where the extended Kalman filter is involved, which

with the environment definition described in the following text aims to distinguish

one main frequency out of this summation. Once this is done, this frequency is given

to the equilibrium range equation to get an energy value. This energy value can be

converted into amplitude in metres with ocean theory and this amplitude in metres

is used for calibration.

In the following text, first an introduction is given to the equilibrium range theory

that is used for calibration (Sect. 9.1). Then, the methodology is described (Sect. 9.2)

and tested in the experimental results (Sect. 9.3).
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Figure 9-1 Energy spectra for different wind speeds from Phillip’s 1958 paper [124]
demonstrating the concept of the equilibrium range, where for higher frequencies the
energy values converge for different wind speeds. Reproduced with permission from
[124].

9.1 Equilibrium range theory

In 1958, Phillips introduced an equation for higher frequencies of the ocean energy

spectrum in fully developed seas [124]. Based on observations made from Burling’s

wind generated energy spectra from a wave tank [28], it was observed that for higher

frequencies of the spectrum the energy values are independent of wind speed and

fetch. This range of frequencies is referred to as the equilibrium range (fig. 9-1). This

is not the case for lower frequencies, as with the decrease of frequency, the energy

values are observed to depend more on the wind speed and other conditions.

From [124], the energy for higher frequencies of the spectrum, that is for 𝜔 > 𝜔𝑚,

where 𝜔𝑚 is the dominant angular frequency, is expressed as:

𝑆(𝜔) = 𝛽𝑔2𝜔−5 (9.1)

where 𝛽 is an absolute constant, set to be equal to 𝛽 = 7.4 × 10−3 in order to match

Burling’s observations and 𝑔 is the gravitational constant.

It is important to note that there is no literature indicating a superiority of the

Phillip’s equilibrium range theory to the Pierson-Moskowitz spectrum theory (See
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ocean theory chapter 2, Sect. 2.2.1). The latter is utilised in the methodologies

of chapters 6, 7 and 8. The utilisation of the equilibrium range is just a different

approach. There is also no literature indicating a superiority of the Phillips energy

spectrum [106] compared to the Pierson-Moskowitz energy spectrum [127]. They both

utilise similar assumptions, such as fully developed seas. The difference between the

equilibrium range theory utilised in this chapter to the Pierson-Moskowitz spectrum

is that the input in the equilibrium range equation is a frequency higher than the

dominant frequency. In the Pierson-Moskowitz spectrum equation, the input is the

dominant frequency.

According to the equilibrium range theory, the tail of the energy spectra in very

high frequencies is approximately identical for all sea states (See Fig. 9-1). The

equilibrium range equation gives an energy value in the output for a given frequency

in the input that belongs in the equilibrium range. The energy value from the output

of the equilibrium range can be converted to an amplitude value in metres with ocean

theory (see ocean theory chapter 2, Sect. 2.3). Thus the equilibrium range equation

enables us to acquire a measure in metres (real world units) when information of

frequency from video is given in the input. In this sense, the equilibrium range

equation enables us to translate the information from video to real world units. In

other words, we are able to calibrate the video information so that it is represented

in units of the real world and not pixel intensity units from video.

The methodology of this work makes efforts to identify a frequency belonging

in the equilibrium range, so that it can be used as input to the equilibrium range

equation. Although the tail is identical for very high frequencies, the equilibrium

range differs for each sea state. Theoretically, the equilibrium range is the range

of frequencies that are higher than the dominant frequency [119] (See Fig. 9-2a).

Because the dominant frequency is different for different sea states, the equilibrium

range ‘begins’ in lower frequencies for higher sea states and in higher frequencies

for lower sea states (See Fig. 9-2b). In that sense, a given frequency can belong in

the equilibrium range if the sea state is high, however, the same frequency may not

belong in the equilibrium range if the sea state is lower. Although the equilibrium
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(a) The equilibrium range is the range of frequencies that are
higher than the dominant frequency of a particular ocean.

Reproduced with permission from [119].

(b) The energy spectrum for different sea states. The yellow arrows indicate the
equilibrium range for each sea state. Here it is illustrated that the equilibrium range

theoretically starts at lower frequencies for higher sea states, and at higher frequencies for
lower sea states.

Figure 9-2 Illustration of the equilibrium range.
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range is the same for very high frequencies, these frequencies are too high to be used

directly from video, as their amplitude and energy values are very low and can be

easily affected by the high noise of the video. This ‘noise’ or sources of error from

video is discussed in the experimental data chapter 5, Sect. 5.4.

The goal of this methodology is thus to select a frequency that belongs in the

equilibrium range for the specific video in the input, without prior information of

the sea state or ocean dominant frequency. Because the equilibrium tail begins in

different frequencies depending on the sea state, and because we want to avoid using

very high frequencies (more affected by noise), the SSA algorithm is utilised in order

to select a secondary oscillatory component from video. We hypothesise that this

oscillatory component has a frequency higher than the dominant frequency, and not

too high as to be largely affected by noise.

Once we have identified a frequency that we conjecture belongs in the equilibrium

range for each specific video, we can use this frequency in order to get its corresponding

amplitude in metres with the equilibrium range equation. We can also calculate its

amplitude in pixel intensity from video. Because the amplitude scale is defined here

as the amplitude in metres divided by the amplitude in pixel intensity (described in

the following section), we are able to use the equilibrium range theory in order to

get an estimate of the amplitude scale. This amplitude scale enables us to transfer

our video information to real world units of metres, and thus calculate the significant

wave height. In the next section, this methodology is fully described.

9.2 Methodology

Time series of pixel intensities from the ocean video is used as input. First, the SSA

algorithm is applied on the data and a selection is made of a sum of RCs that represent

a secondary oscillatory component (Sect. 9.2.1). Then, the extended Kalman filter

is used in order to identify the main frequency from this selection (Sect. 9.2.2). An

amplitude scaling process is developed that uses the linear Kalman filter, the least

squares approximate solution, the equilibrium range equation and theory of the first
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law of thermodynamics and the linearised velocity in oceans (Sect. 9.2.3). The sum

of a selection of RCs from the SSA algorithm is multiplied with this factor in order

to give a measure of the significant wave height (Sect. 9.2.4).

(a) SSA algorithm (b) Extended Kalman filter

(c) Angular frequency estimation (d) Theoretical errors in estimation

Figure 9-3 Example of running the methodology with shipborne video. The aim is to
identify a frequency that is higher than the ocean dominant frequency. (a) Time series
of pixel intensities from video (blue line) and the sum of reconstructed components
(RCs) 5-8 of the SSA algorithm (red line) (b) The extended Kalman filter (first state
estimate in red line) attempts to establish one frequency from the sum of RCs 5-8
(blue line). The extended Kalman filter gives in the third state the estimate of the
unknown angular frequency. (c) Angular frequency estimation (third state) of the
extended Kalman filter in regards to time compared to the ocean dominant angular
frequency from in situ buoy measurements. (d) Theoretical errors in the angular
frequency estimation in regards to time.
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9.2.1 Singular spectrum analysis (SSA) algorithm

General information about the SSA algorithm is provided in Sect. 8.1 of the previous

chapter. The SSA algorithm is first performed on the pixel time series. In this

work the equilibrium range is used, which is valid for frequencies in the ocean energy

spectrum that are higher than the dominant frequency. The SSA algorithm, in ideal

conditions, given a time series of this nature would concentrate in the first principal

components the oscillatory components of higher importance or principality (and the

trend if available), and will sort the principal components in order of importance in

a way that after a certain point, the rest can be considered noise.

Empirically, with the window selection used here, which is 350, upon testing with

real video and corresponding buoy measurements, the dominant frequency was found

to be residing in the first principal components. Testing with different window lengths

further showed that the dominant frequency is concentrated in such a manner. In

this work, since the equilibrium range theory is to be used, a frequency higher than

the dominant frequency is to be selected. To do this, the RCs 5-8 were selected,

empirically derived. The following text describes the logic behind this selection of

RCs.

The matrix of w-correlations provides a good guide on which window length and

RCs to be selected for grouping. If the window is too small and the model too general,

components are less concentrated in the main diagonal. If the window is too large

and the model too specific, the main diagonal has high values, however, high values

additionally appear in random positions (the model is too specific). The main idea

here is to isolate a secondary oscillatory component from the pixel intensity time

series, which is different from the principal component which is hypothesised to be

correlated to the ocean dominant frequency (RCs 1-4) and is not noise (RCs 8-max).

Figure 9-4 gives an example of a matrix of w-correlations from ocean video, where it

is relatively easy to group different PCs based on their intercorrelation and separate

the main oscillatory components from noise. Figure 9-3a gives an example of how the

SSA algorithm is used in order to track a secondary oscillatory component from the
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Figure 9-4 Example of matrix of w-correlations of SSA algorithm from ocean video.
From this example, a correlation of certain PCs is visible, such as PCs 1-2, 3-4, 5-6,
7-8. Additionally, some higher PCs can be considered to contain more noise (PCs
11-max).

time series of pixel intensities.

9.2.2 Extended Kalman filter

From the SSA algorithm, the sum of RCs 5-8 are selected and it is conjectured that

this sum contains a secondary oscillatory component of the ocean video. A Fourier

transform of this time series will contain multiple peaks that in some cases are of

similar magnitude. From the sum of RCs 5-8, the frequency of the main secondary

oscillatory component is identified with the use of the extended Kalman filter.

The sinusoidal signal with angular frequency 𝜔 to be found from the sum of RCs

5-8 is:

𝑥 = 𝑎 sin(𝜔𝑡 + 𝜑) (9.2)

where 𝑎 is the amplitude and 𝜑 the phase. The solution to the extended Kalman

filter is the same as in chapter 8, Sect. 8.2.2.

From the extended Kalman filter, an estimation is given of the angular frequency

𝜔 of the signal given in the input. The question here arises, why go through all this

trouble to get a frequency higher than the dominant frequency, and not just randomly

pick a high frequency? The answer is, the dominant frequency is unknown, and so
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a very high frequency might need to be selected in such a case. With the nature of

this data, as mentioned in chapter 6 (see Sect. 6.1.3) and the relevant research paper

[102], higher frequencies are more affected by noise, which makes any estimations

more inaccurate and thus should be avoided.

9.2.3 Amplitude scale

With the use of what is hypothesised to be a secondary oscillatory component of the

ocean video found in the previous steps, the frequency can be used as input to the

equilibrium range equation (see Sect. 9.1) in order to provide an energy value of this

wave in the ocean energy spectrum. The key here is that this energy value can be

translated into a value in metres with the use of equation (2.12) (see Sect. 2.3).

Until this point, the frequency of the secondary component and its amplitude in

metres are available. This information is used next in order to solve the amplitude

scale problem. The amplitude scale enables the transition of the information of pixel

intensity to real world units, such as metres. This is not to imply that the pixel

intensity is the wave elevation in an uncalibrated form, which is not true. However,

there is a correlation between the temporal variation of pixel intensity and the general

temporal variation of the true ocean. This is the reason it is easy to distinguish a

lower sea state (typical summer day) from a higher sea state (during a storm with

high wind) simply by watching a video. The troughs and crests of waves are wider in

higher sea states.

The amplitude scale is defined as:

𝛼 =
𝑎𝑒𝑟
𝑎𝑢

(9.3)

where 𝑎𝑒𝑟 is the amplitude in metres found in the previous steps with the equilibrium

range equation and 𝑎𝑢 the amplitude in pixels which until this point is unknown.

What is left until this point in order to calculate the amplitude scale is the amplitude

in pixels for the specific frequency found in section 9.2.2. In order to achieve this,

a methodology is followed described in chapter 7 and the associated research paper,
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which uses the linear Kalman filter and the least squares approximate solution. This

process can be found in chapter 7 in sections 7.1.1 and 7.1.2.

Although the process might seem complicated, the end goal here is worth the

trouble, as once this amplitude scale is found, the information from video acquires a

meaning in real world units and the video can now be used in order to get sea state

approximations without using the shape of a particular empirical energy spectrum of

the ocean, such as the Pierson-Moskowitz spectrum.

9.2.4 Significant wave height

With the original time series as input, the SSA algorithm is used again, this time in

order to isolate the oscillatory components of the temporal variation from the noise.

Empirically, from the matrix of w-correlations the first eight principal components

were identified as main oscillatory components. In the matrix, principal components

denoting noise have values spread in various locations, whereas the main components

have high values in the main diagonal, as in figure 9-4.

The amplitude scale 𝛼 (Sect. 9.2.3) is multiplied to the sum of RCs 1-8 in order

to get a time series in metres that resembles wave elevation. Although it does not

represent the ocean’s true elevation, as this is usually found with in situ devices such

as buoys, it does give a representation of the video temporal variation in real units. If

typical ocean wave elevation from a buoy is used, the significant wave height can be

found as four times the standard deviation of the wave elevation [73], which is based

on the fact that the significant wave height can be found from the zeroth moment or

area of the ocean energy spectrum.

From video, an approximation of the significant wave height is found in a similar

manner, as four times the standard deviation of the scaled to metres sum of RCs 1-8.

Since temporal variation associated with pixel intensity is not the same as ocean wave

elevation, the value found in this manner is not exactly the same as the value of the

significant wave height of the true ocean. The goal of this work is to approximate as

much as possible the true value with the data that is available here. The experimental

results in section 9.3 present the accuracy of the video estimations against the values
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of the real ocean.

9.2.5 Summary

Time series of pixel intensity is given as input to the SSA algorithm, and the sum

of RCs 5-8 is used as input to the extended Kalman filter in order to provide the

frequency of a secondary oscillatory component. Its energy is found with the use

of the equilibrium range equation and its amplitude in metres with theory based on

ocean theory. For the same oscillatory component, its amplitude is found in pixel

intensity metric with the linear Kalman filter and the least squares approximate

solution methodology described in chapter 7. The amplitude scale is found as the

amplitude in metres divided by the amplitude in pixels and is multiplied with the

sum of RCs 1-8 of the SSA algorithm. The significant wave height is found as four

times the standard deviation of the scaled to metres sum of RCs 1-8.

9.3 Experimental results

The methodology is tested against two sets of video-buoy data. Details about the

experimental data can be found in the experimental data introductory chapter sec-

tions 5.1 and 5.2. The first set is from a shipborne camera capturing the ocean from

a ship. The second set comes from a camera placed on a tower. In both cases buoy

data are available for validation. From the videos after preprocessing, time series of

pixel intensities are given in the input. The process is performed for a set of pixel

locations individually according to the selection described in sections 5.1 and 5.2 and

the final significant wave height is found as the average of the estimation from each

time series. This is done for providing more accurate estimations. The video data

have a duration of approximately one minute. The frame rate of the shipborne video

is 15 frames per second and of the tower video 30 frames per second.

The shipborne experimental results are presented in figure 9-5. It should be noted

that the buoys were deployed after 9:15 am. The significant wave height for the

buoys vary between 3.1 m and 3.4 m for the duration of the video presented here.
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Figure 9-5 Shipborne video showing correlation of the significant wave height (ℎ𝑠)
estimation between video and buoys. Buoy 1 ℎ𝑠 = 3.18𝑚 (9:15-10:00 am), ℎ𝑠 = 3.18𝑚
(10:00-11:00 am), Buoy 2: ℎ𝑠 = 3.15𝑚 (9:15-10:00 am), ℎ𝑠 = 3.41𝑚 (10:00-11:00 am).

The video estimations flunctuate in value around the true values. A better picture of

the accuracy of the technique for the shipborne video is presented in table 9.1. The

RMSE of 0.22 m for a 3.1 m sea state shows that the difference between the video

estimations and the buoy values (which are considered the true ocean sea state) is

not very large. The 5.65 % of MAPE additionally verifies that the methodology is

doing something meaningful. The small MPE value indicates that the overestimations

and underestimations offset each other. However, one particular sea state has been

investigated thus far.

The tower video was captured across various days. This enables the testing of

the accuracy of the video estimations across a variety of sea states. The tower video

results are presented in figure 9-6. The significant wave height varies between 0.5 m

and 3.6 m. The error metrics are presented in table 9.2. Here an increase can be

Table 9.1 Error metrics with shipborne video (includes only videos with concurrent
buoy sea state).

Error metric Value

Mean Absolute Error (MAE) 0.18
Root Mean Square Error (RMSE) 0.22
Mean Absolute Percentage Error (MAPE) 5.65
Mean Percentage Error (MPE) 2.19
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(a)

(b)

Figure 9-6 Tower video results showing correlation of the significant wave height
(ℎ𝑠) estimation between video and buoy across a variety of sea states. Buoy ℎ𝑠:
𝑚𝑖𝑛 = 0.5𝑚, 𝑚𝑎𝑥 = 3.6𝑚. The dashed lines in (a) denote the significant wave height
range of the sea states according to the Beaufort scale. The blue line in (b) is the
diagonal.
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observed in both RMSE at 0.26 m and MAPE at 18.16 % compared to the ship data.

However, from the figure and table, the results show that the methodology is doing

something meaningful even when the sea state varies. The negative value of MPE

indicates that the video estimations are overestimating the buoy measurements.

In comparison to the previous chapter (chapter 8) that uses the same data, the

error metrics here are larger. However, in the previous chapter an empirical spectrum

was used for facilitating the wave height scale estimation. Here, the scale estimation

does not use such information, which is advantageous since the shape of the energy

spectrum for a measured sea is not always the same as the shape of the empirical

spectrum. Additionally, this methodology uses a secondary sinusoidal element for

the scaling instead of approximately the peak as in the previous chapter. Since the

peak has a higher wave height, it is less prone to errors caused by noise and thus

the estimations are expected to be more accurate. This methodology however, as

mentioned, has the advantage of not using an empirical spectrum. The theory of the

equilibrium range is not restricted to a particular empirical energy spectrum of the

ocean.

9.4 Conclusion

A methodology is proposed for acquiring sea state information from the temporal

variation of ocean video in real environments. Ocean theory is used for calibration

instead of in situ measurements. Testing with videos from two data sets in different

oceans and sea states validate the applicability of the methodology. The results

are limited, as the significant wave height acquired from buoys of the two data sets

Table 9.2 Error metrics with tower video.

Error metric Value

Mean Absolute Error (MAE) 0.21
Root Mean Square Error (RMSE) 0.26
Mean Absolute Percentage Error (MAPE) 18.16
Mean Percentage Error (MPE) -13.59
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vary between 0.5 m and 3.6 m. Future work could examine the applicability of the

methodology in higher sea states. Future work could also focus on improving the

calibration process.

The methodology has the advantage that it does not depend on the specific shape

of an empirical ocean energy spectrum for calibration. The results suggest that for

approximately the same sea state the results are consistent from shipborne data and

that the methodology is adaptive to the change in the sea state from the tower video.

Compared to chapter 6, this methodology has the advantage of not being limited to

large scale videos and is tested against video of real ocean and not radar images.

Compared to chapter 7, this methodology has the advantage of not using the position

of the peak from the video amplitude spectrum for calibration and not using an

empirical energy spectrum for calibration.

Since the present methodology functions as a standalone process, the dominant

frequency is not estimated directly. Selecting the sum of RCs 5-8 of the SSA al-

gorithm is speculated to provide a frequency higher than the dominant frequency.

Although the experimental results validate that the methodology is doing something

meaningful, it is not certain whether the sum of RCs 5-8 will always provide a fre-

quency higher than the dominant frequency. Future work could use additional input

video for further testing and improving the technique.

Compared to chapter 8, testing the technique of this chapter provides higher error

metrics of RMSE and MAPE. An explanation to this would be that the technique in

chapter 8 focuses on finding the dominant wave, which is easier to be identified due

to its higher energy, whereas here by using a secondary oscillatory component, noise

could more easily affect the estimations.
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Chapter 10

Experimental results

This chapter is provided for a comparison between the results of chapters 7, 8 and

9. As a reminder, the methodology in chapter 6 uses the spatial variation from high-

scale images of the ocean and utilises radar images for testing. Chapters 7, 8 and 9

use the same video data as input, namely shipborne and tower data, introduced in

chapter 5, sections 5.1 and 5.2. This enables the direct comparison of the experimental

results of these chapters. Although the experimental results are presented in full in

each chapter, here the same plots are reintroduced for the purpose of comparison.

A description of the error metrics used in this chapter (and the previous chapters)

is provided in chapter 5, section 5.5. In the following text, ‘methodology 7’ denotes

the methodology in chapter 7, ‘methodology 8’ the methodology in chapter 8 and

‘methodology 9’ the methodology in chapter 9.

10.1 Shipborne video

First, a comparison is given between the plots of the shipborne data in figure 10-1. For

times between 8:11 to 9:24, methodology 7 gives a sea state between approximately

2.4 m to 3.1 m. For the same time instances, methodologies 8 and 9 give higher esti-

mations. For the rest time instances, where buoy measurements are known, all three

methodologies give results that are close to the buoy measurements. Methodology 9

seems to be performing very well, as the differences between buoys and video esti-
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(a) Chapter 7

(b) Chapter 8

(c) Chapter 9

Figure 10-1 Comparison of experimental results of chapters 7, 8 and 9 for shipborne
video. Buoy 1 ℎ𝑠 = 3.18𝑚 (9:15-10:00 am), ℎ𝑠 = 3.18𝑚 (10:00-11:00 am), Buoy 2:
ℎ𝑠 = 3.15𝑚 (9:15-10:00 am), ℎ𝑠 = 3.41𝑚 (10:00-11:00 am).
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Table 10.1 Error metrics with shipborne video. ‘M 7’ is the methodology introduced
in chapter 7, ‘M 8’ the methodology of chapter 8 and ‘M 9’ the methodology of chapter
9.

Error metric M 7 M 8 M 9

Mean Absolute Error (MAE) 0.31 0.15 0.18
Root Mean Square Error (RMSE) 0.37 0.19 0.22
Mean Absolute Percentage Error (MAPE) 9.86 4.83 5.65
Mean Percentage Error (MPE) 4.26 -0.05 2.19

mations are not very large. Methodology 7 seems to have bigger differences between

buoy measurements and video estimations.

A clear picture of the performance of each methodology for the shipborne video

is given in table 10.1. The higher error metrics for methodology 7 validate the ob-

servation in the plots of bigger differences between buoy measurements and video

estimations. Methodology 8 outperforms the other 2 methodologies, although the

differences in errors between methodologies 8 and 9 are very small. In general, all

3 methodologies provide good estimations that are close to the buoy measurements.

From the MPE values, the results seem balanced between overestimations and un-

derestimations, with a small underestimation with methodology 7.

10.2 Tower video

For the tower video, the plots are presented in figures 10-2 and 10-3. All 3 methodolo-

gies provide estimations that are close to the buoy measurements. One observation

from the plots is that one methodology might overestimate, whereas another might

underestimate. There is no correlation between the estimations of one methodology

with the estimations of another methodology. From the scatter plots in figure 10-3,

the results for methodology 8 seem balanced between overestimations and underes-

timations. For methodologies 7 and 9 there seems to be an overestimation of the

results.

Table 10.2 gives a more clear picture of the performance of each methodology

against the tower video. The same observation made with shipborne video is also
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(a) Chapter 7

(b) Chapter 8

(c) Chapter 9

Figure 10-2 Comparison of experimental results of chapters 7, 8 and 9 for tower video
(part 1).
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(a) Chapter 7

(b) Chapter 8

(c) Chapter 9

Figure 10-3 Comparison of experimental results of chapters 7, 8 and 9 for tower video
(part 2).
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Table 10.2 Error metrics with tower video.

Error metric M 7 M 8 M 9

Mean Absolute Error (MAE) 0.20 0.19 0.21
Root Mean Square Error (RMSE) 0.24 0.23 0.26
Mean Absolute Percentage Error (MAPE) 16.14 15.29 18.16
Mean Percentage Error (MPE) -10.35 -1.92 -13.59

made with tower video, that methodology 8 outperforms the other 2 methodologies.

The error metrics are higher for the tower video in comparison with the shipborne

video. This is speculated to be the case due to the variety of sea states in the

tower video, whereas the shipborne video are captured in a relatively stable sea state.

Methodology 9 seems to have the highest errors for the tower video. The speculation

is that this larger error might be due to the use of a secondary oscillatory component

from video for the calibration. Methodologies 7 and 8 use the dominant frequency

for calibration.

The MPE values indicate an overestimation of the results for methodologies 7 and

9. In the case of methodology 8, the overestimations and underestimations offset each

other. Practically, in some instances, it is more desirable that a given methodology is

overestimating rather than underestimating. For example, when used for providing

information for the execution of maritime operations (e.g. landing of helicopter on

ship), a methodology that underestimates might allow the execution of the operation

when it shouldn’t. A methodology that overestimates could thus be used more safely

for these operations.

From both data sets, methodology 8 provides the most accurate estimations that

are the most balanced between overestimations and underestimations. From the

shipborne video, methodology 9 overcomes methodology 7 in terms of accuracy, but

not in a large degree. From the tower video, methodology 7 overcomes methodology

9 in terms of accuracy, again not in a large degree. The estimations with the tower

data set are less accurate from the estimations with the ship data set. Possible reason

for this difference is that the tower data set is captured across a variety of sea states,

whereas the ship data set is captured in an approximately stable sea state. The
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difference in the experimental setup and environment could be an additional reason.
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Chapter 11

Discussion

In this chapter, first information is provided on the selection of the Pierson-Moskowitz

spectrum in comparison to the other empirical energy spectra (Sect. 11.1). Then, a

discussion is given on possible ways the experimental results of this work could be

extended and improved in terms of uncertainty of estimation (Sect. 11.2).

11.1 Selection of empirical energy spectrum

The empirical energy spectra introduced in the ocean theory chapter 2 (Sect. 2.2)

are amongst the most popular ocean energy spectra in the oceanography literature.

These are: the Pierson-Moskowitz spectrum (Sect. 2.2.1), the Jonswap spectrum

(Sect. 2.2.2), the TMA spectrum (Sect. 2.2.3), the Phillips spectrum (Sect. 2.2.4) and

the two-parameter spectrum (Sect. 2.2.5). All these spectra have the common input

parameter of sea state in terms of wind speed or dominant angular frequency and

provide as output the spectral density.

This work utilises the Pierson-Moskowitz spectrum in chapters 6, 7 and 8. The

Pierson-Moskowitz spectrum and the Phillips spectrum have only the parameter of

wind speed (or dominant angular frequency) as input. Choosing between the two

spectra is based on the preference of the user. There is no previous research in

the literature indicating a superiority between the two. These spectra are formed

from different scientists based on different measurements of the sea, with common
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assumptions (e.g. presence of fully developed sea).

The remaining empirical energy spectra mentioned in the ocean theory chapter

2 (Sect. 2.2) utilise additional parameters for the generation of the spectral density.

They have the potential advantage of producing energy spectra that are more localised

to a given ocean surface, due to the presence of more parameters. That is, these

spectral formations could produce spectrum shapes that are more similar to the true

spectrum shape of a given measured ocean. This could therefore have a positive

effect on the estimation results of the video techniques. These additional parameters

are: the fetch distance (and peak enhancement factor) for the Jonswap spectrum, the

fetch distance (and peak enhancement factor) and water depth for the TMA spectrum

and a parameter indicating fully or partially developed seas for the two-parameter

spectrum. The fetch distance is the horizontal distance between wind source and

measured ocean surface.

The two differences between the Pierson-Moskowitz spectrum and the Jonswap

spectrum are the peak enhancement or peak-shape parameter and the fetch length pa-

rameter. Specifically, the Jonswap spectrum is the product of the Pierson-Moskowitz

spectrum and the peak enhancement factor [18]. The peak-shape parameter is usually

chosen to be equal to 3.30, although it may vary in terms of values between 1 and

10 in even constant sea states [101]. It is usually approximated normally distributed

with a mean of 3.30 and a variance 0.63 [120]. This peak enhancement factor is mul-

tiplied in order to account for non-linear wave-wave interaction in partially developed

seas. The Jonswap spectrum can thus be thought as an extension of the Pierson-

Moskowitz spectrum with a more pronounced peak, an enhancement that takes into

account non-linear wave-wave interactions and fetch distance.

The methodology of chapter 6 utilises the Pierson-Moskowitz spectrum in order

to translate the value of the dominant frequency found from the phase speed matrix

into a value of the wind speed. In other words, it is used as a ‘conversion’ mechanism

in order to transfer the value of the dominant frequency into a value of a metric that

is more meaningful. From empirical experiments, the use of the Phillips equation

instead of the Pierson-Moskowitz equation provides values of wind speed that are
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close to the values derived with the latter. This is to be expected because of the

similar assumptions between the two spectral formations.

Choosing an empirical energy spectrum that accepts more parameters in the input

will require the technique to estimate these parameters from video. Alternatively,

this information (e.g. fetch distance) could be calculated or estimated during the

acquisition of the video data. For example, with the Jonswap spectrum, the value of

the fetch distance would need to be known a priori (and the peak-shape parameter be

clearly defined). There is no previous research on estimating the peak enhancement

or fetch distance from video, thus estimating these parameters from video could be

challenging.

The most probable scenario would be that these parameters are known a priori.

If this kind of information is available, then it would be advantageous for the user

to choose an empirical energy spectrum that takes into account these conditions (i.e.

takes more parameters as input). From the experimental data of this work (described

in the experimental data chapter 5, Sect. 5.1, 5.2), the parameters of peak-shape and

fetch distance are not known. Thus it is not possible in the context of this work to

utilise the benefits of a more elaborate spectrum, such as the Jonswap spectrum.

In terms of chapter 8, the Pierson-Moskowitz spectrum is used, in a similar manner

as in chapter 6, in order to convert the estimated from video dominant frequency into a

value of a metric that is more meaningful (the significant wave height). The spectrum

is not used in order to calculate the dominant frequency. Because the empirical energy

spectrum is only used for conversion of what is already estimated from video, the user

of a particular experiment may decide which spectrum to use based on the available

a priori information of the measured ocean.

In conjunction to the methodologies of chapter 6 and 8, in chapter 7 the Pierson-

Moskowitz spectrum is used in the calibration process (not for converting the esti-

mated dominant frequency into a more meaningful metric). In this case, choosing

a more elaborate spectrum could have a greater positive impact on the video esti-

mations. As mentioned, research in the literature does not study the estimation of

parameters such as peak-shape and fetch length from video. Future work could focus
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on measuring these parameters during the video capture experiments and using these

in order to incorporate a more elaborate spectrum (such as the Jonswap spectrum)

in the technique.

It would be noteworthy to mention previous research comparing the Pierson-

Moskoritz with the Jonswap spectrum. In [6] Monte Carlo simulations are used in

order to compare the simulation results of offshore structural responses due to ran-

dom wave loading with the Pierson-Moskowitz spectrum and the Jonswap spectrum.

These responses are generated with the use of linear random wave theory. Comparing

the two spectra with the same data in the input, the Jonswap spectrum is observed to

have more sharp peaks. This is due to the presence of the peak enhancement factor.

With the Pierson-Moskowitz spectrum, the spectral energy is more spread towards

higher frequencies. The authors conclude that both spectra reproduce realistic energy

spectral shapes.

In conclusion, this work selects the Pierson-Moskowitz spectrum. If the Phillips

spectrum is used in chapter 6 in order to convert the estimated dominant frequency

into a value of the wind speed, the results are similar. This is because both energy

spectra have the common assumption of fully developed sea. We conjecture that

selecting a more elaborate energy spectrum will produce a more localised shape to

the specific measured ocean. It would thus return more accurate estimations. We

are however limited by not having available information (e.g. fetch distance) from

our specific datasets in order to utilise these elaborate spectra. Additionally, there

is no research indicating a superiority of one spectrum over another. That is, it is

not certain that the utilisation of another energy spectrum will provide more accurate

results. Future work will focus on calculating parameters such as fetch distance during

the acquisition of the video data and comparing the results between the Pierson-

Moskowitz spectrum and other more elaborate spectra.
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11.2 Uncertainty

The estimation results from the video methodologies are validated against buoy mea-

surements, which are considered to indicate the true sea state. The video method-

ologies are evaluated with four error metrics, the mean absolute error (MAE), root

mean square error (RMSE), mean absolute percentage error (MAPE) and mean per-

centage error (MPE). More information about the error metrics can be found in the

experimental data chapter 5 (See Sect. 5.5). A description of the input video data

for validating the presented methodologies is provided in chapter 5, sections 5.1 and

5.2. A description of the error metrics is provided in chapter 5, section 5.5. In this

discussion section, information in regards to the uncertainty in the sea state estima-

tion is provided, in addition to where future work will focus in order to provide this

measure of uncertainty.

In terms of theory of statistical inference [35][30], it would be beneficial the tech-

niques of this work to provide in addition to the value of sea state estimation a value

for the theoretical error bounds in the form of a value of standard deviation. In this

case, each estimated sea state value would be accompanied with theoretical bounds

as a measure of how certain the methodology is in regards to the estimated value.

Each sea state estimation would be expressed as an interval of values within which the

true sea state value is expected to be contained, with a stated coverage probability.

These theoretical error bounds provide a quantitative indication of the reliability of

the estimation.

Each sea state estimation in this scenario is expressed as a set of values 𝜇, 𝜎

and 𝑃 , where 𝜇 is the mean value, 𝜎 is the standard deviation of uncertainty and

𝑃 is the coverage probability [170]. For example, the sea state can be expressed

as a value of significant wave height 1 m with a standard deviation of 0.3 m and a

coverage probability of 68 %. This means that the true value of significant wave

height is believed to lie within the interval 0.7 m-1.3 m (one standard deviation) with

a probability of 68 %. Future work will focus on improving the methodologies of this

work so that each estimated sea state value is accompanied with theoretical bounds
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of uncertainty.

In the literature [46][108], two main categories of inferential uncertainty are the

aleatory uncertainty and the epistemic uncertainty. The aleatory uncertainty follows

a frequentist approach and is formed by specifying the experiment that will be re-

peated [71][85]. It involves the execution of experiments under different conditions

in order to investigate the different outcomes. The sampling distribution quantifies

the uncertainty and can be obtained by executing an infinite number of experiments.

In order to derive the sampling distribution, a clear definition of the experiment that

will be repeated is required. The epistemic uncertainty is formed by specifying the

prior belief about the system [115]. It involves the investigation of missing knowledge

that can be either true or false. A prior distribution is formed that describes the

uncertainty in regards to a parameter based on prior knowledge, such as knowledge

from a similar situation.

In the following text, in Sect. 11.2.1 a discussion is given on whether the values

in the main diagonal of the covariance matrix of the Kalman filter can be used as

measures of uncertainty for the sea state estimation. In Sect. 11.2.2, a discussion is

given on possible sources of error in estimating the sea state and how they might

contribute to the values of the error metrics. In Sect. 11.2.3 different ways to acquire

multiple video estimations are considered. These can be multiple sea state estimations

for the same video, or multiple video estimations for the same sea state. Section 11.2.4

provides information on how these multiple estimations can be used in order to derive

the theoretical bounds of confidence with the bootstrap method.

11.2.1 Uncertainty from covariance matrix of Kalman filter

In the case of the methodologies in chapters 8 and 9, an initial idea would be to use

the square root of the corresponding diagonal element from the covariance matrix of

the extended Kalman filter as a measure of uncertainty. However, this value indicates

how certain the extended Kalman filter is about the identification of a single sinusoid

from the sum of elementary reconstructed components (RCs) of the SSA algorithm

given in the input.
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If the input of the extended Kalman filter was directly the time series of pixel

intensities, the square root of the entries in the main diagonal of the covariance

matrix could be used as values of the standard deviation indicating certainty of the

methodology in regards to the estimation of the sea state. Specifically, if the extended

Kalman filter receives directly the time series of pixel intensities and the environment

is defined so that the algorithm tracks one main frequency (to be used as the ocean

dominant frequency), the entry in the main diagonal of the covariance matrix indicates

how certain the algorithm is about the specified frequency in the output being the

‘main’ frequency of the input time series.

Because the input is already a pre-processed time series, the theoretical bounds

of error from the covariance matrix of the extended Kalman filter do not reflect the

uncertainty of the sea state estimations. The meaning behind the square root value

of the main diagonal entry of the covariance matrix is (for example third diagonal

element corresponding to angular frequency): ‘how certain the algorithm is that the

main sinusoidal component of the time series given in the input has the angular

frequency given in the output’.

11.2.2 Possible sources of error

One possible way to provide a measure of uncertainty is to first identify all potential

sources of error and then create a mathematical model that combines them [170]. In

the context of this work, possible sources of error could be: quality of the video capture

[81], experimental setup (e.g. angle of camera), environmental brightness fluctuations

[121], presence of rain or fog in the environment, presence of capillary waves or ripples

on the ocean surface [81], presence of multiple wave fields (e.g. presence of swell and

wind wave fields) and the general environmental brightness (e.g. cloudy or sunny

day). Then, for each potential source of error, a standard deviation of uncertainty

value is assigned from experimental observations or from other available information.

A mathematical model is created that combines all potential sources of error and

represents their contribution to the overall uncertainty of the sea state estimation

process. The final value of standard deviation of uncertainty for each video is then
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calculated by using the mathematical model of uncertainty with the specific values of

the underlying sources of error for that specific video. A challenge here is to quantify

the measure of uncertainty for each underlying source.

The variability of the estimate of the mean is a measure of uncertainty in the

estimate [165]. In the context of this work, this variability can be measured by

capturing the same ocean surface under different conditions. For example, the same

ocean surface can be measured from different camera angles. The variability in the

sea state estimations is the measure of uncertainty for that underlying source of

uncertainty (camera angle).

Each possible source of error has a given contribution to the values of the error

metrics MAE, RMSE and MAPE, that are used in order to evaluate the methodologies

of chapters 7, 8 and 9. In the following text, a small discussion is given on how each

possible source of error might contribute to the values of the error metrics.

In terms of quality of the video capture, it is expected that the better the quality

of the video, the smaller is the value of the error. This is because the pixel intensities

are capturing the wave field more accurately, which enables the methodologies to

track the important information from video more easily.

In terms of the angle of the camera, video captures that are more vertical to the

ocean surface are expected to provide better accuracy. This is because, as the camera

is facing more directly the ocean surface, the distance between camera and ocean

surface gets smaller. Thus, the camera is able to capture more accurately, with more

precision and clarity, the ocean because it is closer in distance. Each pixel corresponds

to a smaller area of ocean. Thus, the video methodology receives in the input a more

accurate representation of the temporal variation of the wave field.

Environmental brightness fluctuations are expected to negatively affect the values

of the error metrics. This is because the sun’s direct reflections (sun’s glitter) on

the ocean surface have very high intensities in the video. These high intensity values

could potentially have a negative effect on the efforts of the methodology to track the

temporal variation of the wave field from video.

The presence of the sun’s glitter in certain pixel locations of the same video (while
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other pixel locations do not reflect directly the sun’s rays) might also introduce errors.

The video methodologies are executed with a single time series of pixel intensities in

the input, from a specific pixel location of the video. As discussed in the experimental

data chapter 5 (See Sect. 5.1 and 5.2), from a single video multiple estimations are

derived from multiple pixel locations and then the final sea state is their average.

This is done in order to improve the estimations. However, if some pixel locations are

affected by the sun’s glitter and some are not, the results might not be as accurate.

It is expected that videos that capture the ocean surface on a cloudy day will provide

more accurate sea state estimations, due to the homogeneity of the brightness of

the environment and thus homogeneity of the variation of the pixel intensities from

multiple locations of the same video.

Adverse weather conditions can have an effect on the values of the error metrics

for the evaluation of the sea state estimation. The presence of rain or fog in the

environment is expected to negatively affect the estimations. Rain will introduce

ripples on the water surface, which could have a negative influence on the estimations.

More about the effect of ripples is discussed in the following paragraphs. Additionally,

rain can affect the quality of the video capture if the camera is not protected in

an indoor environment. Presence of adherent water droplets on camera lenses or

enclosures can render a video unusable. The presence of fog also has a negative effect

on the quality of the video and thus potentially the video estimations.

In the case of a storm, where high local wind is present, the camera could have a

given ‘shaking’ or vibration due to local wind (this is the case with the tower video).

Although stabilisation features of a computer software (See experimental data chapter

5, Sect. 5.2) are used, these features are not always perfect, and thus high local wind

could also introduce higher values of error in the estimations.

The presence of very small amplitude waves, called capillary waves or ripples could

have a negative influence on the sea state estimation. As discussed in Chapter 6 (See

Sect. 6.1.3), these waves do not follow the typical frequency dispersion relation of

water gravity waves [126][110]. Because the methodologies of this work do not model

these waves, their presence could thus have a negative effect on the estimation results.
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In Chapter 7, the scaling process (See Sect. 7.1.4) is designed in order to cali-

brate the video information even if multiple peaks are present in the video amplitude

spectrum. Therefore, the presence of multiple wave fields (e.g. swell and wind)

is not expected to have a great negative effect. In Chapter 8, it is not clear how

the methodology will execute if multiple wave fields are present. As a reminder, the

methodology tracks the main oscillatory component from video and uses the extended

Kalman filter in order to get one main frequency and use it as the ocean’s dominant

frequency. Even if multiple wave fields are present, the methodology will potentially

be able track the wave with the highest energy, and thus the estimations might not

be greatly negatively affected.

In the case of the methodology in Chapter 9, the presence of multiple wave fields

could have a greater negative effect in the estimations. This is because the algorithm

aims at tracking a secondary oscillatory component from video with a frequency that

belongs in the equilibrium range (theoretically frequencies higher than the dominant

frequency). The methodology could potentially select a peak of a secondary wave field

instead of a frequency in the equilibrium range. This could have a negative effect on

the sea state estimations.

11.2.3 Acquiring multiple video estimations

In order to express the sea state estimation in terms of a standard deviation of un-

certainty, the first step is to collect a set of estimations for the same video or for

the same sea state. In the case of acquiring a set of estimations for the same video,

multiple videos could be captured in a short time period (e.g. in the time frame of

10-20 min) under different conditions, such as different angles of the camera. With the

assumption of statistically stationary and homogeneous ocean surface for that time

period, it is possible to acquire multiple sea state estimations for the ‘same’ video.

Another approach to acquire multiple sea state estimations from the ‘same’ video

would be to capture multiple consecutive videos of the ocean surface with the assump-

tion that the sea state is exactly the same for that time period (e.g. one hour). This

is almost the same as what is discussed in the previous paragraph, only this time
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it is under the same experimental conditions. Only the video capture time varies.

Although the assumption of statistically stationary sea is usually considered true in

the time span of one hour, in practice it is not always certain that this assumption is

valid. If this assumption is not valid for a given time span, the limits of uncertainty

could potentially be less accurate.

Another approach to collect multiple sea state estimations to be used for gener-

ating confidence intervals is to capture multiple videos across many days that have

the exact same corresponding value of significant wave height. In other words, videos

captured in different dates are categorised based on their corresponding in situ sea

state information. This is a completely different approach to what is discussed in the

previous paragraphs. In this case, the experimental results are not presented for each

individual video, but for each individual sea state.

In this scenario, videos are categorised into groups based on their corresponding

sea state. For example, videos can be categorised into groups that have a 0.1 m step

between them of difference in significant wave height. In this example, three different

categories would comprise of videos with significant wave height of 1.1 m, 1.2 m and

1.3 m.

In the present work, each pair of estimated-true sea state from video represents

a video captured on a specific date and time. In the scenario where videos are cate-

gorised into groups, each pair of estimated-true sea state represents a set of multiple

videos that have the same corresponding sea state. The experimental results in this

scenario are reported in terms of mean and standard deviation for each sea state and

not for each video.

11.2.4 The bootstrap method for generating confidence inter-

vals

In the previous section 11.2.3, we discussed possible ways to acquire multiple sea

state estimations. In the following text we will consider the case where we collect

multiple sea state estimations for the ‘same’ video, where we change the experimental
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conditions or capture multiple videos in a short time period, and we consider the sea

state statistically stationary for that period. Now that we have multiple values of sea

state estimation for the same video, we can use the bootstrap method [45] in order

to generate the confidence intervals for the video. The multiple values of sea state

estimation for a given video (See Sect. 11.2.3) are the samples given as input to the

bootstrap method.

The bootstrap method [45] is a popular process for acquiring the confidence in-

tervals from data, with the advantage of not requiring any assumptions about the

distribution of the estimations [89]. The basic idea is to replicate the same experi-

ment thousands of times by selecting different samples in the input. In the context

of this work, the samples are selected from the set of sea state estimations for the

same video. In this case, the sample size is the size of the sea state estimations for

one particular video.

The algorithm selects the samples in the input in a random manner. A sample can

be selected multiple times in one selection process. The number of samples selected

is equal to the sample size. This procedure is called resampling with replacement

[79]. The selected data set is called the resampled data set. Then, the algorithm

calculates the required metric from the resampled data set. In our case, this metric is

the mean. This resampling procedure is executed thousands of times, simulating the

procedure of executing the same experiment under different conditions. This enables

the estimation of the theoretical bounds of uncertainty. Each time the resampling

procedure is executed, the algorithm records the mean value. After the execution of

thousands of resampling procedures, the algorithm provides in the output a set of

thousands of mean values.

The process after the execution of the resampling procedures is straightforward.

The standard deviation of uncertainty or standard deviation of confidence is found as

the standard deviation of the thousands of values of the mean. The formula for the

confidence interval of the mean value is equal to [79]:

𝜇± 𝑍
𝜎√
𝑛

(11.1)
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where 𝑍 is the Z-value from the standard normal distribution of the given confidence

interval, 𝜇 is the mean, 𝜎 is the standard deviation and 𝑛 is the number of samples

(how many times the resampling procedure was executed). For example, if we were

to have a confidence level of 95 %, the corresponding Z-value is equal to 1.96 [95].

From the bootstrapping method we have already calculated the mean 𝜇 and stan-

dard deviation 𝜎 of the population and we know the population number 𝑛. We thus

report the results of 95 % confidence interval for the sea state estimation as 𝜇±1.96 𝜎√
𝑛
.

If for example 𝜇− is equal to 𝜇− = 𝜇− 1.96 𝜎√
𝑛
and 𝜇+ is equal to 𝜇+ = 𝜇 + 1.96 𝜎√

𝑛
,

the theoretical bounds of confidence for the sea state estimation are reported as: with

95 % confidence, the sea state estimation is between 𝜇− and 𝜇+.

In the context of this work, the performance of a video methodology is evaluated

in terms of how narrow the confidence interval is and whether the true value lies

within this interval. The true sea state is considered to be equal to the sea state

from buoy measurements. If the confidence interval is too wide, the methodology

is less confident about the estimation. If the interval is wide and the true value is

not within the interval, the estimation is less meaningful. In a more ideal scenario,

a methodology would estimate the sea state with narrow confidence limits and the

true sea state would be within these limits. It is noteworthy to mention that the

bootstrap method does not contain more information about the sample population

than the original sample [27]. Thus, it might not be useful if the sample size is small.
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Chapter 12

Conclusion

The use of video of the ocean surface in real environments for obtaining the sea state

and other useful information is investigated in this work. Chapter 6 examines the

estimation of the pixel to metre scale and sea state in large scale videos of the ocean

with the utilisation of radar images. The spatial variation and the phase modulation

are used for the estimations and an iterative process is proposed that selects only the

waves with the highest energy. Chapter 7 proposes a methodology that takes as input

time series of grayscale pixel intensity values and utilises the Kalman filter and the

least squares approximate solution to get the uncalibrated video amplitude spectrum.

A scaling method is then proposed for transferring the results into metres, enabling

the calculation of the significant wave height. This scaling method uses ocean theory

of an empirical energy spectrum.

In chapter 8, a methodology is presented for estimating the significant wave height

with the same type of input. The methodology utilises the SSA algorithm and the

extended Kalman filter in order to approximate the dominant frequency, and then

uses the shape of an empirical energy spectrum in order to translate this value into a

measure of the significant wave height. The technique in chapter 9 aims to estimate

the sea state without the use of an empirical energy spectrum. Calibration is done

with the use of the equilibrium range theory of oceans. In this case, the SSA algorithm

and the extended Kalman filter are utilised in order to identify a secondary oscillatory

component from video, which is used with the ocean theory for calibration. One
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common characteristic of all proposed techniques is the incorporation of ocean theory

for the acquisition of the sea state estimations.

Testing is done with two video data sets in different oceans and sea states that

have corresponding buoy measurements indicating the true sea state. The range of

significant wave height for which the techniques of this work are tested is between

0.5 m and 3.6 m. Higher sea states are not examined and thus the applicability in such

instances is not known. The estimation of higher sea states might not be required for

some practical applications. For example, in the case of the use of the aforementioned

techniques for providing information for the execution of maritime operations (for

example landing of helicopters on ships), higher sea states are distinguishable by

mariners. Future work could however examine the applicability of the presented

methodologies in higher sea states with the availability of videos.

The present work can be helpful for decision-making in marginal sea states. For

example, if information is required for the execution of maritime operations, a mariner

can observe a sea state 10 and know that the operation cannot take place due to the

very rough surface of the ocean. Equally, simply by observation a mariner is able to

verify the calmness of the sea in a sea state 1 and provide information for allowing

the execution of the maritime operation. The challenging decisions are to be made

where the sea state is marginal. In such a case, when it is not certain whether it is

safe to execute the operation by simple observation, the presented techniques can be

used as a useful guide.

One common characteristic of some of the techniques of this work is the scaling

or calibration process, which provides a link between the digital information from

video with real world units. In chapter 6, the estimation of the pixel to metre scale

enables the direct estimation of the wind speed with the use of the spatial variation

of the wave field in large scale videos of the ocean. In chapter 7, this is achieved with

the use of the location of the peak in the calculated video amplitude spectrum and

the Pierson-Moskowitz spectrum. In chapter 8, the area of the shape of the Pierson-

Moskowitz spectrum is used for acquiring a value of the significant wave height from

the estimated dominant frequency. In chapter 9, calibration is achieved with the
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identification of a wave with a frequency higher than the dominant frequency and the

equilibrium range theory.

Future work will focus on the expansion of the presented techniques in order to

provide additional sea state information. From the theory of the empirical energy

spectrum, a value of significant wave height can be transferred to a value of wind

speed. From the dominant frequency estimation, the dominant wavelength can be

found with the use of the dispersion relation. Expansion of the techniques could be

done in order to provide directly information of these sea state parameters without

the use of ocean theory, that is ocean theory would be used only for calibration.

Expansion could also be done for providing wind direction, as well as for providing

information of multiple wind fields. An expanded technique could potentially provide

detailed information of combinations of wave fields, for example swell and wind wave

fields.

Future work will also focus on expanding the evaluation of the model for higher sea

states. This would involve the acquision of video footage in higher sea states. In such

a case, in situ concurrent measurements are useful for indicating the true sea state.

The direction of future projects could potentially be focused at using information of

the pixel variation from single frames as additional information to the time series of

pixel intensity with the purpose of providing more accurate estimations. Information

of the phase speed from chapter 6 could also be incorporated in the techniques of

chapters 7, 8 and 9. Future projects could combine two or more of the techniques of

this work for the same purpose of providing more accurate estimations.

Future work will focus on extending the video methodologies in order to provide

theoretical limits of confidence in the estimations. The concepts of this extension are

elaborated in the discussion chapter 11, Sect. 11.2. The most possible scenario that

future work will focus on is to capture multiple consecutive (e.g. 20-30) one-minute

videos of the ocean. We will assume that the sea state is statistically stationary for

that time period. Then, the bootstrap method (See chapter 11, Sect. 11.2.4) can

be applied in order to get the confidence limits. These multiple consecutive video

estimations are used as the input sample data set of the bootstrap method. In order
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to achieve this, additional experimental results will be obtained, where video of the

ocean surface is captured for extended periods of time across many days. Similarly

to the data sets used in this work, concurrent in situ measurements are to be used

for validating the estimations. Measuring continuously the ocean surface enables the

estimation of the sea state in terms of limits of confidence. Measuring the ocean

surface across many days enables the estimation in different sea states.

The accuracy error metrics for evaluating the experimental results are the mean

absolute error (MAE), the root mean square error (RMSE) and the mean absolute

percentage error (MAPE). In regards to the MAPE, the technique described in chap-

ter 7 has an error of 9 % and 16 % for shipborne and tower video respectively. The

technique described in chapter 8, although more simplistic than the technique of chap-

ter 7, has a MAPE of 4 % and 15 % for shipborne and tower data. The technique in

chapter 9 has a MAPE error of 5 % and 18 % for shipborne and tower data. The larger

error values for the technique of chapter 9 is attributed to the use of a secondary os-

cillatory component for calibration, which is conjectured to be more affected by noise

than the dominant frequency. The remaining techniques use calibration processes

dependent more on the dominant frequency. Thus, it can be concluded that when

using ocean theory for calibration, the results could be more accurate if the dominant

frequency is used.

In general, the proposed techniques seem to be estimating something meaningful.

This observation is derived from the results of both the shipborne video data, which

are of approximately the same high sea state, and the tower data, which have both low

and high sea states. The proposed work, although preliminary, provides promising

prospects on the use of video in real environments for the sea state estimation.

Compared to chapter 6, the techniques described in chapters 7, 8 and 9 and are

not limited to large scale videos of the ocean. The technique of chapter 8 has the

advantage of being more simplistic than the remaining techniques, in addition to

providing more accurate estimations. It does however depend on the specific shape

of an empirical energy spectrum, in conjuction to the technique of chapter 7 that

utilises the video amplitude spectrum for the estimations. The technique of chapter 9
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has the advantage of not using the shape of a specific customised energy spectrum for

the calibration. Utilising however frequencies different from the dominant frequency

might provide estimations with lower accuracy due to the presence of noise mixed

with secondary waves in video.

Apart from chapter 6, which is provided as an introduction to the use of the spa-

tial variation of the wave field from large scale video with radar images, the remaining

chapters utilise the temporal variation of the wave field. This is due to the unavail-

ability of large scale videos in real environments, such as airborne videos. Future work

could focus on the utilisation of the spatial variation of the wave field from airborne

videos of the ocean for estimating the sea state. Drones could also be used for this

purpose.

Compared to the use of in situ devices, such as wave buoys, for estimating the sea

state, utilising video of the ocean requires less resources, as buoys require funds for

their acquisition and maintenance. Buoys also have the danger of being damaged in

extreme weather conditions. Wave buoys however are more reliable at the estimation.

The decision on the use of video, other means of remote sensing or in situ devices

lies on the preference of the user, as well as the availability of funds for acquiring and

maintaining the necessary equipment.

This work provides an introduction to what is possible with the use of video in real

environments, and does not claim any superiority of the use of video to other remote

sensing methods or in situ measurements. From the literature review chapter, it can

be observed that the research utilising video of the ocean in real environments for the

sea state estimation is limited. The techniques of this work provide an introduction

to possible ways the information from videos can be incorporated with ocean theory

for estimating the sea state.
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