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Abstract 

Human capital is a well discussed topic in infor-
mation system research. In order for companies to de-
velop and use IT artifacts, they need specialized employ-
ees. This is especially the case when complex technolo-
gies, such as artificial intelligence, are used. Two major 
fields of artificial intelligence are computer vision (CV) 
and natural language processing (NLP). In this paper 
skills required for CV and NLP specialists are analyzed 
and compared from a job market perspective. For this 
purpose, we utilize a text mining-based analysis pipeline 
to dissect job advertisements for artificial intelligence. 
In concrete, job advertisements of both sub-disciplines 
were crawled from a large international online job plat-
form and analyzed using named entity recognition and 
term vectors. It could be shown that skills required differ 
between the two job profiles. There is no general re-
quirement profile of an artificial intelligence specialist, 
and it requires a differentiated consideration. 

1. Introduction 

Two major application fields of artificial intelli-
gence (AI) are computer vision (CV) and natural lan-
guage processing (NLP) [1]. CV technologies are suc-
cessfully used in a variety of scenarios to improve pro-
cesses e.g. in manufacturing [2, 3, 4], medicine [5, 6] or 
retail [7]. In addition, CV is also integrated into products 
such as smartphones for facial detection [8]. A wide va-
riety of methods as classification, object detection and 
semantic segmentation are used [9]. Since 2012, there 
has been increased use of deep learning methods to 
solve CV tasks. Deep neural networks with multiple hid-
den layers are trained to solve specific problems [10]. 
The breakthrough for deep learning CV applications 
was triggered in 2012 by the winning team of the image 
net classification challenge [11]. With this break-
through, the achievable accuracies could be boosted and 
previously impossible use cases could be realized [1]. 
Next to CV, NLP is a widespread field of AI applica-
tions in companies [12]. NLP is e.g. used for automatic 

classification of documents [13] and supports further au-
tomation of processes. This is particularly the case in fi-
nance-related areas [14]. In addition NLP can also be 
applied to automate communication, e.g. in chatbots 
[15]. The use of conversational agents is mainly due to 
the progress in NLP [16]. Conversational agents are 
used e.g. by companies for initial customer contact or 
for the general improvement of customer service [17]. 
One field with great relevance is sentiment analysis 
[18]. NLP also plays a key role in the implementation of 
virtual personal assistants such as Alexa [19] and Siri 
[20] or enables automated translation of texts, e.g. 
DeepL or Google Translate. The application of CV tech-
nologies as well as NLP is becoming more and more 
complex and the field is developing very dynamically, 
both in theory and in practice. In 2019 alone, there were 
2,887 publications on the IEEE platform on the subject 
of CV [21]. Consequently, the topics are also evolving 
from a practical perspective, which is reflected by a 
sharp increase in demand for AI skills in job advertise-
ments over the past decade [22]. For companies to use 
CV and NLP, they need highly qualified personnel. Due 
to the dynamic development, the requirements for CV 
and NLP specialists are constantly changing. While for 
AI in general the requirements for employees have been 
investigated [23], the requirements that arise for the two 
largest specialized fields, CV and NLP, remain largely 
unconsidered. As application fields become more spe-
cialized and complex, the question arises whether a gen-
eral consideration of employee skills in the context of 
AI is sufficient, or whether a more differentiated consid-
eration of this growing heterogeneity should be taken. 
This results in following research questions (RQ): RQ1: 
Do CV job advertisements show significant differences 
to NLP job advertisements regarding required skills? 
RQ2: What are the required skills for CV and NLP spe-
cialists from a job market perspective and what are the 
concrete differences? 
To investigate the RQs, we analyzed 1,159 job postings 
from the online job platform Indeed using text mining 
and data analysis methods. First, we describe the rele-
vant background in Section 2 followed by Section 3 
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where we outline our research approach. In concrete, we 
used named entity recognition (NER) and term fre-
quency - inverse document frequency (TF-IDF) vector 
representation to investigate similarities between differ-
ent job advertisements. The results are described, cate-
gorized, and compared for CV and NLP in Section 4. 
We critically discuss our results in Section 5 and con-
clude the paper with an outlook in Section 6. 

2. Background 

In information systems research, the field of human 
capital plays a crucial role [23, 24, 25, 26]. Human cap-
ital describes the knowledge, skills, know-how and 
other acquired personal characteristics that are consid-
ered useful in creating value [27]. Employee skills that 
are relevant to perform a specific task can be classified 
as "task-related" human capital [28]. In this sense, the 
skills identified in our work are related to CV and NLP. 
Since these skills are rare, time-consuming to acquire 
and often associated with a high level of education, ap-
propriately skilled employees are rare resources whose 
management by HR has the potential to create competi-
tive advantage [29]. Besides technical skills, soft skills 
also play a crucial role on the job market in general [30] 
and especially in IT-related professions [31]. The iden-
tification and formalization of such relevant skills is in 
turn an essential element in the creation of job profiles 
[32]. Due to changing and emerging technologies, new 
job requirements will arise in the future, even com-
pletely new job profiles will emerge and some will dis-
appear [24, 33]. This leads to the need for practitioners 
and academics to understand which skills in demand are 
increasing [24]. Regarding jobs related to AI, there is a 
tendency for new requirements and job profiles to 
emerge. Data is increasingly becoming one of the most 
relevant resources for companies [12]. In this context, 
data analytics and AI play an important role in the value-
adding transformation of raw data. The development of 
such value-adding AI-based systems is a very complex 
task that requires highly skilled personnel and various 
qualifications [12]. A lack of specialized experts in this 
field already exists and the absence of qualified person-
nel is a major challenge for companies [34]. But among 
other resources, skilled personnel contribute to the AI 
readiness of companies and the successful implementa-
tion of AI projects [35]. For companies to be able to em-
ploy trained specialists or to train them further, a de-
tailed description of the skills in demand is required. 
Anton et al. [23] provided a detailed list of human AI 
competencies. Among the most important competencies 
are technical and management skills. The level of detail 
within the competence classes is already very pro-
nounced, but there is no detail at the level of sub-disci-
plines, such as CV or NLP. The analysis and study of 

skills in demand on the job market is associated with a 
high level of effort. There are various data sources and 
a large number of available job advertisements.  

3. Research Approach 

3.1. Method Description 

We use text mining - a method closely related to 
NLP - to analyze large amounts of job advertisements 
in a semi-automated way. NLP methods are already 
used in the scientific context to extract keywords from 
texts [36], to generate summaries [37] or to find re-
search trends [21]. Also regarding the evaluation and 
analysis of skills, which are in demand on the job mar-
ket, first approaches for the evaluation of job advertise-
ments with NLP can be found in the literature [23]. 

3.2. Data Collection  

To dissect job profiles of CV engineers and NLP 
specialists, advertisements from Indeed were collected 
in the period from 29th September to 5th October 2020 
for CV and on 7th November 2020 for NLP. Indeed was 
chosen because it is one of the largest job platforms and 
considers job advertisements from all over the world. 
Moreover, Indeed publishes them as text, which allows 
for easy crawling of the content. CV job advertisements 
were considered whose title contains the keywords 
“computer” and “vision”, to ensure that only relevant 
hits are considered. The search term “title:(computer vi-
sion)” was used on 56 top level domains. The search 
identified 785 job advertisements. For NLP the search 
term “title:((natural language understanding) or (natu-
ral language processing) or (NLP))” was used and 374 
job advertisements were identified. To extract the con-
tent from the websites, octoparse (https://www.octo-
parse.com/) was used. We extracted the job title, the lo-
cation and the advertisement body. For further analysis 
only the job advertisements in English were taken into 
account and therefore the corpus for the further analysis 
consists of 591 job advertisements for CV and of 291 
for NLP. The job advertisements used are spread over 
more than 30 countries. The countries with the most job 
openings in CV are USA, Israel and Germany and in 
NLP these are USA, United Kingdom and India (See 
Appendix, for review only). 

3.3. Text Mining Pipeline 

Our text mining pipeline consists of 5 steps: pre-
processing, named entity recognition, human validation, 
processing and data analysis. In Figure 1 the pipeline is 
visualized.
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(a) Pre-processing: Input for pre-processing was the 
raw text string extracted from the job advertisements. At 
first, all characters were transformed into lower case. 
Subsequently, the removal of duplicate job advertise-
ments was carried out. There are numerous methods for 
the recognition of text duplicates, one widely used vari-
ant is based on learnable vector-space similarity [e.g. 38, 
39]. In our case, the raw text string was transformed into 
the broadly used TF-IDF vectors to determine the mu-
tual cosine similarity between each of them. The TF-
IDF of a term t in a document d is defined as the product 
of the frequency of occurrence (TF) of the term in the 
specific document and the inverse document frequency 
of the word (IDF) across all documents in the corpus. 
There are different implementations of the TF-IDF al-
gorithm, which differ slightly in form. We used the 
function TfidfVectorizer of the Python library sklearn. 
For the calculation of the cosine similarity, we also 
made use of sklearn, utilizing the pairwise.cosine_simi-
larity function. All pairs with a similarity of more than 
0.99 were treated as duplicates and one entry was re-
moved randomly, resulting in a set of 733 unique docu-
ments. After removing the duplicates, the TF-IDF vec-
tors were removed, and the cleaned text strings were 
used in the further workflow. Since the service we sub-
sequently used has the restriction of only being able to 
process batches of 5 documents, the corpus was first 
broken down into corresponding batches of 5.  
(b) Named entity recognition (NER): Since our goal 
is to dissect job advertisements with regard to the skills 
required, the first step is to identify relevant terms rep-
resenting a particular skill. The identification of certain 
term classes within a text corpus is a NER task [40, e.g. 

41] for which in general supervised learning approaches 
are suitable. However, these methods rely on large 
amounts of labeled training data, and since there was a 
lack of suitable data to build a dedicated training base 
for the NER part, we decided to use a cloud service to 
support us in the process of skill identification. In con-
crete the Microsoft Azure Analytics Service was used to 
retrieve terms from the corpus referring to skill entities. 
It was chosen because it has already been trained on a 
large number of documents and explicitly supports the 
classification of skill entities. Input for the service are 
the pre-processed and cleaned job advertisement text 
strings, consisting of a combination of 13,201 unique 
terms. The service output is a JSON string, which con-
tains mapped word – entity pairs as attributes. For fur-
ther processing all non-skill entities were filtered out, 
resulting in 3,712 skill terms. (c) Human validation: 
The results from step (b) were then evaluated by two re-
searchers. Semantically similar terms for a skill, such as 
"nlp" and "natural language processing", were com-
bined into one term. The researchers were supported 
during the identification of such synonyms by an artifi-
cial neural network for the calculation of vector-based 
word similarities. The method used is described in detail 
in [21]. In addition, we removed terms that were not 
skills in the sense of our analysis. Of the initial 3,712 
terms identified as skills, 523 unique terms remained af-
ter validation. In the next step, the skills were allocated 
into seven more abstract categories. The skills were 
manually assigned to one of the following categories: 
AI, programming, programming language, general 
skills, domain, soft skills, and qualification. This ena-
bles a detailed evaluation within the upper categories. 

Input Action Output

Cleaned job advertisements

Annotated job advertisements

List of expert validated skills

n*m bag-of words matrices
(n: job advertisements, m: skills)

for frenquencies and TF-IDF

Statistical statement

Cleanup, remove duplicates
with TF-IDF and cosine similarity,

chunking

Named entity recognition

Validation through researchers

Calculation of frequency,
and TF-IDF matrices

Calculation of cosine similarity,
performing wilcoxon rank-sum test

Raw text of job advertisements

Cleaned job advertisements

Annotated job advertisements

Expert validated skills,
job advertisements

n*m bag-of words matrix
for TF-IDF

(a)
Pre-processing

(b)
Named entity
recognition
(c)
Human validation

(d)
Processing

(e)
Data analysis

Qualitative statements
Qualitative comparison

and
analysis of skills

n*m bag-of words matrix
for frequency counts

(i)

(ii)

Figure 1. Text mining pipeline for analyzing job advertisements 
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(d) Processing For further investigation, the raw text 
was transformed so that all non-skill words were treated 
as stop words and removed from it. As a result, we re-
ceived a sequence consisting of the skills from the job 
advertisement for each document. Based on these se-
quences, bag-of-words frequency and TF-IDF matrices 
were calculated. This time the TF-IDF vectors were 
used to provide more differentiated statements about the 
relevance of a term for a single document. In contrast to 
a simple word count, which only contains information 
on how often a certain term is contained in a document, 
the TF-IDF score allows conclusions to be drawn about 
the relevance of the term within a document and within 
the entire corpus [42]. A high value indicates a high rel-
evance of the word in the respective document, a low 
value indicates a lower relevance. Later, we will use this 
characteristic in the data analysis to automatically cal-
culate similarities between job advertisements. This 
way we generated a nxm matrix, where n is the number 
of input documents and m is the number of words in the 
input vocabulary. The values inside the matrix are the 
TF-IDF calculated scores. (e) Data analysis: Our data 
analysis consists of two parts. In (i) we analyzed 
whether there is a significant difference between the rel-
evant terms and CV job advertisements in comparison 
to NLP job advertisements. In (ii) a qualitative detailed 
investigation is performed at the level of skill classes, 
down to the level of concrete skills. (i) To investigate 
the similarity of the two sample text corupuses for NLP 
and CV, with regard to the skills contained in the 
respective job advertisements, we again made use of the 
calculation cosine similarity, this time based on the TF-
IDF matrix for skills, we received from step (d). The re-
sults are visualized by distribution and heatmap plots. 
To test the significance of the results, a Wilcoxon rank-
sum test [43] was performed. (ii) Within the individual 
top categories, the skills have been evaluated. In addi-
tion to simple mentions (as e.g. in Figure 3) it was fur-
ther evaluated in how many job advertisements a spe-
cific skill was mentioned (double mentions within a job 
advertisement are not counted twice). Afterwards the 
relative share is calculated in order to establish compa-
rability between CV and NLP job advertisements. 

3.4. Triangulation of Results 

Finally, the results obtained through our text mining 
pipeline are compared with the current state of the liter-
ature in order to evaluate them through scientific find-
ings. In doing so, we try to relate the insights gained 
through the analysis of the job advertisement to aspects 
discussed in the literature. 

4. Results 

4.1. Similarity Analysis 

Through our analysis, we were able to show that 
CV job advertisements have an average class-internal 
cosine similarity of 0.11, while NLP publications have 
an average similarity of 0.14. The average similarity of 
an NLP job posting to a CV posting is 0.07. This finding 
indicates, that there is an overall dissimilarity between 
CV and NLP job postings. A wilcoxon rank-sum test 
[43] was performed to statistically validate these 
finding. It was shown that at all significance levels, the 
null hypothesis that, for randomly selected similarity 
values SCV:CV and SCV:NLP, the probability of SCV:CV being 
greater than SCV:NLP is equal to the probability of SCV:NLP 
being greater than SCV:CV, can be rejected. The same 
applies to the random comparison of two SNLP:NLP and 
SNLP:CV values. Figure 2 shows the distribution of the 
mutual cosine similarity for the pairs of job 
advertisements: CV:CV, NLP:NLP, CV:NLP and 
NLP:CV. Whereby the last two are symetrical to each 
other and therefore identical. The results shows a larger 
spread of the similarity distribution for the intraclass 
comparisons CV:CV and NLP:NLP than for the 
interclass comparison CV:NLP. The similarity scores 
for CV:NLP accumulate at a lower level, indicating a 
greater dissimilarity of NLP and CV job postings. 
Furthermore, it can be stated that NLP job descriptions 
are fundamentally more similar to each other than CV 
job descriptions are to each other. Now that we 
answered RQ1 and it has been established that there is a 
significant difference between NLP and CV job 
advertisements in terms of skills, the following section 
provides an expert-based evaluation of these findings at 
the level of concrete skills.  

 
Figure 2. Visualization of the cosine similarity 

of document pairs 
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4.2. Content Analysis 

In the following, the differences and similarities 
between the two categories of job advertisements are 
examined in detail. Our analysis takes into account both 
task-specific skills like AI and IT skills, along with soft 
skills, since a combination of both types is essential for 
the profession [44].  
  
4.2.1. Specified AI Skills 

The evaluation of job advertisements has shown the 
explicit necessity of skills and knowledge around AI, 
both for NLP specialists and CV engineers. The two job 
profiles clearly overlap here. Skills frequently men-
tioned in relation to AI include e.g. deep learning, ma-
chine learning and data science. In addition to 

knowledge of statistics and mathematics, the under-
standing of different learning approaches (unsupervised, 
reinforcement, supervised, transfer learning) as well as 
different tasks like classification, clustering, pattern 
recognition, regression or anomaly detection is required. 
Skills related to data, such as data analysis or data pre-
processing, are also frequently listed. Not only the de-
velopment of models is required, but also the design of 
algorithms. This shows that extensive basic knowledge 
and specialized AI skills are frequently mentioned re-
quirements. In addition to general AI skills, expert 
knowledge in CV and NLP is also required. In this as-
pect the two job profiles differ. For CV engineers, e.g. 
object detection, segmentation and 3D graphics skills 
are required. In contrast, for NLP specialists, skills like 
sentiment analysis, speech recognition and information 
extraction are required. Figure 3 provides an overview 
of the general and specific requirements related to AI for 
the job profiles of CV and NLP specialists. 

4.2.2. Required IT Skills 

Both the NLP and CV job advertisements call for 
IT skills. This includes, for example, general develop-
ment and software engineering skills, methods, and best 
practices. The most frequently mentioned general skills 
related to IT and programming are listed below: 
General: Software development, engineering, imple-
mentation, design, architecture, Professional develop-
ment, Maintenance, Computer engineering.  
Methods: DevOps, Scrum, Continuous integration, 
Systems engineering, Agile software development.  
Best Practices: Coding, Debugging, Prototyping, Unit 

testing, Version control, Code review, Containerization, 
Parallel computing, Distributed computing, Cloud com-
puting. Of particular interest is the analysis of the re-
quired programming languages. Both, in CV and NLP 
job advertisements Python is the most frequently men-
tioned programming language. It is especially noticea-
ble in CV, that hardware-related programming lan-
guages, such as C++, are used much more frequently 
than in NLP advertisements. Therefore, script languages 
like Python and R are mentioned more often in NLP ad-
vertisements. E.g., Python is mentioned in 82 % of NLP 
and only in 55 % of the CV advertisements. Figure 4 
shows the programming languages and their frequency 
of nomination. 

Data sets
Data sources
Data analysis
Data structures
Data collection
Data preprocessing
Data management
Data extraction
Data engineering
Data cleaning
Data models
Unstructured Data
Pipelines
Annotation

Classification
Clustering
Pattern recognition
Regression
Anomaly detection

Machine learning
Deep learning
Artificial Intelligence
Training
Data Science
Data Mining
Big Data
Predictive analytics
Human computer
interaction
Intelligent machines

Statistics
Algebra
Applied 
mathematics
Numerical
methods

Neural networks
Bayesian
Decision trees
Svm

Unsupervised
learning
Reinforcement 
learning
Supervised
learning
Transfer learning

Metrics
Inference
Algorithm design
Algorithm performance
Algorithm development
Experimental design
Optimize models
Develop models
Design models
Optimization
Robustness

Computer 
Vision

NLP

Optics
Virtual reality
Video analysis
Machine vision
Video processing
Image processing
Augmented reality
Computer graphics
Computer vision software
Computer vision algorithms

Emotional analyses
Activity recognition
Object recognition
Object detection
Object tracking
Body tracking
Localization
Filtering
Animation
Image recognition
Image segmentation
Semantic segmentation
Realtime computer vision
Realtime on-device

3D reconstruction
3D geometry
3D modelling
3D vision

Search
Parsing
Linguistics
Tokenization
NLP pipelines
NLP algorithms
NLP technologies
Computational linguistics

Text representation
Text classification
Text processing
Topic modeling
Text Analytics
Text mining

Sentiment analysis
Semantic extraction
Relation extraction
Information retrieval
Information extraction
Entity recognition
Entity extraction
Document Classification
Summarization

Machine translation
Conversational AI
Speech recognition
Speech processing
Language models
Voice technology
Speech tagging
Voice AI
Chatbot

Figure 3. AI-related skills in CV and NLP job advertisements 
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Figure 4. Most mentioned programming lan-

guages 

In addition to the skills associated with program-
ming, more general IT skills are also required. Engineer-
ing skills are required in both CV (43%) and NLP 
(33%). It is noticeable that in CV job advertisements 
hardware related skills plays a greater role. This is illus-
trated by the frequent use of the terms hardware (16%), 
robotics (15%) and IoT (7%). These skills only play a 
minor role in NLP job advertisements. On the other 
hand, business skills are sought much more frequently 
in NLP (68%) advertisements. Figure 5 gives an over-
view of the top 10 general IT skills for CV and NLP 
jobs.

 
Figure 5. most mentioned general IT skills 

4.2.3. Required Soft Skills 

For the classification as "soft skills" we follow the 
definition of Weber et al. [45] according to which soft 
skills subsume people/relationship skills, communica-
tion skills, management/organization skills or cognitive 
skills [45]. An analysis of the soft skills required shows 
no major differences between NLP and CV (see Figure 
6). For both specialists, the ability to collaborate is the 
most frequently required skill. Correspondingly, the 
second most frequently required skills are communica-
tion skills. In addition, the requirement for interpersonal 

skills is also found in both areas. In contrast to these co-
operative skills, however, there is also an explicit de-
mand for independent working methods and self-moti-
vation. Other soft skills required are creativity, passion 
and a sense of responsibility. 

 
Figure 6. Most mentioned soft skills 

4.2.4. Qualifications 

In order to investigate which specific academic de-
grees are specified in the job advertisements, it was an-
alyzed in which job advertisements PhD, bachelor or 
master or a combination of these keywords occur. In 
50 % of the job advertisements of CV and NLP none of 
these keywords were present. In the others either one or 
a combination of these keywords were found. In con-
crete, 21 % of CV job postings contain the keyword 
PhD, whereas only 16 % of NLP job postings contain 
the keyword PhD. These job advertisements then do not 
contain the keywords master or bachelor. Combinations 
of academic degrees were also considered. For example, 
the keywords master and PhD appear in 5 % of CV and 
8 % of NLP job advertisements.  

 
Figure 7. Mentioned academic degrees 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
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r

git
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c

c++
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CV NLP
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engineering CV NLP
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creative

communication

collaborate

CV NLP
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4.3. Triangulation of Results with current Lit-
erature 

The similarities and differences make sense from a 
subject-specific perspective. For example, it is compre-
hensible that for CV and NLP general AI knowledge is 
required, e.g., in the area of deep learning. The state of 
the art in both CV and NLP is based on these technolo-
gies and the significant successes and advances in recent 
years can even be attributed to them [1]. For example 
the latest NLP methods like BERT [46] and Elmo [47] 
are based on deep learning technologies, as well as ob-
ject detection methods like Yolo [48]. The methodolog-
ical foundations must therefore be mastered by both CV 
and NLP specialists. Differences arise in the various 
types of application of the methods specific for CV and 
NLP. The difference in required domain expertise in CV 
and NLP job advertisements could result from the po-
tential offered by the technologies used in these areas. 
The potential of CV applications is particularly evident 
in applications in the health [6, 49, 50], manufacturing 
[2, 3, 4], logistics, automotive [51] and retail [7] do-
mains. Great potentials of NLP applications are in fi-
nance [14], health [6, 52] and legal [53]. The strong de-
mand for experience in the programming language Py-
thon in NLP job advertisements can be attributed to the 
extensive library support of Python for NLP tasks. Py-
thon supports the leading deep learning libraries: Ten-
sorflow, Pytorch or Keras, as well as many NLP specific 
tools like NLTK or Gensim, which are very popular in 
the NLP area [54]. Python is also a leading program-
ming language for CV tasks because there is an exten-
sive library support, e.g for Tensorflow. Nevertheless, 
especially for CV tasks, the computing time and infer-
ence time in applications is of high relevance [48]. With 
programming languages that are closer to hardware, like 
C++ and C, a higher performance can be achieved [55]. 
Furthermore, in many cases hardware integration is also 
necessary for CV tasks [56]. Both professions require a 
high level of education, so that employees from both 
disciplines can be considered a potential strategic re-
source [29]. Although the survey did not reveal any ma-
jor differences between CV and NLP specialists, a 
deeper look at the specific soft skills offers interesting 
insights. It is particularly interesting that the two most 
frequently requested skills are collaboration and com-
munication skills, and that they are requested in almost 
every second job advertisement. This confirms that AI 
specialists in companies need more than just analytical 
and IT skills and that a considerable part of their work 
is based on collaboration and communication [57]. In 
contrast to Anton et al. [23], however, we could not con-
firm a high relevance of management skill for the inves-
tigated sub-areas. A reason for this could be that CV and 

NLP experts are technically in-depth professions that 
are more distinct from AI management professions.  

5. Discussion  

5.1. Implications 

From a theoretical perspective, (T1) we provide the 
information systems community with an extensive col-
lection of CV- and NLP-related skills. With this we 
complement the collection of necessary AI-related 
skills, e.g. the collection in Anton et al. [23], and show 
that a differentiated perspective makes sense. (T2) We 
could prove that there is a significant difference between 
the job profiles of CV engineers and NLP specialists in 
terms of required skills. Consequently, for further dis-
cussions from a theoretical perspective about human AI 
skills, a more differentiated approach should be chosen 
to take the specialized fields into account. (T3) The key-
word collection of AI terms provided by us is also a 
promising starting point for the differentiated labeling 
of skill-related entities in text documents. In this way, 
our work helps other researchers to solve the problem of 
missing NER models for skill identification, to which 
we were also confronted. (T4) The text mining pipeline 
we present can also be applied as a method in other re-
search areas. However, its success is largely dependent 
on the existence of a NER algorithm that can recognize 
the desired class of entities, as in our case, skills. In ad-
dition, a sufficient number of text documents must be 
available as data basis. (T5) From an HR research per-
spective, our work offers an empirical contribution to 
the body of knowledge by providing a differentiated as-
sessment of task-related skills as well as general IT and 
soft skills drawn from the two largest AI subfields. (T6) 
In doing so, we also contribute to human capital theory 
by analyzing in detail the strategic resource of CV and 
NLP experts. Implications also arise for practitioners. 
(P1) NER proofed usefulness to extract relevant skills 
from job advertisements. This has enabled us to effi-
ciently analyze a large number of job advertisements 
and to create general skillsets for CV engineers and NLP 
specialists. These general skillsets can support compa-
nies in the creation of CV and NLP job advertisements. 
In particular, we address companies for which CV and 
NLP are new and promising areas. We assume that these 
companies often do not know in detail which skills - es-
pecially technical skills - are required to fulfil CV and 
NLP related tasks. (P2) In the future, the methodology 
can also be used to automatically evaluate other job ad-
vertisements and serve as a template for job advertise-
ments in other areas, because NER is a supervised ap-
proach and a setting of parameters is not necessary when 
predicting entities, like it is the case e.g. in topic model-
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ing methods used in Anton et. al [23] to analyze job ad-
vertisements. (P3) We could show that there are differ-
ent requirements regarding skills in the two subcatego-
ries CV and NLP. If a company is now looking for an 
AI expert, the job advertisement should already indicate 
which AI application and methods need to be used. (P4) 
Since a lack of AI competencies is often mentioned as a 
barrier for the adoption of AI technologies [34, 58], our 
results can serve as a summary for companies to proof 
their AI readiness in specific to the methods CV and 
NLP. (P5) In addition, companies can use our list to 
manage their further education to develop personalized 
programs including technical skills as well as the re-
quired soft skills. (P6) Companies may even extend 
these ideas towards comprehensive training programs in 
order to counteract the persistent shortage of skilled 
workers. This is especially exciting since many of the 
job postings call for collaboration and communication 
skills, which are only a very limited part of many AI ex-
pert trainings. (P7) Going one step further, our findings 
can also be used to feed back into the education sector. 
Universities and other educational institutions may use 
the practical requirements obtained from job advertise-
ments to enhance their curricula. (P8) Overall, the pre-
sented approach and the raised knowledge reduces the 
risk of decoupled HR and specialist departments by in-
creasing the knowledge base in the HR departments and 
the forementioned automation options in personnel ac-
quisition. (P9) But our evaluations are not only interest-
ing for companies. Due to the extremely differentiated 
evaluation, applicants for CV and NLP jobs can com-
pare their skills with the ones required in the advertise-
ment. 

5.2. Limitations  

We want to discuss two main limitations regarding 
the text corpus and the method. First, it should be men-
tioned with regard to the text corpus that there are limi-
tations about the time dimension, since the sample on 
which the analysis is based is only a snapshot and thus 
does not allow statements about the continuity and ro-
bustness of the findings over time. In addition, the text 
corpus contains only English-language job advertise-
ments. This means that job advertisements from non-
English speaking countries that were only available in 
the local language have not been included in the analy-
sis. Furthermore, we only used one job portal for the 
data collection. Although Indeed is one of the largest 
platforms for job advertisements, it cannot be guaran-
teed that the sample allows a statement about the popu-
lation. A statement about the validity of the job adver-
tisements is also difficult since there is no information 
available whether the job advertisement was written by 

a specialist department or a human resources depart-
ment. It should be noted, however, that a job advertise-
ment reflects the demand of the job market, which is to 
be examined in this paper. Nevertheless, by analysing 
the two samples with a wilcoxon rank-sum test for all 
significance levels, we were able to prove that NLP job 
advertisements differ significantly from CV job adver-
tisements regarding the relevant skills. In addition, the 
results could be expertly validated at the level of indi-
vidual skill categories and skills that are in concrete de-
mand. The NER and TF-IDF vector representation tools 
used for the analysis are suitable tools for the quantita-
tive evaluation of large unstructured text quantities. 
These methods, however, are not without flaws. For ex-
ample, there is a risk that the NER may not have all 
skills identified that could have been potentially relevant 
for the study. Sometimes, for example, paraphrases of a 
word such as "strong academic background" could be 
used as a synonym for a degree. However, even a purely 
human analysis of the job advertisement would not have 
ensured error-free identification, which is why we de-
cided to use NLP methods as machine support. In addi-
tion, it is to be mentioned that the labeled skills were 
manually checked by two researchers. 

6. Conclusion and Outlook 

In this paper we have examined and compared the 
requirements for CV engineers and NLP specialists 
from the perspective of the job market. We crawled job 
postings from Indeed and analyzed them using a text 
mining pipeline and manual processing to identify the 
relevant skills. With regard to RQ1, we could prove that 
the required skills in NLP and CV job advertisements 
differ significantly. To answer RQ2, we conducted an 
in-depth analysis to identify the similarities and differ-
ences between the two job profiles. It could be shown 
that the job profiles overlap in many points, but also 
show clear differences. There is an overlap in general AI 
skills, soft skills and IT skills (with the exception of pro-
gramming languages). Differences are mainly in the 
programming languages and general IT skills. In sum-
mary, although the two job profiles overlap strongly, 
there are significant differences, and the standard job 
profile of an AI expert does not exist. There are various 
starting points for further research. A particularly inter-
esting one is the development over time. The require-
ments of job profiles change over time, and it could be 
examined how dynamically new trends develop. In ad-
dition, the demand side was examined more closely in 
this paper. Further research could deal with how the sup-
ply side maps to this demand and whether and how dif-
ferences in skills are distinct among potential specialists 
of CV engineers and NLP specialists. Furthermore, our 
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analysis represents a starting point for further HR re-
search, e.g., to investigate in detail how collaborative 
working in the context of AI is practiced in companies. 
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