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Abstract 
Digital nudging in information systems has 

become widely prevalent to guide consumers during 

online decision-making. However, while nudging is 

about improving the decisions and behaviors in 

various domains, limited research has explored when 

digital nudges unethically depart from their intended 

purpose, whereby opt-in favors profit motives over the 

user’s best interests. In e-commerce, we defined this 

as a digital dark nudge (DDN) and explored its use in 

multiple scenarios against a typical shopping 

experience. Using an online experiment, we study the 

economic intentions and emotional perceptions of 

DDNs, while also accounting for impulsiveness as a 

moderating personality trait. This study first attempts 

to use priming and status quo bias as a theoretical 

lens. Empirical results show increasing evidence of 

the perverse effects of using DDNs in online e-

commerce whereby consumers revert to their status 

quo, less likelihood of purchase. Our results provide 

further warning to practitioners about their use of 

ethical practices such as digital nudging.    

1. Introduction

As online shopping becomes more ubiquitous 

with younger shoppers, time spent on digital platforms 

has created new opportunities for online sellers. 

Nevertheless, have you ever considered why 

sometimes you get annoyed by some online purchase 

experiences? For example, imagine yourself wanting 

to purchase an airplane ticket. An initial discount is 

offered to you; once you proceed past the first trivial 

pages, you find a charge of $5 has been added for seat 

selection. You did not initially opt into this selection. 

You then find yourself going back and opting out of 

the charge by finding a small tick box obscured from 

sight with a small print that is hard to read. This is an 

example of when digital nudging unethical departs.  

Influenced by Behavioral Economics on how 

people make decisions, Thaler and Sunstein [1] 

introduced the idea of nudging to understand how 

decision-making may deviate from rationality [2]. 

Defined as “any aspect of the choice architecture that 

alters people’s behavior in a predictable way without 

forbidding any option or significantly changing their 

economic incentives,” [1] nudges help re-arrange 

choices in a way that nudges individuals into making 

more desired economic decisions [2,3]. Since its 

inception, nudges have also been deployed in the 

digital world, known as “digital nudging” [4,5]. 

However, the more technology has become 

ubiquitous, the more boundaries between the digital 

and physical worlds have blurred [3]. Thus, the need 

for investigation into a greater understanding of digital 

nudging has increased [6]. This notion has led IS 

scholars to increasingly see digital nudging as a 

promising research field [7].  

The application of digital nudging has found 

success in a variety of settings. Most notably, a review 

by Caraban et al. [8] found they were effectively used 

to promote health and physical activity and sustainable 

behaviors such as recycling. Other successes are found 

in increasing human performance through improved 

recall or reduction of information overload. Lastly, 

digital nudges have been successfully used to 

strengthen privacy and security, such as improving 

password security [3]. Despite these positive 

implementations, ethical concerns on the use of digital 

nudges have been raised in academia [9–11]. By 

nature, digital nudges were designed to shape and 

change user’s behavior for the better. Nonetheless, just 

like it is possible to predict people’s behavior by 

understanding their psychological principles and 

adjusting them for good [6], predicting behavioral 

outcomes for the betterment of the designer’s desired 

goals is just as easy. 

Based on cleverly manipulated UX design of 

online platforms, such hijacking of the known 

irrational nature of human decision-making has led to 

research investigating what is known as a dark pattern 

[12]. Dark patterns have been identified and discussed 

much in the UX design field [6,13–15]. Currently, it is 

understood that over ten types exist and are used 

commonly [13], and research has started to delve into 

understanding their effects on users. Such 

investigation has led to several papers investigating 

users’ ability to identify dark patterns and investigated 

their perceptions [6,16,17]. However, the 

identification of dark patterns showed mixed findings. 
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For instance, Bhoot et al. [6] showed that some dark 

patterns were identified with 70% or more accuracy, 

whereas others were identified less than 50% of the 

time. Nonetheless, when participants were confronted 

about their use, perceptions were almost always 

negative [16,17].  

Till now, dark patterns have been explored in the 

context of e-commerce twice. First, Costello et al. [18] 

explored the dark pattern hidden costs in a pilot study, 

whereas Bhoot et al. [6] asked participants to 

experience forced continuity on Audible’s website. 

Both studies showed that dark patterns were 

detrimental by significantly reducing purchasing and 

recommendation intention [18] and increasing 

frustration [6]. These preliminary studies have 

provided evidence of the potential effects of dark 

patterns used within e-commerce, yet only tested one 

type of dark pattern with small samples. This is 

problematic as the use of dark patterns in e-commerce 

is more pervasive than initially thought [13], leaving 

open questions about other types and individual 

effectiveness when used within e-commerce. Another 

limitation seen within these two prior studies is their 

lack of a theoretical understanding of the notions at 

play. Thus, this study looks to rectify this by 

examining the use of dark patterns and their effects on 

consumer’s intentions by employing priming and 

status quo theory.   

In this paper, we undertook an online experiment 

on 121 people. We prepared five unexplored 

categories of dark patterns identified in Mathur et al. 

[13], creating two scenarios for each. Our results show 

that the main effects hold and provide ample evidence 

on the actual effects of DDNs on consumers’ shopping 

experiences and intentions. Based on our evidence, we 

validate with greater confidence the original 

proposition seen in prior work and attempt to provide 

a theoretical proposition of the underlying processes 

that are manifesting in consumers when confronted 

with dark patters within online commerce.  

The remainder of this paper is structured in the 

following way. First, a theoretical proposition of the 

use of dark patterns in online commerce is proposed 

and how these represent a departed digital nudge 

(DDN) from the status quo expectations of consumers. 

Next, the methodological approach is presented before 

analytical results are explored. Lastly, a discussion is 

made. 

2. Literature review

2.1. Digital nudges and dark patterns 

Following the first conceptualization of a digital nudge 

in 2016 [4], digital nudging has been explored in 

numerous empirical papers in various settings [19–24]. 

Defined as “the use of user-interface design elements 

to guide people’s behavior in digital choice 

environments” [4], digital nudging follows the same 

principles as nudge theory. One of these, opt-out as 

opposed to opt-in, means choice architecture is 

designed to automatically opt people into a decision 

based on the predicted rational choice that benefits that 

person [1,25]. Within e-commerce, digital nudging 

was first explored through the lens of numeric and 

semantic priming [19]. This research found that such 

priming was effective in an auction-type scenario but 

ineffective for fixed-price selling. The results of this 

study show a glimpse of the potential effects digital 

nudging can have on consumers and their willingness 

to pay based on choice architecture design 

manipulation. 

Dennis et al. [19] demonstrated that digital 

nudging could be very effective when executed well. 

However, such efficacy has also led to ethical 

concerns and manipulating such knowledge for 

perverse incentives. Despite work on providing ethical 

guidance on the use of digital nudges by Lembcke et 

al. [11], Meske and Amojo [10], Renaud and 

Zimmermann [9], and Fansher et al. [15], evidence 

continues to show the unethical use of choice 

architecture design is being used [13]. Known as a 

dark pattern within the UX field, evidence of their 

existence and effects on people are slowly simmering 

to the surface within academia. For instance, Nouwens 

et al. [17] identified consent pop-ups that used dark 

patterns and found that user’s intentions did not match 

their ideal privacy settings when shown their 

decisions. Furthermore, Di Geronimo et al. [16] found 

that dark patterns in mobile applications were so 

common that participants in the experiments could not 

detect them. Lastly, Bhoot et al. [6] found a positive 

correlation between the frequency of occurrence of a 

dark pattern with a participant’s trustworthiness and 

level of frustration.  

The study of dark patterns in e-commerce has 

been made under different lenses. For example, Moser 

et al. [26] analyzed leading e-commerce websites and 

found dark patterns that induce impulse buying. 

Similarly, Mathur et al. [13] investigated the 

prominence of dark patterns in e-commerce, finding 

that 11% of e-commerce websites used some form of 

dark pattern out of a sample of 11k websites.  

In this study, we adopt five different dark patterns 

for analysis within this paper. Specifically, these 

included: sneak in the basket, hidden subscription, 

urgency, confirmshaming, and hard to cancel. Next, 

we will present each definition of a dark pattern 

adapted from Mathur et al. [13].  
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Sneak in the basket is where sellers add 

products/services into a user’s shopping cart without 

their prior consent or knowledge. These are often 

promoted as ‘bonus’ and /or ‘necessary’ products. 

Hidden subscription is when the user is charged a 

recurring fee after they are led to believe a one-off 

charge or free trial was being provided. This is usually 

seen within service products where addons are 

common.  

Urgency is a signal that allows the user to know a 

deadline for the sale or potential purchase of an item. 

This usually makes discounts and offers more 

desirable. However, evidence has shown that these are 

usually not used honestly and are repeated regularly on 

different days [13].  

Confirmshaming was first coined on 

darkpatterns.org [12] and uses emotive language to 

steer consumers into a particular choice. These are 

usually shown after the consumer has decided to 

cancel or not proceed with a purchase. Alternatively, 

they appear when an action, such as providing an 

email, is not made. At this point, a pop-up box will 

show the consumer a message that consists of 

shameful traits such as not being rich. For instance, 

confirmshaming uses sarcasm to make the person 

think about their current financial situation 

shamefully: “No thanks, I am already rich and do not 

need this offer.” 

Hard to cancel is a dark pattern that makes a 

particular action harder than it should be. This has the 

goal of dissuading users from taking any action against 

the will of the seller. These tactics usually make it easy 

for users to sign up for a subscription or membership 

while making it hard to cancel afterward. Furthermore, 

information is usually hidden at the sign-up stage on 

how you have to cancel after signing up.  

The first attempts to analyze consumers’ 

perceptions of dark patterns in e-commerce were 

investigated by Costello et al. [18] and Bhoot et al. [6]. 

Both studies showed the detrimental effects of a dark 

pattern by reducing purchasing and recommendation 

intention [18] and increasing distrust and frustration in 

the shopping experience [6]. Despite the merits of 

these papers, their sample size was small, and they 

only tested one type of dark pattern within their work. 

In this paper, we first attempt to explore the economic 

intentions of consumers when confronted with a dark 

pattern within e-commerce. The following section 

defines our proposition as well as explores its 

theoretical basis within the context of e-commerce.  

2.2. Digital dark nudge 

In this section, drawing from research into priming and 

status quo bias theory, we postulate a theoretical 

framework to understand consumers’ perceptions and 

economic intentions when faced with a digital nudge 

and their unethical counterpart, referred to here as a 

digital dark nudge (DDN). As a digital nudge observes 

the same ethical rules first proposed in nudge theory 

[1,25], any e-commerce that adheres to these ethical 

principles is a digital nudge in the plain sense [4]. 

However, when similar design features are used in the 

choice architecture for nefarious purposes, the process 

departs from what can be defined as a digital nudge 

and thus becomes a DDN.  

A DDN is not a digital nudge. By its very 

definition, a digital nudge cannot be unethical [1], and 

hence a DDN can only be viewed as a nefarious clone. 

It is neither just a dark pattern. Dark patterns are the 

specific UI design features used, whereby much 

research has produced good taxonomies [13,27]. 

Within e-commerce and following early attempts by 

Costello et al. [18] and Bhoot et al. [6], we define a 

DDN as the overall process that starts with a primed 

perceived benefit and then departs from a digital 

nudge when a dark pattern is applied to the choice 

architecture at a later payment stage. A DDN is then 

the conscious decision of the consumer to depart from 

the payment process (revert to the status quo) as the 

initially perceived benefits are no longer maintained to 

consumers in the later process when opt-in dark 

patterns are embedded.  

In this paper, we propose that within the realm of 

e-commerce, researchers move to a more holistic

approach in which the analysis starts with priming and

moves through the UI field’s dark patterns before

reaching the effects on consumer’s decision-making.

Such attempts require a theoretical foundation that can

effectively understand the response to dark pattern

stimuli. This is where priming and status quo bias is

utilized (see Figure 1).

2.2.1. Priming 

As first presented in the setting of e-commerce by 

Dennis et al. [19], numeric and semantic priming are 

considered stimuli used to influence specific cognition 

or behavior from a person [28]. Further, as this study 

is limited to an online setting, we adopt the definition 

of concurrent priming. In other words, the priming 

takes place on the same screen of the shopping 

experience itself [19] rather than in a prior setting. The 

initial process starts with a perceived benefit when it 

comes to a digital dark nudge (using dark patterns). 

The perceived benefit is cognitively primmed into the 

consumer and preludes the focal purpose of online 

selling a product/service [28,29].  People will be 

unconscious “fished” into following this perceived 

benefit (e.g., a perceived discount) before the DDN 
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starts to begin later in the payment process; thus, we 

present the following proposition: 

Axiom 1: For both a digital nudge and a digital dark 

nudge, a perceived benefit will be presented through 

priming in the initial stage of the process.  

Figure 1. A theoretical model of a DDN 

2.2.2. Status quo bias 

As consumers progress through the shopping 

process, they continuously update their perceptions of 

the overall process and act accordingly. Research has 

shown that at any point, if someone feels that a risky 

decision is present, they are more likely to stick to the 

status quo [30]. Such decision-making in individuals 

has consistently been shown whereby disadvantages 

of leaving an offer loom larger than advantages 

presented, leading to a status quo bias [31]). For 

instance, research has shown that the SQB exists even 

in decision contexts in which the status quo option is 

unambiguously less attractive than the alternatives 

[32] or whereby inertia of the alternative is salient in

the decision process [33]. SQB is so consistent that

research into the neural underpinning has now been

identified in regions of the brain [34].

In the case of a DDN, if a consumer is given a 

choice whereby they have automatically been opted 

into a purchase decision they did not priorly want or 

agree to, then the seeming advantages that were 

initially presented no longer hold. When the perceived 

benefit becomes distorted or unwanted by the 

consumer, people will bias the original benefit (i.e., 

status quo). Suppose we revert to the example 

provided in the introduction. At the point the consumer 

sees an extra charge they were unaware of, in that case, 

a status quo bias will become more salient. Reasons 

for this are when the consumer must change the default 

(opt-in) seat selection, making the consumer uneasy, it 

leads to a potentially negative emotional response 

about the process. Furthermore, research has 

consistently shown that a negative shopping 

experience that induces a negative feeling will lead to 

less likelihood of the consumer recommending this 

product/service [35]. Therefore, we hypothesize: 

H1a: Consumers will be more risk-averse when 

confronted with a digital dark nudge and will not 

proceed with a purchase. 

H1b. Consumers confronted with a digital dark 

nudge will show a lower intention to recommend using 

the website to friends and family. 

2.2. Emotional states and impulsiveness 

The connection between emotion and behavior 

has a long history in consumer behavior research. 

Extant literature tells us that positive moods appear to 

show a greater likelihood that behaviors with more 

positive associations will be acted upon [36]. 

Furthermore, the link between emotion and impulse 

buying behavior has also been found [37]. For 

example, in a field study, it was found that positive 

emotions affected ones’ shopping enjoyment and 

increased the urge to buy impulsively. On the other 

hand, the authors found evidence that a negative 

emotion did not influence consumers’ impulse buying 

urges [38]. Similar findings have been found within 

online shopping too. Results based on website design 

showed that emotional cues could positively influence 

the likelihood and magnitude of impulse buying. In 

other words, impulse buying can be maximized when 

positive affective reactions alongside positive 

cognitive reactions are simultaneously maximized on 

a website design [39].  

Concerning this study and as previously 

hypothesized, we believe that the experience of a DDN 

will have a negative impact on consumers. As seen in 

this prior literature, if a negative experience is 

provided, it will lead to negative emotions and reduce 

the likelihood of impulsive buying [18]. Thus, if a 

person demonstrates a more impulsive attitude and 

enjoys a positive affective experience in online 

shopping, we can predict that they will be more open 

to acting upon the impulse to proceed with a purchase. 

Therefore, within our model, the consumer’s emotion 

can be seen as manipulating one’s affective state, 

leading to the moderation of impulsiveness on the final 

purchase intention and recommendation intention. 

Thus, we hypothesize the following: 
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H2a. Consumers confronted with a digital dark 

nudge will have negative emotions after experiencing 

one.  

H2b. Impulsiveness will moderate the effect of 

digital nudges on purchase and recommendation 

intention.  

3. Methodology

Participants (N = 120; collected on Prolific.co;

mean age = 30; 56% women) were randomly assigned 

to one of two between-subjects conditions: the DDN 

condition versus a typical shopping experience. The 

participant’s pool was selected among the relatively 

young consumers from Prolific since they are more 

likely to have an online shopping experience than 

those older consumers. 

Five dark patterns were used for analyzing the 

DDN hypotheses (refer to section 2.1.). Two 

hypothetical shopping scenarios were then created for 

each, making a total of ten scenarios for participants to 

see. The scenarios were selected to gender-neutral 

items, and that was not too cheap nor too expensive. 

These included: electronics, airplane tickets, brain 

game applications, music and movie subscription, and 

unisex sunglasses.  These five types of DDN will 

represent the most significant number of actual 

instances on the websites. Some of those represented 

cognitive biases (i.e., sunk cost fallacy, scarcity bias, 

framing effect, or none) [13].  

In the DDN condition, participants were provided 

with a budget in mind (ranging from $25 to $ 700) and 

told that they had found the right website for the 

product/service they wanted. Next, they were put 

through 1/2 slides of context, whereby a page break 

and action were placed to create the online experience 

of pressing a button to continue to the next page. 

Words such as ‘Proceed” or “Buy now” were placed 

between stimuli to create a more realistic scenario. The 

final page always provided the final checkout page and 

did not have an action to do as the participants would 

answer questions based on their intentions and 

experience of this website up till this point. 

Following [18], we adopted and adapted a similar 

line of questioning and employed one-way ANOVA 

for measuring stand-alone questions about the two 

dependent variables and emotion: purchase intention: 

How likely would you proceed with this purchase? 

(measured on a 9-Likert scale; 1 = very unlikely, 9 = 

highly likely); recommendation intention: How likely 

would you recommend the use of this website to friends 

and family? (measured on a 9-Likert scale; 1 = very 

unlikely, 9 = highly likely). Next, the participants were 

presented with an adapted version of the SAM test [34] 

which examined their valence and arousal after 

experiencing the online website (1 = low levels, 5 = no 

valence/arousal, 9 = high levels).   

The typical shopping experience condition 

included the same protocol seen within the DDN 

condition. However, all the DDN manipulations were 

removed (see Figure 2 for an example comparison). 

The same budget and scenario were provided as seen 

in the DDN. Furthermore, the order of the questions 

asked remained the same. Both conditions were 

randomized within each condition to remove any 

potential learning of a particular category.   

Lastly, before collecting demographic data, we 

measured our moderator’s extent of each participant’s 

impulsiveness. Specifically, we used the Barrat 

(a) A dark pattern (b) Typical Shopping Experience

Figure 2. A comparison between (a) a DDN and (b) a typical shopping experience 
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Impulsive Scale [41], whereby participants were 

presented with 30 items seen in the original test. 

Participants were asked on a four-point scale 

(Rarely/never; Occasionally; Often; Almost 

Always/Always). The rationale for the moderator is as 

follows: if a consumer likes the experience of the 

digital platform and feels the deal is good, within their 

interest to buy, and has no underlying tricks, they will 

most likely consider going through with the 

transaction. If a consumer is also more impulsive, this 

intention will be much higher. Conversely, if the 

consumer doubts about the offer or service being 

provided, this will likely hinder any impulsive 

temptations and help remove any irrational decisions. 

Thus, consumers with online experience will show 

less impulsiveness when they experience the DDN 

condition. 

4. Results

We performed the analyses based on the average 

of all five categories. Our central hypotheses 1a and 1b 

stated that consumers would be less likely to show 

purchase intentions and recommendations to others in 

the DDN conditions than those in the typical shopping 

experience. Therefore, we conducted one-way 

ANOVA (Analysis of Variance) on purchase 

intentions and recommendations to others (i.e., our 

main dependent variables).  

In average, the main effects revealed significant 

differences between two conditions on two separate 

dependent variables. Participants reported lower 

scores on purchase intention for the DDN (M = 5.18) 

than for the typical shopping experience (M = 5.85, 

F(1, 119) = 8.423, p = .004). They also reported lower 

scores on recommending to others for the DDN (M = 

4.99) than for the typical shopping experience (M = 

5.66, F(1, 119) = 6.894, p = .010). Further, we found 

that participants reported lower scores on a valence 

measure (M = 5.24) for the DDN than for the typical 

shopping experience (M = 5.83, F(1, 119) = 10.521, p 

= .002). They also reported lower scores on a arousal 

measure (M = 4.45) for the DDN than for the typical 

shopping experience (M = 5.48, F(1, 119) = 8.895, p 

= .003).  

We also explored each digital nudging category. 

In the sneaking type, participants reported lower 

scores on purchase intention for the DDN (M = 4.94) 

than for the typical shopping experience (M = 6.20, 

F(1, 119) = 17.674, p = .000). They also reported lower 

scores on recommending to others for the DDN (M = 

4.71) than for the typical shopping experience (M = 

6.00, F(1, 119) = 15.813, p = .000). Further, we found 

that participants reported lower scores on a valence 

measure (M = 5.02) for the DDN than for the typical 

shopping experience (M = 6.23, F(1, 119) = 21.624, p 

= .000). They also reported lower scores on a arousal 

measure (M = 4.29) for the DDN than for the typical 

shopping experience (M = 5.41, F(1, 119) = 14.183, p 

= .000).  

In the hidden subscription type, participants 

reported lower scores on purchase intention for the 

DDN (M = 5.10) than for the typical shopping 

experience (M = 6.24, F(1, 119) = 15.824, p = .000). 

They also reported lower scores on recommending to 

others for the DDN (M = 5.00) than for the typical 

shopping experience (M = 5.91, F(1, 119) = 8.930, p 

= .003). Further, we found that participants reported 

lower scores on a valence measure (M = 5.03) for the 

DDN than for the typical shopping experience (M = 

6.05, F(1, 119) = 17.286, p = .000). They also reported 

marginally lower scores on a arousal measure (M = 

4.48) for the DDN than for the typical shopping 

experience (M = 5.08, F(1, 119) = 3.664, p = .058).  

In the urgency type, participants reported lower 

scores on purchase intention for the DDN (M = 5.22) 

than for the typical shopping experience (M = 6.08, 

F(1, 119) = 7.168, p = .000). They also reported lower 

scores on recommending to others for the DDN (M = 

5.08) than for the typical shopping experience (M = 

5.74, F(1, 119) = 4.523, p = .036). Further, we found 

that participants reported lower scores on a valence 

measure (M = 5.50) for the DDN than for the typical 

shopping experience (M = 6.01, F(1, 119) = 4.279, p 

= .041). However, they reported similar scores on a 

arousal measure (M = 4.99) for the DDN than for the 

typical shopping experience (M = 5.32, F(1, 119) = 

1.310, p = .255). 

Participants reported similar scores on all of the 

variables in the last two types (i.e., confirmshaming 

and hard-to-cancel type). In addition, there were no 

significant differences between the two nudging 

conditions on two dependent variables and SAM 

measures (p > .05).  

In addition, we regressed two digital nudging 

conditions on two dependent variables (i.e., purchase 

intention and recommendation to others), and their 

interactions, respectively. For the purchase intentions, 

although the analysis showed a significant main effect 

of nudging conditions (β = 0.703, t(117) = 3.012, p 

= .003), there were no significant main effect of 

impulsiveness as well their interactions (p > .05). Still, 

since impulsiveness is the continuous measure, we 

explored the interaction further using the Johnson-

Neyman floodlight technique (see Figure 3) [42]. This 

results revealed a positive and significant effect of 

nudging conditions on purchase intentions for degrees 

of impulsiveness (mean-centered) greater than –0.17 

but less than 0.56 (βJN = 2.97, SD = .28, p = 0.05). For 

the recommendation to others, although the analysis 
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showed a significant main effect of nudging conditions 

(β = 0.682, t(117) = 2.668, p = .009), there were no 

significant main effect of impulsiveness as well their 

interactions (p > .05). Similarly, we also explored the 

interaction further using the Johnson-Neyman 

floodlight technique [42]. This results revealed a 

positive and significant effect of nudging conditions 

on purchase intentions for degrees of impulsiveness 

(mean-centered) greater than –0.08 but less than 0.69 

(βJN = 23.35, SD = .28, p = 0.05). 

6. Discussion

This study has explored the concept of a digital

dark nudge (DDN) within e-commerce. A DDN is the 

study of dark patterns used within e-commerce 

website design to trick consumers into opting into 

purchases and subscriptions that they may not be fully 

aware. Thus,  this paper sought to extend and analyze 

the use of dark patterns in e-commerce [6,18] by 

providing a more holistic view through the theoretical 

lens of priming [19] and status quo bias theory [30]. 

Compared with much of the current research on dark 

patterns [6,16,17], a study of a DNN attempts to 

analyze consumers’ economic and emotional 

responses to them specifically. Furthermore, due to the 

known interactions between emotion and 

impulsiveness [37–39], the personality trait of 

impulsiveness as an interaction effect with the primary 

dependent variables was also explored.  

Five categories of DDNs were explored. Each was 

explored through two main dimensions: economic and 

emotion. From an economic standpoint, we found 

strong evidence of the resistance to the sneaking, 

hidden subscription, and urgency DDNs, allowing us 

to accept H1a and H1b for these categories. Our 

evidence showed that consumers did not perceive the 

original benefit to hold as the process continued, thus 

showing that they showed status quo bias towards the 

initial offer or no purchase. This finding was not found 

in confirmshaming and hard to cancel DDNs. We 

suggest this holds because opted-in items were easily 

calculated compared with the initial offer for sneaking 

and hidden subscriptions. For urgency, this effect is 

potentially holding as consumers did not like the time 

pressure, which was opted into after seeing the offer 

whereby no mention of scarcity was initiated. As 

confirmshaming and hard to cancel are not financially 

quantifiable, it is feasible to say that their effect did not 

hold. This is because e-commerce is a financial 

transaction, and thus semantic tricks may not directly 

influence economic decisions. In addition, we found 

that recommendations were significantly higher 

amongst participants that were not exposed to the 

DDN. This is consistent with research finding that 

positive experiences will lead to a recommendation 

[35].   

Our obtained results also allowed us to accept H2a 

based on the analysis of both consumer’s valance and 

arousal after experiencing each condition. Significant 

findings were found for the same three categories. 

Consistent with prior findings [36], including Bhoot et 

al. [6], who showed negative emotions were induced 

through frustration when participants were presented 

with a dark pattern. As seen for sneaking, hidden 

subscription, and urgency, reduced economic 

intentions were first displayed, followed by more 

negative emotions towards the process. Such notions 

have been corroborated in which negative feelings can 

result from maintaining the current state (i.e., not 

purchasing) under uncertainty [43]. Once again, the 

lack of financial risks presented with the 

confirmshaming and hard to cancel categories may 

have contributed to their insignificance. It is worth 

noting that it does not mean that these two categories 

do not have an effect. It may just be that the context 

was not effectively executed, or alternatively, their 

effects are more pronounced in other IS systems, such 

Figure 3. The moderating effect of impulsive personality 
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as security, where finances are not primarily 

necessary.  

Next, H2b was rejected. However, due to the 

nature of impulsiveness being a continuous variable, 

the Johnson-Neyman floodlight technique [42] was 

employed to find any moderating interaction when the 

data were mean-centered. This further analysis found 

some proclivities for the interaction effect of 

impulsiveness, suggesting that it is an area of interest 

that needs further analysis. 

In summary, this study provides some significant 

theoretical and practical contributions to digital 

nudging and ethics in UX design. Firstly, this paper is 

the first attempt to understand the use of unethical 

digital nudge-like choice architecture through the lens 

of priming and status quo bias theory. As many 

websites bid to gain consumers’ attention online, 

attention-grabbing tactics are more widely being used. 

Although most are in good faith, we propose that this 

is used as priming in the case of a DDN [19]. Once the 

consumer is primmed or “fished” from the online 

marketplace, the following stages can effectively 

begin for the DDN. Thus, we believe that the use of 

priming can effectively explain the first stage of a 

DDN.  

Next, we show that non-transparent, opt-in 

features that favor the seller’s profit motives can 

negatively impact consumers’ perceptions of that 

shopping process, leading to status quo bias. 

Therefore, this paper has shown early empirical 

evidence of the effects that DDNs are having in 

forcing consumers to revert to a status quo. Contrary 

to nudge theory that attempts to aid consumers in 

making a favorable rational decision based on an opt-

in criterion, DDNs’ opt-in features make consumers 

feel uneasy and thus push them to decide in favor of 

the status quo (i.e., no purchase). Such findings 

expand our knowledge of status quo bias theory within 

the realm of DDN and show how status quo bias can 

be an effective lens to view consumers’ decision-

making processes within the broader field of digital 

nudging. 

From a practical standpoint, our evidence 

suggests that the use of DDNs is not in the best interest 

of consumers, potentially in the long run, not in the 

sellers’ best interest. In the short term, they may be 

able to profit from myopic tendencies in all 

consumers. However, if persisted, they may lose the 

custom of those consumers and thus damage the 

brand’s reputation. Thus, practitioners should take 

seriously the ethical concerns put forward in previous 

digital nudging papers so that they can avoid any bad 

will with their consumers.  

7. Limitations and future research

To conclude this paper, we must address the 

limitations of this work and provide future research 

opportunities. Firstly, a significant limitation lies in 

only assessing five categories of dark patterns. Prior 

research has found over ten variations of dark patterns 

[13], and manipulating and empirically assessing these 

will be crucial in understanding their effects on 

consumers and thus validating the DDN concept put 

forward in this paper.  This is important because, as 

seen within this paper, the main effect was significant. 

However, when this analysis was broken into each 

category, we found that two categories were 

insignificant. This means that the manipulation of 

these DDNs was not correctly implemented or did not 

entirely affect the initially hypothesized consumers. 

Thus, it will be crucial for future work to analyze these 

further to help understand their actual effects.  Another 

limitation was in the results of the hypothesized 

moderating effect. As an interaction effect was not 

significant, this will need to be further elucidated in 

future studies with other potential moderators (e.g., an 

individual online experience of how much they 

frequently access to or spend time on online webpages 

or visual allocation clusters [44]). 

Furthermore, it leads to further questions about 

what might also be at play when consumers are 

confronted with a DDN. For example, could the 

potential habituation effect help uncover unknown 

possibilities that influence a DDN? The habituation 

effect in users’ reactions and interpretations of specific 

IS stimuli has previously been discovered [45]. Thus, 

it is not impossible to believe that a similar effect may 

be at play here.  
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