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Abstract 
Real-time access to information during a pandemic 

is crucial for mobilizing a response. A sentiment 
analysis of Twitter posts from the first 90 days of the 
COVID-19 pandemic was conducted. In particular, 2 
million English tweets were collected from users in the 
United States that contained the word ‘covid’ between 
January 1, 2020 and March 31, 2020. Sentiments were 
used to model the new case and death counts using data 
from this time. The results of linear regression and k-
nearest neighbors indicate that sentiments expressed on 
social media accurately predict both same-day and near 
future counts of both COVID-19 cases and deaths. 
Public health officials can use this knowledge to assist 
in responding to adverse public health events. 
Additionally, implications for future research and 
theorizing of social media’s impact on health behaviors 
are discussed.   

1. Introduction  

The Coronavirus Disease 2019 (COVID-19) has 
contributed to nearly 661,000 deaths in the United States 
(US) since February 2020. It is essential to have access 
to timely and accurate information for coordinating 
resources and making policy decisions during public 
health events, such as the COVID-19 pandemic. In the 
US, the National Notifiable Diseases Surveillance 
System monitors infectious diseases through integrating 
data from a network of health departments, laboratories, 
and hospitals across local, tribal, territorial, state, and 
federal agencies. While these reports are of high quality, 
the time to collect and verify this data can slow down 
the publication and use of these critical reports. Faced 
with the challenges of reporting COVID-19 related data, 

the CDC cites an urgent need to modernize its disease 
surveillance infrastructure to create access to real-time 
health data—“data that moves faster than disease” [1]. 

Coinciding with this need for real-time access to 
data are scholarly efforts to address this need through 
data on the internet. Analysis of social media content 
and user behavior has successfully been used during 
prior outbreaks to monitor both public sentiments and 
spread of diseases [2]. Indeed, Gunther Eysenbach in 
2006 used Google Search trends to predict influenza 
epidemics more accurately and timelier than relying on 
traditional methods of reporting [3]. He subsequently 
proposed the concept of infodemiology—the analysis of 
internet information and communication patterns during 
public health events to predict and inform public health 
professionals and policymakers [4, 5]. From analyzing 
trends in internet searches to the volume and sentiment 
of social media posts, scholars are actively developing 
procedures for generating real-time information on 
public health events that can be used for early detection, 
predicting spread, and informing responses [6]. 

Unsurprisingly, scholarly attention on 
infodemiology has flourished throughout the COVID-
19 pandemic, with researchers investigating various 
aspects of social media to predict cases and track 
sentiments associated with the disease. For example, 
Google searches for coronavirus correlated with case 
and death rates around the world [7]. An analysis of the 
volume of COVID-related tweets generated each day in 
Italy predicted the total number of deaths a month later 
[8]. Similarly, an analysis of the Sina Weibo platform, 
often seen as China’s equivalent to Twitter, found that 
the volume of COVID-19 related for posts positively 
correlated to the number of reported case rates in Wuhan 
[9]. 
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The present study contributes to this body of 
research by investigating the degree to which Twitter 
posts can be used to provide same-day (nowcasting) and 
predictive (forecasting) information on COVID-19 case 
rates and death rates in the US. The unsupervised 
algorithm vaderSentiment [10] was used to determine 
the sentiment of 2 million tweets containing the word 
‘covid’ from between January and March 2020. 
Additionally, each post’s meta-data, consisting of the 
number of likes, number of followers, whether the tweet 
sender was verified, and number of retweets, was also 
included in the analysis. A prediction model using tweet 
sentiment was explored to estimate COVID-19 case and 
death counts. The results of a regression analysis 
indicate that average tweet sentiment at the state level 
may be predictive of COVID-19 cases and deaths one 
and two days into the future. 

2. Literature Review 

Social media provides people a means to express 
and react to real-time opinions, thoughts, emotions, 
attitudes, and behaviors. Additionally, posts offer 
valuable meta-data that provide information like 
geographical location of the poster, reach of the poster 
(e.g., number of followers), credibility (e.g., verified 
user accounts), public response (e.g., number of likes 
and reposts). This allows researchers to localize and 
aggregate data to understand people’s reactions, 
awareness, outlooks, and beliefs concerning events. To 
public health professionals, sentiments expressed on 
social media provide valuable insights for 
understanding and responding to emergent public health 
needs [11]. For example, studies have found significant 
relationships between the volume of disease-relevant 
posts and case counts for influenza [12], the zika 
outbreak [13], and the avian flu [14]. 

Used by millions of citizens, politicians, and 
government institutions, Twitter is among the most used 
social media platforms used for sharing and acquiring 
information about global adverse events. This has been 
particularly true for the current COVID-19 pandemic 
[15]. Since Twitter data is available in real-time, it has 
the potential to overcome delays in reporting and offer 
immediate insight to public health officials and 
policymakers. As a result, scholars have turned to 
Twitter to investigate topics such as monitoring public 
perceptions and misunderstandings [16], early detection 
of outbreaks [17], and the spread of misinformation 
[18].  

Sentiment analysis is a common approach to 
analyzing Twitter posts. This approach applies natural 
language processing to classify text along a spectrum as 
having a negative, neutral, or positive connotation. 
While a post expressing enthusiasm for receiving a 

vaccine would likely have a positive connotation, a post 
expressing concern for a family member diagnosed with 
COVID-19 would fall more on the negative spectrum. 
At the aggregate level, sentiment analysis offers insight 
into Twitter user’s real-time and dynamic emotional 
state. This makes sentiment analysis of tweets a 
promising technique for forecasting, having been used 
to predict election outcomes [19], stock market 
movements [20], and physical activity levels [21]. 
Moreover, the accuracy of models predicting cases of 
the 2009 H1N1 outbreak was improved by including the 
sentiment of social media posts [22]. 

Applying sentiment analysis to Twitter can provide 
valuable information for combating outbreaks and 
pandemics [23]. Several studies have already applied 
sentiment analysis to Twitter posts during the COVID-
19 pandemic to compare sentiment across countries [24] 
and learn sentiment towards specific topics (e.g., 
wearing masks) [25]. While it has been proposed that 
sentiment analysis may be useful for predicting case and 
death counts for COVID-19 [11], little published 
research currently exists. 

Filling this gap in the literature, this study draws 
from 90 days of US-based Twitter posts to investigate 
the potential of sentiment analysis of posts to predict 
case and death counts of COVID-19.  

3. Research Design and Methodology  

3.1. Data Collection and Preprocessing 

Similar to previously used infodemiology methods 
[26], this study focuses on Twitter data and machine 
learning approaches to generate real-time and future 
insights into public health concerns. Twitter data was 
collected using a Python library called snscrape. This 
web scraper collects the tweet content and meta-data 
(e.g., date and time, user location, number of likes, 
number of followers, number of retweets, and whether 
the sender is verified) for publicly available Twitter 
posts. We collected over 10 million tweets from 
between 01-01-20 and 03-31-20 containing the word 
‘covid.’ Of this collection of tweets about 2 million were 
from users in the United States and in English, which 
were included for subsequent analysis.  

The Python library nltk was first used to remove 
stopwords from each Tweet. Stopwords are common 
words such as ‘the’ or ‘and’ that do not convey any 
particular connotation or emotion. These words were 
removed, along with any non-alpha characters, for the 
sentimental analysis. Since the prevalence of COVID-
19 differed by location, Twitter posts were also 
geocoded by the state of the Twitter user account. This 
allows us to investigate the impact of localized Twitter 
posts on the case and death counts in each US state. 
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COVID-19 case and death counts per day were 
acquired from the open-source repository maintained by 
the New York Times on GitHub [27]. This repository 
compiled outbreak data on a daily level from state and 
local governments, and multiple United States health 
departments. Historical data for cases and death counts 
were collected for the time period under investigation. 
In this study, we are interested in exploring the 
relationship between sentiments and both same-day and 
future case and death counts. 

3.2. Sentiment Analysis 

The sentiment analysis of tweets was conducted 
using the Python library vaderSentiment [10]. Public 
health researchers have successfully used this algorithm 
to investigate COVID-related sentiments expressed on 
Twitter [28]. The Valence Aware Dictionary for 
sEntiment Reasoning (VADER) is a lexicon and rule-
based model for general sentiment analysis of social 
media. VADER assigns each Tweet a score from -1 
(negative connotation) to 1 (positive connotation) with 
0 representing neutral. It works by assigning a sentiment 
value to text based on a lexicon of over 7,500 words, 
abbreviations, emoticons, and jargon (including slang 
like ‘sux’ and exaggerations like ‘uber’ and ‘friggin’) 
while also considering sentence structure, negation, and 
hedging to gauge the intensity of the emotion (e.g., good 
vs. very good). Despite these documented strengths, 
VADER is also limited in its ability to completely 
account for instances of sarcasm or multi-polarity, as is 
the case of many sentiment analysis approaches.  

The sentiment score, aggregated across users in 
different states, represents the emotional response to the 
pandemic of Twitter users in the US. Figures 1 and 2 
show a word cloud for the top 100 frequently used 
words in positive (>.5) and negative (<-.5) tweets. 

 

 
Figure 1. Word cloud of positive sentiment tweets 

 

 
Figure 2. Word cloud of negative sentiment tweets 
 

Finally, we are interested in exploring the 
relationship between sentiments of social media and 
both same-day and future case and death counts in the 
United States. The sentiment score allows for testing 
same-day relationships. To investigate if using current 
social media data can predict future cases and deaths, 
lagged sentiment variables were created that lagged the 
sentiment variable by one to five days. This allows us to 
explore the extent to which the average sentiment on one 
day can predict cases and death on the following five 
days. All the numeric variables (i.e., death count, case 
count, sentiment scores, lagged sentiment scores) were 
averaged after grouping by state and date to proxy a 
state’s reaction. Our analysis considers the entirety of 
this data from all 50 states on each day in a single model. 

3.3. Regression Analysis 

A regression analysis was conducted to investigate 
the relationships between social media sentiments and 
COVID-19 cases and deaths. Additional variables were 
considered in this analysis, using metadata from each 
tweet. These variables include the number of likes, 
number of followers, whether the sender is verified, and 
retweet count. To avoid overfitting the model, variable 
selection was considered through forward and backward 
selection of the variables presented in Table 1.  

Through comparing Bayesian information 
criterion (BIC) scores, forward and backward selection 
identified the most important variables to be sentiment 
score, time, and state. However, using the lagged data 
sets revealed the lagged versions of sentiment score 
were more important than the real-time sentiment score 
in predicting cases and deaths. This suggests that 
statements on Twitter might be predictive of future 
COVID-19 case and death rates. Based on the variable 
selection process, the subsequent regression analysis 
included the variables identified in Table 2. Of note, the 
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sentiment lagged by one day was the most important for 
predicting future cases, while the sentiment lagged by 
two days was most important for predicting future 
deaths. 

 
Table 1. Variables used for the selection 

procedure 

Variable Description 

Sentiment Score A score between -1 and 1 

Lagged 
Versions of 

Sentiment Score 

Five versions of sentiment score 
were created, each one lagged 

by an additional day 

Number of 
Likes 

How many likes the Tweet 
received 

Number of 
Followers 

How many followers the Tweet 
sender has 

Verified 
Whether the Tweet sender is 
verified on Twitter (i.e., blue 

check-mark) 

Retweet Count How many times a Tweet was 
retweeted 

Time The date expressed as a 
fractional year 

State Each observation is one of the 
fifty states 

 
Two regression methods were used to predict case 

and death counts: linear regression and K-Nearest 
Neighbors (KNN). Using cross-validation, test error 
estimates were approximated and compared. Cross-
validation is a method to evaluate the performance of 
models whereby the data is separated into two subsets: 
a training dataset and a test dataset. We used 5-fold 
cross-validation, meaning that the dataset was split up 
into 5 subsets and each one takes a turn being the test 
dataset, and then the test error estimates are averaged. 

Several transformations were applied and 
considered with linear regression. Polynomial versions 
of the time variable were experimented with since 

COVID-19 grew exponentially. However, when 
polynomial versions of time were included in models, 
R-squared only increased at most by 1.5%, which we 
deemed not a sufficient enough increase to warrant its 
inclusion. 

 
Table 2. Variables included in the regression 

analysis 

Predicting Cases with 
same-day data set 

Sentiment Score, Time, 
State 

Predicting Cases with 
lagged data set 

Lagged by one day 
Sentiment Score, Time, 

State 

Predicting Deaths with 
same-day data set 

Sentiment Score, Time, 
State 

Predicting Deaths with 
lagged data set 

Lagged by two days 
Sentiment Score, Time, 

State 

 
A mixture of two regularization techniques, 

LASSO [29] and Ridge Regression [30], was used to see 
which variables were most important and enhance 
prediction accuracy. When these two regularization 
techniques were applied on the regular and lagged data 
sets, they also identified and selected the same variables 
that were found to be important in the previous forward 
and backward selection procedures. When predicting 
cases or deaths, the coefficient on Sentiment Score was 
negative. This means that, on average, positive tweets 
about COVID-19 (e.g. “staying at home saves lives”), 
were associated with lower numbers of cases and deaths. 
In contrast, negative tweets, on average, about COVID-
19 (e.g., “This whole covid scare is a stupid hoax and is 
destroying this country!”) were associated with higher 
numbers of cases and deaths. 

With KNN, a grid of values was hypertuned to find 
the best number of neighbors on cross-validated data. A 
more flexible model such as KNN might be better for 
prediction because linear regression assumes a 
parametric form and that may be too strong of an 
assumption for this context. 

4. Results 

To predict cases and deaths as accurately as 
possible, multiple models were explored. These include 
linear regression, regularization of linear regression, and 
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KNN. Table 3 and Table 4 show the R-squared 
estimates of these models on the test data predicting 
cases and deaths using the same-day and lagged 
sentiment data, respectively. 

 
Table 3. R-squared test estimates for same day 

cases and deaths 
 

Linear 
Regression 

Regularization 
of Linear 

Regression 

KNN 

Same 
Day 
Cases 

0.3312 0.3285 0.9830 

Same 
Day 
Death 

0.2853 0.2854 0.9722 

 
Table 4. R-squared test estimates for lagged 

cases and deaths 
 

Linear 
Regression 

Regularization 
of Linear 

Regression 

KNN 

Lagged 
Cases 0.3780 0.3794 0.9648 

Lagged 
Death 0.3204 0.3260 0.9551 

 
The lagged versions of linear regression 

outperformed the real-time versions when comparing R-
squared. This suggests there may be a relationship 
between current social media sentiment and future cases 
and deaths. Overall, the best model was predicting 
same-day COVID-19 cases with KNN. With that model, 
98.3% of the variation of cases can be explained by its 
relationship with the predictors. Still, the remaining 
models were able to predict same-day or lagged cases 
and death rates at 95% or higher.  

Figure 3 shows a heatmap of the logs of the total 
deaths over the period of the study, and Figure 4 shows 
a heatmap of the logs of the total cases over the period 
of the study. Logs were used for these figures to offer 
better color separation between states. Figure 5 shows a 
heatmap of the average tweet sentiment over the study 
period. 

The high predictive accuracy of KNN is attributed 
to its capacity to better capture the complexities of this 
data compared to traditional linear regression modeling. 

Linear regression was most likely hindered by the strict 
assumption of linearity between the response and 
explanatory variables. These results suggest that the 
KNN model generated on the training data would 
perform similarly on a subsequent novel test dataset, and 
indeed better than a traditional linear regression model. 

 

 
Figure 3. Heatmap of log of the total deaths by 

state from 1/1/20 to 3/31/20 
 

 
Figure 4. Heatmap of log of the total cases by 

state from 1/1/20 to 3/31/20 
 

 
Figure 5. Heatmap of average tweet sentiment by 

state from 1/1/20 to 3/31/20 

5. Discussion 

We investigated the potential of Twitter data to 
predict COVID-19 cases and death cases in the US. We 
examined both same-day predictions and a lagged 
model that predicted counts two days into the future. 
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Our results indicated that the Twitter user’s collective 
mood as represented by the sentiments of posts offered 
a high degree of accuracy (above 95% for all models) in 
predicting cases and death counts, both for the same-day 
and several days into the future. Sentiments of social 
media posts offer valuable information to public health 
officials for nowcasting and forecasting during a 
pandemic.  

These results suggest that current social media 
sentiment can be used to identify the need for targeted 
information campaigns, creating or changing public 
health local and state policies, and overall targeting 
specific areas. Moreover, on days when official 
reporting can be slowed, such as weekends or holidays, 
social media sentiment can be used to predict cases and 
deaths and inform decision-making. 

While this study relied on data from the United 
States, the results may extend to other countries. This 
can be valuable for countries with less developed 
reporting infrastructure or those that experience delays 
in reporting final official numbers. For example, it can 
take Germany several days before final COVID-19 
cases are reported, and they are significantly 
underreported on the weekends [31]. Social media 
sentiment can be used to complement official numbers 
in these instances. 

While several studies have modeled case and death 
counts of COVID-19 with the volume of disease-related 
social media posts [11], this is among the first studies to 
do so focusing on sentiment of posts. Despite the diverse 
sentiments of individual posters, the collective 
sentiments expressed on social media is sometimes 
considered a proxy of the public mood towards a 
particular topic. Shifts in mood expressed on social 
media occur in real-time in response to new information, 
new experiences, and new events. Just as these shifts 
have been shown to predict real-world outcomes like 
financial market movements [20], they likewise have 
value in modeling public health outcomes [28]. In doing 
so, we add to the growing literature investigating the 
application of sentiment analysis for combatting 
pandemics and outbreaks. 

These results offer insights for future research. 
First, this analysis produced a single predictive model 
that can handle the variability of COVID-19 cases and 
deaths across all 50 states. Subsequent research should 
model sentiments at different levels of analysis, such as 
by state or by county. Furthermore, there is a need to 
investigate how the accuracy of these predictive models 
changes over time, which would require fitting many 
models over increasingly larger portions of the study 
period and would require model fits for each state. 

 This study primarily focused on the overall Twitter 
sentiments related to COVID-19. Future studies can 
investigate whether sentiment towards specific topics 

(e.g., mask-wearing, hand washing, CDC reports, etc.) 
has a greater influence on the accuracy of the model. To 
this end, combining topic modeling and sentiment 
analysis may provide more nuanced understandings of 
how social media sentiment might relate to case and 
death counts (e.g., does prevailing negative sentiment 
about mask-wearing predict increased case rate in a 
geographical area?).  

While social media sentiment has been used to 
predict a range of real-world outcomes, the theoretical 
underpinnings of these findings are less developed. This 
is particularly important when we consider that social 
media platforms are not a representative cross-section of 
the United States. That is to say, it is incorrect to assert 
that the tweet corpus in this study represents public 
sentiment. Compared to the general public, Twitter 
users are younger, more educated, more demographic, 
and wealthier [32]. Despite this limited segment of the 
population, the sentiments of this group are nonetheless 
sufficient to accurately predict COVID-19 cases and 
deaths. Future research may better theorize connections 
between public expressions of sentiment on social 
media and real-world health outcomes. A promising 
theoretical framework is the Integrated Behavior Model 
(IBM) [33]. This theory of behavioral prediction asserts 
that attitudes, perceived norms, and personal agency 
together influence intention to engage in specific health 
behaviors. Discussions on Twitter may both embody the 
attitudes held by the public concerning behaviors or 
health issues, beliefs about others’ behaviors and 
beliefs, and one’s own control over a public health 
event. Applying IBM to tweets has yielded insightful 
public health insights in areas such as determinants of 
health behaviors towards human papillomavirus 
vaccination [34]. Such an approach applied to infectious 
disease pandemics may be useful in developing 
interventions to encourage protective behaviors by 
addressing social norms, increasing positive attitudes 
towards protective behaviors, and improving individual 
perceived control over their actions. 

6. Conclusion and Limitations 

In this study, we modeled COVID-19 case and 
death counts using the sentiment of Twitter posts. Using 
automated sentiment analysis, we show that the public 
sentiment of Twitter users offers a strong predictor of 
both same-day and future case and death rates. As public 
health officials and policymakers seek data that moves 
faster than the disease, there is perhaps no source faster 
than the real-time sentiments of people expressed on 
social media. This can be particularly useful in the early 
stages of a pandemic when there is little information 
available to public health officials and when disease 
testing lacks widespread availability.  Furthermore, this 
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data could be used for target interventions to address 
misinformation and promote specific behaviors.  

This research expands the existing literature on the 
application of sentimental analysis on social media to 
assist in tracking and responding to outbreaks and 
pandemics [11, 23, 35]. Our findings also support 
previous research demonstrating that Twitter offers rich 
real-time information on opinions that can be used by 
public health authorities [22]. 

There are limitations to this research. First, the 
analysis includes Twitter posts from the first three 
months of the COVID-19 pandemic. While we show 
that sentiment is a useful predictor at the crucial 
beginning of a pandemic, the accuracy of the modeling 
may change as the pandemic persists. Second, the data 
was limited to English-language Twitter posts, which 
tend to represent a segment of the overall population. 
Expanding models to include a range of social media 
platforms and translating Tweets from different 
languages may increase the reliability and accuracy of 
these predictions. Third, the sentiment of tweets was 
geocoded to the state level. The application of these 
findings to smaller localized areas (e.g., region, county, 
or city) requires further study.  
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