
Trust Recipes for Enhancing the Intention to Adopt  
Conversational Agents for Disease Diagnosis: An fsQCA Approach 

Eduard Anton 
Osnabrück University 
eduard.anton@uos.de 

Thuy Duong Oesterreich 
Osnabrück University 
toesterreich@uos.de 

Christian Fitte 
Osnabrück University 
christian.fitte@uos.de 

Frank Teuteberg 
Osnabrück University 

frank.teuteberg@uos.de 

Abstract 
In this study, we examine the configurations of 

trust-enhancing factors that determine the intention to 
adopt conversational agents (CAs) for disease 
diagnosis. After identifying trust factors influencing the 
behavioral intent to adopt CAs based on the information 
systems acceptance research field, we assigned 201 
participants to use the mobile Ada application and 
surveyed them about their experience. Ada is a medical 
diagnostic CA that combines patients’ symptoms with 
their medical history and provides diagnostic 
suggestions. The collected data was analyzed using a 
fuzzy set qualitative comparative analysis to capture the 
causal complexity of trust. We identified several 
configurations of trust-enhancing factors affecting the 
intention to adopt the CA. In particular, our results 
show that the adoption intentions are strongly 
determined by trust factors associated with the 
performance dimension. Furthermore, we derived two 
propositions for the development of CAs for healthcare 
purposes and elaborated implications for research and 
practice.  

1. Introduction

Traditionally, medical diagnostic services require
interpersonal interactions [1] and are characterized by 
high information asymmetries [2]. While patients 
consult doctors in the expectation that medical disorders 
are relieved or cured, it is doctors who, as the center of 
medical knowledge, make diagnoses and prescribe 
appropriate therapies. Since patients are usually unable 
to assess the accuracy of diagnoses and effectiveness of 
treatments, trust in the attending physician is required 
[3]. However, trust in physicians and the healthcare 
sector has recently declined internationally because of 
misdiagnosis, medical errors or overtreatment due to 
economic reasons [4]. 

With the rise of artificial intelligence (AI) in 
healthcare, conversational agents (CAs) can provide 
detailed information from independent sources, 
reducing information asymmetries and empowering 

patients to verify doctors’ recommendations [5]. CAs 
are computer-based assistants which are able to interact 
with users in natural language [6]. Applied in medical 
diagnostics, the systems can utilize AI by analyzing vast 
amounts of different types of health data to provide 
individualized and contextual advice for patients [7]. 
CAs for disease diagnosis, such as Ada Health [8], are 
able to ask follow-up questions to narrow down 
symptoms and specify medical diagnoses [5]. This 
allows patients to self-diagnose without consulting a 
doctor, which can avoid long waiting times for a 
medical appointment or provide a cost-effective 
alternative, especially in countries where medical 
services are expensive [9]. The output of such CAs can 
be interpreted as complementary suggestions beyond 
medical diagnostics. However, since these medical 
recommendations generally cannot substitute for or be 
validated by a physician, the users’ confidence in them 
ultimately depends on the trust in the reliability of the 
underlying system and information [5]. The aim of this 
study is to address the factors that influence trust 
affecting the adoption of CAs like Ada Health for 
medical diagnosis. 

Previous research already highlighted the 
importance of trust for adopting CAs for disease 
diagnosis [5, 10, 11, 12] or other AI-based diagnostic 
systems [4] and medical assistance devices [13, 14]. 
However, the perspective on trust in these studies does 
not address the complexity of this relational 
phenomenon, especially in scenarios involving aspects 
of automation, which is difficult to explain by the effect 
of individual constructs [15, 16]. The distinctive feature 
of CAs is their ability to mimic humanlike nature 
through their natural conversational flow, which can 
encourage users to “treat computerized agents as social 
actors, and form social relationships that involve trust” 
[17:75]. Thus, trust in CAs represents a causal 
framework of different sociotechnical nuances of 
several dimensions [18]. Regression analyses often 
reach their limits when, especially in complex scenarios, 
multiple interaction effects must be considered in a 
single analysis. Then, nuances are usually missed as 

Proceedings of the 55th Hawaii International Conference on System Sciences | 2022

Page 3952
URI: https://hdl.handle.net/10125/79817
978-0-9981331-5-7
(CC BY-NC-ND 4.0)



variance in the observation of effects [19]. To cope with 
this complexity, we propose an alternative approach to 
previous quantitative methods [4, 10, 14] by leveraging 
configurational theory to examine the effects of trust-
enhancing factors on the adoption of CAs. Therefore, 
we pose the following research question (RQ): What 
configurations of trust-enhancing factors determine the 
intention to adopt AI-based conversational agents for 
disease diagnosis? 

In order to answer the RQ, we conducted an online 
survey with 201 participants and analyzed the data using 
a fuzzy set qualitative comparative analysis (fsQCA), a 
configurational approach comprising fuzzy set logic 
with Boolean algebra to examine causal pathways for 
explaining an outcome [20, 21]. Our results contribute 
to a better understanding of the complex trust-building 
process towards CAs for disease diagnosis by providing 
transparency into the inherent complex process that can 
follow different causal pathways.  

2. Theoretical background 

2.1. Conversational agents for disease diagnosis 

With increasing processing power and advances in 
natural language processing (NLP), conversational 
agents have become widespread as text- or speech-based 
interfaces in domain-specific or general purpose 
domains. They can capture user intent and provide static 
or dynamic responses based on rule-based or self-
learning capabilities [22]. CAs for disease diagnosis 
represent a domain-specific application and allow 
patients to self-diagnose by reporting symptoms and 
personal data to a CA engine that lead the user in one or 
several steps to a diagnosis [12]. The benefit is that it 
reduces the inhibition threshold for asking 
uncomfortable questions, facilitate the access to 
healthcare information and relieve physicians by 
reducing unnecessary appointments [23]. Self-learning 
CA engines utilize AI-related techniques such as 
machine learning algorithms and NLP to learn from 
structured and unstructured medical data, to draw 
conclusions from data patterns in order to calculate 
disease probabilities and to adjust the response paths to 
specific symptoms [24]. However, the use of diagnostic 
systems in healthcare is still considered risky, as the 
non-detection of illnesses or misinterpretations of 
symptoms can have dramatic consequences [4]. 
Therefore, current legal regulations in most countries of 
the Western Hemisphere do not allow medical 
diagnostics solely based on automated decisions [5]. 
Automated decisions are defined as “decisions by 
technological means without human involvement” [25]. 
To date, a doctor or medical professional must be 
involved to evaluate and contextualize algorithmic 

results [26]. While this is ensured for decision support 
systems developed to assist physicians (e.g., WFO) 
[26]), it is not for CAs providing diagnostic suggestions 
to patients as end-users. Therefore, users of such CAs 
are exposed to performance risks that can lead to distrust 
[12] and the rejection of such tools [9]. Trust in the CA 
and the underlying information is essential to reap the 
benefits for the individual and the healthcare system. 
CA research often focuses on anthropomorphic design 
features to mimic human-like aspects to increase 
trustworthiness [27] or examines trust in the context of 
technology acceptance models [11, 12]. However, there 
is a lack of configurational approaches that account for 
the causal complexity of trust in CAs.  

2.2. The causal complexity of trust in 
information systems research 

Trust is a social construct empowering individuals 
with a relational evaluation instrument to assess 
uncertainty and risk exposure in almost every type of 
interaction and transaction [28]. The perception of trust 
is subjective and its formation depends on the contextual 
condition, the nature of expectations and the object of 
dependence [29]. In addition, the construct includes a 
dynamic component which is reflected in the distinction 
between initial and continuous trust [30]. These 
contextual-dependent, dynamic and subjective 
components highlight the causal complexity of trust 
[29].  

Trust as an uni- or multidimensional construct is 
frequently studied in the information systems (IS) 
acceptance research. In this literature stream, the nature 
of trust is transferred from interpersonal interactions to 
study its effects on the adoption of technological 
artefacts [17, 29, 31]. The nomological validity of trust 
is commonly examined by theoretical frameworks such 
as the technology acceptance model (TAM) [17, 32] or 
the unified theory of acceptance and use of technology 
(UTAUT) [4]. In healthcare, such models are employed 
to explain the acceptance of AI-based artefacts such as 
CAs [10], medical assistance devices [13] or opthamalic 
AI devices [14] from different perspectives such as 
those of healthcare professionals [4] or patients [5].  

Research utilizing such structural models 
demonstrated the significance of trust by measuring its 
direct or indirect effect on the behavioral intention (BI) 
to use the artefact under investigation and emphasized 
the effects of antecedents on trust as a dependent 
variable [4, 5, 14]. IS acceptance research in healthcare 
generally examines the effects using variance-based 
structural equation modelling (SEM) to assess 
relationships between the measured variables and latent 
constructs [4, 14], or it focuses on qualitative 
methodologies [5, 13]. Previous quantitative approaches 
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assume symmetrical relationships between trust and 
other variables to explain the resulting net effects, as is 
the case with initial trust as an independent variable that 
has a positive effect on the dependent variable 
behavioral intent (BI) [4]. A symmetric relationship 
between those two variables suggests that the intention 
to adopt a particular artefact increases or decreases with 
the level of trust. This implies that the occurrence of the 
outcome presupposes the existence of a relationship 
between initial trust and BI (necessary and sufficient 
condition) [20]. However, since trust is fragile, it can 
easily be destroyed by unfulfilled subjective 
expectations. The causal complexity for gaining or 
losing trust rather suggests an asymmetric relationship 
that captures subjectivity and nuances of the social 
construct [13]. As we argue that different causal 
conditions can result in the same outcome, we follow a 
configurational approach to examine the holistic effects 
of trust-enhancing variables leading to intentions to 
adopt CAs for disease diagnosis by utilizing fsQCA 
[33]. To emphasize this approach within the context of 
the paper, we understand trust as the “willingness of 
users to provide confidential information, accept the 
recommendations, and follow the suggestions” [34:1]. 

3. Research model 

With the configurational tenet of this study, we 
consider the holistic effect of conditions affecting an 
outcome [35]. Hengstler et al. [13] revealed that trust in 
applied AI is built on conditions of three bases: purpose, 
process and performance. Purpose refers to the faith in 
the trustee's intentions to fulfil all obligations relating to 
the setting of an artefact [13, 15]. Thereby, the motives 
of the provider responsible for the artefact must be 
included [36]. The trust base process is nurtured by the 
comprehensibility and auditability of the used AI 
artefact and the supported process [13]. Performance 
represents the competence or ability of an artefact to 
achieve the user’s targeted goal [15]. The three 
dimensions are indicators for measuring trust in IS [16]. 
Our research model considers the formation of initial 
trust based on the mentioned trust bases. Initial trust is 
built after a first trial of an artefact [16]. It represents a 
subjective, relational tool to evaluate the intention to use 
a technology in the future. Thus, it is a construct for 
measuring the state before individuals intend to adopt a 
new technology [31]. Fan et al. [4] demonstrated that, 
from the perspective of healthcare professionals, initial 
trust has a positive influence on BI to use AI-based 
diagnostic systems. As in the study of Fan et al. [4], our 
research participants had no prior experience with AI-
based diagnostics and had to assess their trust in the 
technology before deciding to adopt it. Hence, we 
include the initial stage of trust to our research model by 

considering the dynamic components of the trust 
building and adoption process [16, 30].  

In order to answer our RQ, we utilize the three trust 
bases for applied AI and operationalize them with 
constructs from technology acceptance research. Thus, 
we contemplate initial trust as a configuration of various 
trust building constructs contributing to the respective 
trust base. As shown in Figure 1, we assigned the 
constructs to their respective dimensions by considering 
their trust building capacity reflecting the trustors’ 
perceptions of the trustees’ motives (purpose), the 
ability to achieve the trustors’ goals (performance) and 
the comprehensibility during usage (process) [15]. 

 

 
Figure 1. Research model 

 
In conventional medical settings, trust is generally 

determined by patients’ expectations with regard to the 
competence and the benevolence of the trustee [37]. 
Confidence in physicians is normally rooted in their 
license to practice and in the socially respected medical 
profession that adheres to integrity and values that puts 
the well-being of patients first. Thus, patient confidence 
in the abilities and the intentions of physicians is 
strengthened by previous experience with medical 
professionals and institutional characteristics [38]. The 
adoption of CAs for disease diagnosis requires a 
paradigm shift, as trust has to be placed in automated 
decisions [5]. The trustworthiness of AI-based artefacts 
is yet controversially discussed [30, 39]. While some 
authors consider it wrong to personalize AI, as a rather 
"faulty surgical instrument" [39] that cannot be held 
responsible and to which no morality can be ascribed, 
others are convinced that the human-like presentation of 
AI artefacts is essential to create trustworthiness and 
acceptance [30]. Regardless of how much agency is 
assigned to AI, a CA for disease diagnosis remains a 
technological artefact developed and operated by a 
provider. Prior acceptance research distinguished 
between trust in a provider and a technological agent by 
empirically demonstrating that trust in the provider can 
have a positive effect on trust in a technology and the 
intention to adopt it [5, 16, 31]. Trust in the provider is 
an institution-based form of trust incorporating the 
outcome of structural assurance and situational 
normality; hence, it comprises components similar to 
those important for building trust in a physician. Trust 
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in the provider is operationalized by users’ perception 
of the benevolence, the competence and the integrity of 
the provider [16].  

Purpose. To account for the “faith in intentions” 
[13:106] that characterizes the purpose dimension, we 
have included benevolence (BE) as part of institution-
based trust in this dimension. In addition, we consider 
aspects of structural assurance and situational normality 
addressing the context trustors are embedded in. The 
underlying idea is that trustors who have a positive 
perception about the present user scenario and the 
structural safeguards can build trust more easily [16, 
31]. Söllner et al. [16] found empirical evidence that 
multiple targets of trust relationships matter to 
understand the intentions for adopting a particular 
technology. Thus, the authors incorporated aspects of 
structural assurance and situational adoption in the 
construct “trust in the internet”. We adopt this approach 
and consider trust in AI (TAI) as a pendant in our 
context. We examine this construct with benevolence, 
integrity and competence separately for providing more 
explanatory power with regard to institution-based trust 
in the configurational approach.  

Disposition to trust (DIS): Trust as a social 
construct requires interpersonal ties based on former 
encounters, with each experience influencing the 
propensity to trust [32]. If trust in the provider could not 
be established previously, the disposition arises from the 
trusting stance and the general faith in humanity. Thus, 
especially in scenarios of initial trust, disposition to trust 
can have a direct effect on trusting beliefs as well as on 
BI [40]. Since our participants had no prior experience 
with CAs, our setting is suitable to consider the 
construct in our configurational approach [4]. 

Process. Effort expectancy (EE): The experience 
regarding the initial effort required to handle a new 
system is especially important for the BI to adopt a 
technology. EE, a construct of the UTAUT, is utilized 
to measure the ease of use of a system [41, 42]. Studies 
have shown that both EE [4, 5] and its TAM pendant 
perceived ease of use (PEOU) [16, 17, 43] are crucial 
for trust in IS. In the context of CAs, the understanding 
how to use the application enables users to faster and 
easier reach their desired goal of obtaining a diagnosis, 
which can lead to trust in the application [5]. The EE 
thus addresses the performance of a technology on a 
process level. Integrity (INT) as part of institution-based 
trust characterizes the confidence of users in the 
consistency of the provider’s services and their usability 
[15]. 

Performance. Performance expectancy (PE): 
Performance is a technological characteristic that 
defines the “competence of AI in completing tasks and 
finishing those tasks in a consistent and reliable 
manner” [30:51]. PE (or the related perceived 

usefulness (PU) of the TAM) is a determinant of BI in 
the original UTAUT [42]. However, Fan et al. [4] show 
that PE can act as an antecedent to initial trust in AI-
based diagnostic systems. Thus, we include PE as a 
determinant of initial trust in the performance base. The 
pendant of PE directed at the vendor is competence 
(COM) as part of institution-based trust. This construct 
questions the vendor's ability to assess symptoms and 
derive diagnoses from them. 

Perceived risk (PR) is neither part of the original 
TAM [44] nor the UTAUT [45]. Nevertheless, risks 
must be part of the causal trust recipe, since trust 
involves the willingness to take risks [46]. In the context 
of AI, privacy risks are of particular concern [5, 47], 
because technologies such as machine learning require 
a large amount of personal data to work effectively [30]. 
The perceived privacy risk can increase concerns about 
the performance and raise questions about its ability to 
achieve users’ goals [48].  

4. Research methodology  

Our study follows a multi-step research approach 
consisting of the three phases study design, data 
collection and data analysis. It is informed by the 
literature on configurational analysis [33, 49] as well as 
related IS research [35, 50, 51].  

4.1. Study design and sample 

Study design. The main purpose of this phase is to 
identify and explore factors that determine the intention 
to adopt CAs for disease diagnosis. Based on literature 
from the IS acceptance research field, we first developed 
a research model that incorporates constructs adopted 
from various validated measures of previous acceptance 
research (cf. Section 3). We employed a quantitative 
method and designed a formal questionnaire to validate 
the presented constructs. The items of the questionnaire 
were measured using a seven-point Likert scale, 
allowing answers from strongly disagree (1) to strongly 
agree (7). The participants were introduced to Ada and 
its technology before being requested to test the app 
prior to answering the questions by trying to find a 
diagnosis to a hypothetical or actual medical case 
related to themselves or another person. To ensure that 
all participants have tested the Ada app, we included a 
question directly at the beginning of the survey in which 
the participant has to explicitly confirm that he or she 
has downloaded and tested the app based on the 
hypothetical or actual medical case. The results of a pre-
test study with 11 participants were used to improve the 
questionnaire design. 

Data collection and sample. The empirical data for 
this study was collected via an online survey among 
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undergraduate students of a German university. 
Although students may represent a unique sample at the 
first sight, we consider them an appropriate target group 
in the specific setting of our research for several reasons. 
As young adults and regular Internet users, students 
constitute a relevant user group of the ADA app [5, 10]. 
Since the intended population for our study are potential 
users of ADA, students can be considered a major part 
of the population of interest according to 
recommendations in IS literature [52]. The online 
survey was incentivized by the opportunity to win a gift 
voucher. The survey link was sent to 301 students of an 
IS course and yielded in 218 responses, which 
corresponds to a response rate of 72.4% and thus 
exceeds the recommended threshold of 30% [53]. Since 
our primary aim is to examine the impact of trust-related 
factors on the intention to adopt CAs for disease 
diagnosis at an initial stage, apart from five incomplete 
responses, we also removed the twelve responses of 
those who claimed to already use Ada. In this process, 
we checked all responses which significantly deviate 
from the average duration to identify potential 
manipulating responses. In the subsequent step, the 
remaining 201 valid responses were statistically 
examined. A brief overview of the demographic data of 
the total sample is depicted in Table 1. 

 
Table 1. Descriptive statistics of the 

respondents (n = 201) 
Characteristic % Characteristic % 

Gender 
Male 61% Grad-

uate 
Level 

Bachelor 97% 

Female 39% Master 3% 

Age 

18-20 53% 

Major 

IS 26% 
21-25 44% Economics 73% 
26-30 2% Other 1% 30< 1% 

4.2. Data analysis 

Measurement and validation. For measuring the 
utilized constructs, we performed a confirmatory factor 
analysis (CFA). CFA enabled us to test the fit by which 
the data represents our pre-specified measurement 
model [54]. Using the Harman’s single-factor test, 
which considers the variance by the measurement 
method rather than the actually observable variables, we 
test for common method bias. A single factor is 
explaining 25% of the overall variance in our data which 
is less than the threshold of 50%, thus indicating no 
significant impact of common method bias [55]. We 
estimated internal consistency reliability by calculating 
Cronbach’s alpha (α) and the composite reliability (CR) 
for the observed variables. The estimates for our 
constructs exceed the recommended thresholds of 0.7 

[54]. In a next step, we checked the convergent validity 
by calculating the Average Variance Extracted (AVE). 
The estimates are ranging between 0.529 and 0.870 and 
are thus all above the cutoff value of 0.5 [54]. To 
confirm discriminant validity, we considered the 
Fornell-Larcker criterion which requires the square root 
of the AVE of each latent construct to be less than the 
absolute value of the correlations with another factor 
[56]. In addition, we calculated the heterotrait-monotrait 
(HTMT) ratio of correlations to confirm that our 
constructs differ from each other. We achieved values 
below the upper limit of 0.85 assuring discriminant 
validity [57]. To enhance comprehensibility and 
transparency, detailed results of the quantitative 
approach and analyses are given as supplementary 
material at https://bit.ly/3mQZaaN. 

fuzzy set qualitative comparative analysis. 
fsQCA is an appropriate method to combine quantitative 
variables and qualitative case-based practices to 
investigate complex causal phenomena [58], such as 
cause-effect relationships of trust building variables 
affecting users’ intention to adopt CAs for disease 
diagnosis [33]. The underlying fuzzy set logic suggests 
that the extent to which a certain set can belong to a 
given condition ranges in the interval between 0 and 1 
(degree of membership). We define membership 
associations to build causal combinations by using 
operators from set theory to form a causal blueprint for 
explaining an outcome [49]. The relationships between 
the outcome and the combination of variables can be 
necessary or sufficient for the studied outcome [49]. 
Conducting an fsQCA comprises the steps calibration 
and analysis of necessary and sufficient conditions. 

Calibration is the process of transforming our 
composite scores of the latent constructs into fuzzy set 
membership scores between 0 and 1. For this purpose, it 
is necessary to set three qualitative anchor points for the 
survey data known as full membership, crossover point 
and full non-membership [33]. We adopted the 
calibration strategies of Duarte and Picoto [59] by 
setting the anchor values to the 5th percentile for full 
non-membership, the median for the crossover point, 
and the 95th percentile for full membership.  

The analysis of necessary and sufficient conditions 
was conducted based on the calibrated data by using the 
fsQCA 3.0 software. In this context, necessity and 
sufficiency refer to a set-theoretical analysis of 
empirical cases in which, necessary conditions are 
observed as supersets and sufficient conditions as 
subsets of an outcome. For an independent variable to 
be considered a superset of an outcome, every empirical 
instance that has membership in the outcome must also 
have membership for the independent variable [33]. 
Since this state is empirically rarely reached for all 
cases, a consistency threshold of 0.9 is set to qualify an 
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independent variable as a necessary condition [60, 61]. 
An independent variable is a sufficient condition for an 
outcome if the outcome is a superset of the independent 
variable. In order to identify sufficient conditions for an 
outcome, we create a truth table, showing 2k causal 
combinations (k, for number of variables), that can 
potentially influence the outcome. To derive the 
configurational solutions, we used a frequency cutoff of 
≥ 3 empirical observations, considering our sample size, 
and a consistency cutoff above the recommended 
threshold of at least 0.75, at 0.85 [20, 21, 62]. 
Subsequently, we followed the threshold recommended 
by Schneider and Wagemann [58] for proportional 
reduction in inconsistency scores (PRI) higher than 0.65 
[63]. 

5. Analysis of necessary and sufficient 
conditions 

The analysis of necessary conditions based on the 
calibrated data yielded in the estimates depicted in Table 
2. 
 

Table 2. Analysis of necessary conditions 

Condition BI as outcome ~BI as outcome 
Cons. Cov. Cons. Cov. 

BE 
~BE 

0.744 
0.687 

0.570 
0.602 

0.635 
0.670 

0.604 
0.730 

TAI 
~TAI 

0.728 
0.585 

0.711 
0.580 

0.590 
0.714 

0.594 
0.730 

DIS 
~DIS 

0.680 
0.626 

0.675 
0.613 

0.616 
0.682 

0.630 
0.687 

EE 
~EE 

0.746 
0.544 

0.680 
0.581 

0.620 
0.660 

0.584 
0.728 

INT 
~INT 

0.798 
0.535 

0.775 
0.534 

0.548 
0.775 

0.549 
0.799 

PE 
~PE 

0.818 
0.491 

0.796 
0.489 

0.502 
0.797 

0.504 
0.818 

COM 
~COM 

0.774 
0.557 

0.784 
0.534 

0.529 
0.793 

0.552 
0.784 

PR 
~PR 

0.598 
0.694 

0.757 
0.559 

0.469 
0.814 

0.613 
0.676 

Legend: ~ = negation/absence of condition, Cons = 
consistency, Cov = coverage, BI =  behavioral intention, 
BE =  benevolence, COM = competence, INT = integrity, 
TAI = trust in AI, DIS = disposition to trust, EE = effort 
expectancy, PE = performance expectancy, 
PR = perceived privacy risk 

 
A consistency value above 0.9 implies a necessary 

condition for an outcome to occur [21]. In our analysis 
the outcome constitutes the presence of BI or the 
absence of BI (~BI). We could not find any necessary 
conditions. However, in particular PE for BI and the 
absence of PR (~PR) for ~BI as an outcome largely 

explain the emergence of the respective outcome with 
high consistency estimates over a large proportion of 
cases. Nevertheless, the existence of necessary 
conditions is not inevitably the reason for the intention 
to use the CA. Thus, we check our data for sufficient 
conditions. 

The results from the analysis of the sufficient 
conditions are shown in Table 3. We adopted the 
notation for presenting the results according to Ragin 
and Fiss [33]. Black circles “●” represent the presence 
and crossed-out circles “�” the absence of conditions. 
Conditions without a circle describe a “don’t care” 
condition, which characterizes those conditions whose 
presence or absence plays a subordinate role [21]. While 
big circles represent core conditions, small symbols 
iconize peripheral conditions [33]. 

 
Table 3. Analysis of sufficient conditions 

 BI 
configurations ~BI configurations 

a b a b c d 
Purpose dimension 

BE ● ● � �  ● 
TAI ●  � ● � � 
DIS  ●  � ● � 

Process dimension 
EE ● ●  � � ● 
INT ● ● � � �  

Performance dimension 

PE ● ● � � � � 

COM ● ● � � � � 
PR  � �  � � 

Cons 0.91 0.91 0.93 0.95 0.96 0.92 
RCov 0.43 0.32 0.43 0.3 0.33 0.29 
UCov 0.13 0.03 0.07 0.06 0.02 0.05 
SCons 0.90 0.91 
SCov 0.45 0.56 

Legend: ~ = absence of a condition, ● = presence of a 
condition, � = negation of a condition, big circle = core 
element, small circle = peripheral element, blank space = 
subordinate condition,  
BI = behavioral intention, BE =  benevolence, 
COM = competence, INT = integrity, TAI = trust in AI, 
DIS = disposition to trust, EE = effort expectancy, 
PE = performance expectancy, PR = perceived privacy 
risk  
Cons = consistency, Cov = coverage, RCov = raw 
coverage, UCov = unique coverage, SCons = overall 
solution consistency, SCov = overall solution coverage 

 
The overview in Table 3 comprises two 

configurational solutions with an overall consistency of 
0.903 for BI and four solutions with a value of 0.914 for 
~BI encompassing core and peripheral conditions. The 
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outcome-related total solution coverage is about 50%, 
which represents a considerable number of empirical 
cases. We have derived two solutions representing 
profiles with high CA adoption intentions (BIa, BIb) and 
four solutions (~BIa, ~BIb, ~BIc, ~BId) that have low 
adoption intention. The derived outcome-related 
solutions constitute neutral permutations within 
solutions demonstrating within-type equifinality [20]. 
This means that the solutions for BI and ~BI are grouped 
around a core condition which is manifested by the 
presence of PE for BI and the absence of COM for ~BI 
as an outcome. Furthermore, our identified solutions 
contain peripheral sufficient conditions. Peripheral 
conditions represent easy counterfactuals contained in 
an intermediate solution as an output of the utilized 
Quine-McCluskey algorithm [21]. Core conditions, by 
contrast, constitute easy and difficult counterfactuals of 
a parsimonious solution indicating a stronger causal link 
to an outcome [63].  

6. Main findings and propositions 

We summarize our main results in light of the 
employed fsQCA approach, which allows us to exploit 
the properties of asymmetry, conjunction, and 
equifinality to interpret our results [35].  

Configurations for enhancing the adoption of 
CAs for disease diagnosis. We identified the 
configurational solutions BIa and BIb as a conjunctural 
mix of factors from the purpose, process and 
performance dimensions that promote the adoption of 
CAs for disease diagnosis. Even though our results 
revealed several sufficient conditions for the outcome to 
occur, the causal link of PE within the acceptance 
recipes showed the strongest effect. PE constitutes a 
sufficient core condition and thus is particularly relevant 
for explaining BI. This is in line with the results of other 
studies that investigated the importance of performance 
aspects of AI-based diagnostic systems, as the risk of 
serious medical consequences when using faulty and 
inferior systems is perceived as high, particularly in the 
healthcare sector [4, 5]. In addition, both configurations 
are accompanied by peripheral sufficient conditions. 
The two configurations have certain similarities with the 
presence of BE, COM, INT and EE and differences in 
the remaining elements TAI, DIS, PR. These differences 
manifest themselves in the fact that in BIb the presence 
of DIS is associated with the absence of PR, while in 
BIa the adoption is peripherally influenced by the trust 
in AI. Therefore, the trust of BIa profiles originate from 
a good faith whereas BIb profiles rather seek the trust in 
structural certainty. This could be related to the fact, that 
many people are unaware of the possible invasion of 
their privacy or they trust technology despite the 
potential privacy risk [48].  

Proposition 1: The adoption of BI is not explained 
by single trust-enhancing factors but rather by 
configurations of several factors from the purpose, 
process and performance dimensions. PE is a sufficient 
core condition for the intention to adopt CAs for disease 
diagnosis. Users who intend to adopt such CAs expect, 
in particular, to obtain an increase in efficiency in the 
form of simple and fast diagnostics. 

Configurations explaining low adoption 
intentions toward CAs for disease diagnosis. The 
complexity and sensitivity of medical diagnostics render 
it difficult to build trust, even in the diagnoses of doctors 
[37]. For the profiles ~BIa, ~BIb, ~BIc, ~BId, a transfer 
of competence-based trust in the provider of diagnostic 
applications is not conceivable, especially in view of the 
high performance expectations [9]. This is evident by 
the absence of COM as a sufficient core condition in all 
these configurations. Previous work demonstrated that 
competence-based trust is mediating the PE of received 
knowledge [64]. Our results confirm this in context of 
CAs and show that it has the strongest causal effect to 
explain intentions not to adopt the technology. 
Therefore, the performance dimension is also crucial for 
low adoption intentions, but in this case the institutional 
level is addressed, i.e., the service provider, as opposed 
to high adoption intentions, where the essential 
competence must be demonstrated at the artefact level. 
However, as with the causality for the acceptance of 
CAs, low adoption intentions are caused by a 
conjunction of various absent and present conditions of 
factors that explain ~BI. Yet these other factors have a 
peripheral influence on the outcome. 

Proposition 2: There are more profiles that explain 
a low level of adoption intentions of CAs in disease 
diagnosis than a high level. All these configurations are 
strongly and sufficiently influenced by the absence of 
COM and represent neutral permutations around this 
core condition.  

7. Discussion 

There is a broad consensus in IS literature on the 
significance of trust for the intention to adopt CAs in 
healthcare [5, 10]. Our configurational approach 
reinforces this notion and emphasizes the conditions of 
trust-enhancing factors affecting the behavioral 
intention to adopt CAs for disease diagnosis. Driven by 
the COVID-19 pandemic in 2020, the need for indirect 
medical advice increased significantly. As our results 
enhance the understanding of users’ motives to adopt 
CAs and increase transparency of the inherent process 
of establishing initial trust in AI in healthcare, they are 
valuable for both research and practice. First, we 
showed that trust-building towards AI-based artefacts is 
a complex process that can follow different causal 
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pathways. Specifically, we demonstrated that a mix of 
trust-enhancing factors related to the dimensions 
purpose, performance and process can form a 
composite of different effects explaining BI and ~BI. 
This supports Lee and See [15] and Hengstler et al. [13], 
whose research emphasized these dimensions in the 
formation of trust in the context of automation and 
applied AI. We also revealed that the adoption of CAs, 
particularly in the initial stage, cannot be explained by a 
specific set of universal factors, but rather by 
configurations of factors that correspond to certain trust 
profiles indicating within-type equifinality. In doing so, 
we followed the call for further research, especially in 
the investigation of different conditions for the adoption 
of AI-based digital assistants [5, 65]. In addition, we 
demonstrated the usefulness of configurational 
approaches for such research questions. Aside from 
these implications, our study focuses on users testing 
Ada for the first time, so we consider the initial stage of 
the dynamic formation of trust. We contribute to the 
discussion on trust in AI [4, 30] by identifying specific 
performance aspects that are especially important in the 
initial phase of adoption. In addition, practitioners 
benefit from our findings. PE was identified as a core 
condition for the adoption of CAs. Although apps like 
Ada are already technologically sophisticated, further 
development is needed to make the technology more 
performant and reliable. Yet, this mainly depends on 
data availability and demands that policy makers create 
appropriate conditions allowing a safe use of medical 
data [26]. Furthermore, Meier et al. [6] emphasized the 
importance of the usability of CAs in context of 
requirements engineering. In line with this research, we 
found that effort expectancy together with institution-
based trust constitutes peripheral conditions for the BI 
to use the CA. Thus, a CA for medical diagnosis should 
be easy to use for potential user groups, e.g., by enabling 
a goal-oriented conversational flow and a domain-
specific understanding as well as creating a user-centred 
design and an information-focused user interface. Our 
configurations contribute to adapting the personality of 
a CA to the expectations of users, as addressed by Meier 
et al. [6] as an important requirement in CA engineering. 
To prevent rejection, providers of CAs should 
emphasize their competence in developing such 
technologies and possessing diagnostic expertise. 

8. Conclusion, limitations and directions 
for future research 

As every research, this study is subject to some 
limitations. Since our online survey was conducted 
among students of a German university, the findings are 
limited and do not include the perceptions and attitudes 
of other groups such as adult patients and elderly. Thus, 

our study sample may be biased with regard to age, 
education and digital literacy as well as geographic and 
cultural influences towards specific user types. Further 
research is necessary to extend the scope of this study to 
a broader data base and thus allow for a more 
comprehensive picture of trust configurations affecting 
the BI to adopt CAs. Another limitation concerns the 
research model derived from prior IS acceptance 
research. Despite the thorough literature review, we 
cannot guarantee that we have captured all relevant 
constructs and contributions. Furthermore, given the 
novelty of the topic, prior studies might be insufficient 
as a single data base for our research model. Instead, it 
might be worthwhile to complement the knowledge base 
by insights gained from primary data (e.g. qualitative 
interviews) to achieve a more comprehensive 
understanding of the topic. The third limitation refers to 
the employed analysis method. As emphasized by Ragin 
and Fiss [33], the explanatory power of fsQCA can be 
enhanced by complementary quantitative or qualitative 
methods. Thus, the results of our study should be 
complemented by and compared with findings based on 
the application of other statistical analyses such as 
structural equation modeling or qualitative case studies. 
Another limitation of this study is concerned with the 
absence of moderator variables in our research model. 
IS scholars have emphasized the need to include user 
conditions as an important antecedent of the intention to 
adopt CAs into the scope of future studies [5]. Future 
research should focus on moderating effects such as 
gender or the health status to provide a more granular 
and differentiated view on the BI to adopt CAs for 
medical diagnosis.  

Despite the indisputable potential of CAs in 
healthcare, their dissemination is still low [66]. We 
identified trust-enhancing factors that promote the 
understanding of the adoption process of CAs for 
disease diagnosis. Our configurational approach 
provides a detailed picture of users’ intentions by 
explaining how trust-enhancing factors related to the 
purpose, process and performance dimensions interact 
to yield the same outcome. Based on our findings, future 
research, marketing strategies and product designs 
could be adopted accordingly, thus promoting the 
dissemination of CAs for medical diagnosis. 
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