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Abstract

Online discussion of the ensuing pandemic
exemplifies the extent and complexity of information
required to understand human perception.  Social
media has proven to be a viable medium for identifying
actionable data and analyzing public perception. As
health sectors all over the world battled to obtain
accurate information regarding COVID-19, this
research focused on gauging public perceptions of the
vaccine. The public reception of the vaccine can be
determined by public perception. This study explores
how to use machine learning to understand human
perceptions in the context of the COVID-19 vaccine.
Natural Language Processing (NLP) was employed to
detect pro- and anti-vaccine tweets, while two machine
learning classification models were used to study the
patterns derived from the analysis. The study analyzed
people’s perceptions of the vaccine by presenting
the results from a geographic region, while learning
patterns that are likely to be associated with pro- or
anti-vaccine perceptions.

1. Introduction

Local and regional health departments are actively
developing public awareness strategies to encourage
people to get the long-awaited COVID-19 vaccine
[1] in places where vaccination rates might be low.
Although social media shows promise in terms of
better understanding human opinions and strategies for
targeting these campaigns to areas that need them most,
it is impossible for a human agent to analyze the pool
of data from this medium with high accuracy and speed
without the help of an automated system [2].

Previous works that used automated tools to identify
human opinions heavily relied on keyword filtering
approaches from within a particular discourse [3l]. As
such, social media platforms, especially Twitter, which
receive millions of data points per second from people
of diverse backgrounds, creating rich opportunities for
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researchers, have been explored to identify clues to
events. Each user on the platform contributes in the pool
by sharing ideas, concepts, and perceptions about all
aspects of life. These data in turn have been referred to
as actionable data due to the derivatives from the content
[4] such as concepts, business ideas, and disruption
events. It shows the thoughts of people from different
regions and different beliefs. In essence, these data
are of particular interest to crisis informatics researchers
especially when considering studies on trend analysis,
situational awareness, and user perception.

The COVID-19 pandemic took the world by storm
and disrupted the tech industry by way of a global
shutdown, moving more human interaction online.
Researchers and practitioners all over the world are
working with various data across social spaces like
Facebook, Twitter, and blogs to understand patterns
of activity for the teaming populace, especially with
regards to COVID-19 prevention measures such as
mask-wearing, social distancing, and the vaccine. The
long awaited vaccine was said to be ready in the fall of
2020 []. With this news, some citizens took to social
media to describe resistance to obtaining the vaccine.
Public health and community officials have worked
to distribute accurate information about vaccines, but
these efforts can be better targeted to areas where local
perceptions of the vaccine are known. The specific aim
of this research is to adopt a machine learning (ML)
approach to provide officials with information about
local perceptions of the COVID-19 vaccination. This
study explores ML as an automated tool to gauge local
perceptions in near real time from social media, and is
combined with common methods like subjectivity and
polarity in handling sentiments.

1.1. Research Questions

We utilize the following two research questions to
guide the design of the aforementioned automated tool:

* RQ1: How can an automated tool be used to
understand pro- and anti- COVID-19 vaccine
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perceptions?

* RQ2: How can the parameterized output from
perception analysis be used to train an ML
algorithm?

2. Background Literature

A major issue that the field of information
technology has grappled with is the influx of data
without meaningful extrapolations from the data [5].
Additionally, it is seemingly impossible for a human
agent to analyze millions of data points with high
accuracy in a timely fashion [6], as is the case with
social media data. The article We are Drowning in Data
by Charlie Warzel in 2019 is a good illustration of this
problem [7]. Making meaning out of data also entails
contextualizing, formatting, and cleaning the data [8].
This paper, therefore, addresses contextualizing as well
as extrapolating perceptions from a pool of Twitter data
to make meaning out of it. In the case of the COVID-19
vaccination, scarce resources can be channeled to local
areas that will make better use of them i.e., if we can
tell intuitively that the chances of citizens accepting a
vaccine are high, then local information campaigns may
expend less effort in these areas. Conversely, when
strong anti-vaccination perceptions persist, government
officials can partner with health institutions to persuade
a region to adopt COVID-19 preventive measures. The
insights from this research can also be extended to
contribute to other use cases. For example, analysts
may look for ways to make predictions or tell stories
in a visualized form with data about a particular
phenomenon, be it a pandemic, industry trends, or
simply experimenting with a decision support system.

2.1. COVID-19 Vaccination

Vaccinations are not new and have been around
for many years [9)], but the COVID-19 vaccination
was met with controversy due to rapid production and
misinformation shared online, raising safety concerns
[10]. People from around the world have given their
opinion on the subject matter via social platforms
due to the unprecedented escalation of the pandemic
and its effect on businesses, nations, and human
lives [11, 12]. From the year 2020, when the
outbreak hit on a large scale, medical professionals
started experimenting with different medical solutions
to douse the long term implications or impacts of the
virus [13]. The COVID-19 vaccination, a proposal
by major pharmaceutical industries in the US, was
acknowledged as the best solution to reduce the
virological effect of the virus [14]. We hence focused

our efforts on understanding the overall perception of
the COVID-19 vaccination to provide more actionable
data and help institutions and organizations prepare their
for resistance.

2.2. Social Media Data as Actionable Data

Social media data has been identified by researchers
as a relevant source of information for various domains,
from crisis management [15] to social behavior, and
more [[16} [17]. Actionable data, as the name suggests,
is data that contains important elements that can be
acted upon or information that gives extra insights
than conventional numeric data [18|]]. Nonetheless, a
major problem is transforming social media data into
actionable data that can be used by a major stakeholders
during an ongoing event [19]. To overcome this
obstacle, there are many different methodologies that
have evolved over time [20]. In fact, data processing
takes up different phases in data analysis - depending
on the nature of the data and the attributes thereof.
However, among all the different approaches, there are
some common practices that are more or less shared.
These common practices are generally applied during
the pre-processing stage of data analysis. These are:
Tokenization, case conversion, removing punctuation,
white spaces and lower-casing the text [21]. While
these steps are common in many domains, they are the
first step in transforming noisy social media data into
actionable information and data. Once social media
data has been effectively pre-processed and cleaned, it
offers an unparalleled benefit over other types of data,
i.e., the data can be used on an almost real-time basis
[22] 23]. After the data has been analyzed, its use
and practicality are beyond what other types of data
can offer [24]. Its use ranges from crisis management
[25] to examining social behavior during times of
unrest [26] as well as consumer behavior [27]. In this
vein, examining public perception towards vaccination
is not an exception [28]]. However, we believe this
unprecedented scenario can help us learn more about
public attitudes and understanding of vaccination.

2.3. Fundamentals of Human Perceptions

Identifying perceptions about a particular discourse
is often the most striking proof that some speculations
are gaining momentum and can either be true or false
[29]], and the major source is social platforms. The
derived evidence can be interpreted as either objective
or subjective, making social perception tilt towards
recognizing and using social cues from a sentence
to make decisions about social views, associations,
significance, or the attributes (e.g., trustworthiness) of
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a phenomenon (vaccine) [30]. A scholarly definition of
perception is the process by which individuals organize
and interpret their sensory impressions in order to
give meaning to their environment [31]]. According to
Faronbi et. al. [32]], there are some similitudes between
perceptions and attitudes. Whereas perceptions describe
the organization and interpretation of a certain external
stimulus through observations and word structure,
attitudes are more of demonstrative constructs and
behavioral - showing a clear distinction in terms of
describing favorable or unfavorable scenarios through
action. Our study considers text manipulation and
not the physical behavioral translations through body
movements and gesticulation. In this, observations are
the metadata of social perception, based on a three-way
interaction between people, circumstances, and attitudes
[33]. Basic human perceptions are rooted in heuristics
[34]. This informs the pattern of communication,
thereby providing deeper meaning for data. It
also involves the identification of words that have
deeper meaning than others, especially those related to
emotions. Nonetheless, for us researchers, identifying
and analyzing all the different social perceptions and
attitudes is not feasible without the use of natural
language processing or training a machine learning
model to understand patterns, and even then, this can
be a difficult task [35]. The English text will be divided
into parts called tokens where the individual words are
analyzed, combined, and scripted as either pro or anti a
phenomenon using natural language processing.

2.4. Natural Language Processing(NLP)

Building an intelligent system, as demonstrated in
this study, requires interpreting a language via its natural
means. NLP is a method of automatically manipulating
natural languages to inform a decision [36]. This
method relies on standard techniques for obtaining
meaning from text data. As mentioned earlier, these
techniques involve the process of data cleaning and
pre-processing. However, to truly obtain meaning via
a given text to inform a decision generally requires
machine learning application [37]. One common usage
of these NLP is in the detection of fake news and
with evident success in this domain [38]]. In addition,
NLP has also been used to detect possible signs of
radicalization within these social media platforms, and
even detect hate speech [39]. In conclusion, there are
a multitude of approaches to obtaining meaning from
text data through NLP techniques. Some of them are
more common and accessible, such as HateSonar, and
LIWC [40] while others provide a state-of-the-art [41]
approach. However, each one of these approaches has

their own limitations and constraints, and this is why
creating a custom-made approach can be beneficial.

2.5. The Role of ML in Understanding
Perceptions

Machine Learning has a long history, and modern
advancements have made it more ubiquitous than
ever, and it adopts the traditional style of learning.
Conventional learning, as defined in Psychology, is the
acquisition of knowledge through experience or study,
thereby populating the human brain with the desired
information [42]]. Machine learning, therefore, is partly
based on the model of brain cell interaction. The
origin can be dated back to the 1940s when Donald
Hebb published a book that presented his theories on
neuron excitement and communication between neurons
titled The Organization of Behavior [43]. In its early
days, ML showed how a computer could play and
outwit humans in the game of checkers [44]. This
was done using a Perceptron program designed by
Frank Rosenblatt in 1957 that combines the properties
of Hebb’s neuron functionalities with those of the
algorithm in the Checkers game [45]. These days,
those techniques are still useful and have proved very
fruitful. That is why, after traversing through all its
various phases, ML has gained momentum in many
fields, specifically in the IT world. Since those early
days, there have been many advances in the use of
ML to solve both basic and complex human problems.
One of such problems, that is related to the goal of
our paper, is that of deciphering human perceptions
of discourse. Substantial evidence has been shown to
encourage the use of ML techniques and mechanisms
to predict outcomes from social media. For example,
Starbird, et. al., featured a Support Vector Machine
(SVM) algorithm for identifying the likelihood that a
Twitter user was present during a mass disruption event
[46]. In addition, in 2015, Li et al. [47] carried
out such research using the Naive Bayes algorithm
in order to prioritize tweets based on some defined
classification criteria. These and other examples have
shown the potential of ML in solving more human
problems. Therefore, it is why our approach focuses on
using ML to label unlabelled tweets based on different
levels of objectivity and subjectivity, to then predict the
likelihood of someone taking the vaccine, as opposed to
its unlikelihood.

3. Methodology
This study addresses the two research questions

by the use of Natural Language Processing (NLP)
and machine learning classification methods. First,
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evaluating the audience reaction to the COVID-19
vaccine, and second, what criteria can be used to detect
vaccination-related perception. These two questions are
aimed to be addressed thanks to advances in the use of
NLP. Modern approaches in NLP allow for a greater
understanding of people’s opinions either to detect
attitudes, sentiments or personal opinion [48[]. Within
the context of our study, and our research questions,
we are only interested in English texts as our NLP
approach organizes tweets in relation to the language’s
interjecting(linking) words like - and, but, although,
etc. Additionally, given that some tweets can contain
spelling errors, our study puts a check on how spelling
errors would be corrected without human intervention.

3.1. Data Collection

Our primary data was sourced from Twitter using the
new Academic Twitter API which requires personalized
authentication and human verification to gain access.
The researchers focused on tweets that were captured
around the period that the COVID-19 vaccine topic
gained momentum in the public space - September
2020 to May 2021. The bounding box coordinates
of [-84.731712, 39.038386, -84.379807, 39.179046]
used for collecting the tweets was derived using an
online bounding box calculation program called bbox
finder that joins all geolocations within a selected
area as a point of interest - the tweets were curated
by concentrating only on a 24miles radius within the
Cincinnati region. The total number of the tweets
collected was 876.

3.2. Data Pipeline

Considering the nature of the study and the
deliverable expected, the authors divided the pipelining
architecture into four steps.

* Data Ingestion
* Data Transformation and processing
» Data Categorization

* Training a Machine Learning Model

3.2.1. Data Ingestion This involves spooling the
raw data from the collection funnel (Twitter) to our
program for processing and analysis. In this, the raw
data was converted to the UTF-8 Unicode type and
presented via the JSON format to the python’s pandas
package for easy manipulation.

Figure 1. Data pipeline architecture

3.2.2. Data Transformation As the study intends
to cycle through different perceptions within a single
tweet by splitting individual tweets into parts based
on linking (interjecting) words the data transformation
stage involves several stages. The initial stage in the data
transformation is text preprocessing on a minimal scale
- removing the RT keyword and some characters like ("
and ”)” that conflicts with the python program semantics
and ensure the least alteration of our text. With this in
place, the next stage ensured that the tweets are set for
proper differentiation via splitting. Giving the desired
result intended for the study, common words (stop
words) in the English dictionary that has no perception
connotations were removed as well to give room for
fast computation of tweet perception. Because name
of entities like cities and people contain no perception
but can give a clue to the entities by which a particular
attitude is directed towards, those that were discovered
in individual splits were named and stored separately
in a list for directionality and perception description.
However, these were removed from the tweet to give
an overall cleaner and accurate results. The second part
of text cleaning consists on the removal of punctuation
and special characters in the tweets. This is followed
by the spelling correction that makes sure all words
represented in individual tweets are captured with the
correct spelling. To do so, we employ the suggest
function within the Python’s pattern package which
contains a dictionary of known English words and also
identifies the relationship of the words in a text. Lastly,
with the help of a well-scripted max function, our study
was able to marry the words in a tweet by choosing
the tokens with the maximum probability based on the
suggestion made by the suggest function. Once we
conducted this transformation our dataset was ready for
data processing and analysis.

3.2.3. Data Categorization As per our RQ1, which
involves the evaluation of an audience’s reaction towards
tweets based on either a pro- or anti-vaccine perception.
Like the data transformation stage, this stage is
comprised of several steps in order to best decipher
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« Remove the word RT
« Split the sentences
based on interjecting
words and punctuations
+ Remove Stop words

Preprocessing phase 1

Feature Extraction phase 1
(NER)

case conversion
Remove symbols
remove i
remove URLs «—
remove white spaces
Correct spelling errors;

Text preprocessing 2

Figure 2. Data Transformation and Processing

the correct perception within the text. To do so, first
we tokenized our transformed data with with the NLTK
Python’s library. Afterward the TextBlob analyzer was
used to detect words that could suggest positive or
negative attitudes towards the COVID-19 vaccine based
on their polarity scores. In addition, this tool also
enhances the study by collectively detecting personal
opinion and facts based on word combinations and
information that stresses more/less emotions.

?

ption Analysis

| Label: Pro or Anti -vaccine I Categorization ! Label: subjective or objective T

split dataset into test & train data
Feature Selection

Train ML Model

Feature Preparation

(TF-IDF)

Performance
Evaluation

Figure 3. Data categorzation and ML

3.2.4. Training a Machine Learning Model This
stage utilizes the knowledge derived from the three
stages above to train the Naive Bayes and SVM machine
learning models, via the Python classification package
called scikit-learn. The data input was based on the
processed tweets from the transformation stage. This
gives a correct mapping as per the exact English words
that produce a particular derivative. The entire data
is split into training and testing data via the 80:20
rule with a random state that helps the data maintain
results even after splitting. These data are parsed for
tokenization, i.e., creating a dictionary of features while
transforming the data to feature vectors. To avoid
potential discrepancies in the storage of the feature

vectors, our program made use of the TfidfTransformer
function to compute the Inverse Document Frequency
used in preventing memory lag and also for the smooth
training and testing of our data. The accuracy of the
SVM in the analysis was 70% while that of the Naive
bayes was 65%. It shows that a hyperplane adoption of
the SVM is better than the probabilistic model of the
Naive Bayes in this regard. This accuracy could change
in the future if the training dataset is considerably larger.
The step-by-step demo of the process is in [Figure 3]
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Figure 4. SVM Complexity Influence (a)
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Figure 5. SVM Complexity Influence (b)

Due to a higher accuracy with the SVM algorithm,
additional test to measure the latency and prediction
error of the algorithm was conducted. For this to
be done, the testing and training data were further
converted from dataframe to a numpy array and fed into
a parameterized SVM, NuSVR, and Gradient Boosting
Regressor pipeline that contains the vectorization
function and another TfidfTransformer function. For
the data to fit well, the numpy array was reshaped
and the texts were transformed to numbers using label
encoder. The Figure 4-6 shows the complexity influence
of the SVM algorithm and how all references were
accommodated by the algorithm. The results are based
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Figure 6. SVM Complexity Influence (c)

on non zero coefficients, number of support vectors and
number trees(child) respectively. The SVM produced
a slight decline in latency, but a consistent prediction
error at the lowest point. The complexity of the model
continually increases with the predictive power (MSE or
Hamming loss) and the computational time in
and [Figure 6] Though the overall accuracy of the model
was 70%, the major factor for this rate was the amount
of data sent to the machine learning model.

4. Results

The result in shows an aggregation of the
perception in the tweets collected from September 2020

to May 2021 within the Cincinnati region having the
vaccine keyword. It shows that a greater percentage of
the people in Cincinnati are pro-vaccine. Additionally,
some of the tweets that were captured as neutral
correlates with the tweets that were marked as subjective
giving a clue that may lead to an inference. le., a
sentence that is not one-sided can be based on facts
and not human opinions. This is owing to the narrative
that human opinions are frequently based on a biased
perspective [49], but not all personal opinions are
one-sided [30] - the reason why all subjective tweets
were not reported as neutral.

Using a scatter plot to represent the relationship
between perception and subjectivity as demonstrated in
gives an abstract view of the non-aggregated
data. from the plot, we can see that less than 10% of
the data are based on facts. meaning that the majority
of tweets are personal opinions. Additionally, the plot
shows no particular digression in perception, though the
large volumes were tilted towards the right.

To understand this better, a time series analysis of
how the perception travels is demonstrated in
This shows that perception is more concentrated on the
positive axis as against the negative axis, confirming the

aggregation in Additionally, the time series

Subjectivity Analysis
W oviective Tweet

Personal opinion

300-

200-

Number of Tweets

100-

Anti-Vaccine Nedtral Pro-Vaccine

Type of Tweet

Figure 7. Perception VS Subjectivity Analysis

0.75-

Subjectivity Coefficient
o
o
3

0.25-

Type of Tweet

Objective Tweet

Personal opinion

10 05 00 05 10
Perception Coefficient
Figure 8. Non-aggregated scatter plot for the
Perception Analysis

as shown in accommodating the perception
index, demonstrates that there was scarcely a vaccine

perception from the early days of the discussion
(October 2020) about the vaccine. This could be due
to level of awareness about the vaccine at the time.
But from January through March, there were more
people talking about the vaccine and its impact, because
evidential proof from[Figure 9)shows that the perception
index kept increasing. This can be corroborated by
the KFF COVID-19 Vaccine Monitor showing the
percentage number of people that have been vaccinated
and the number of people that have okayed the vaccine.

Further consideration of the most popular words
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Perception Coefficient
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Tweet Date
Figure 9. Time series representation of the
perception index

in the collected tweets is presented as a word cloud
in From the screenshot, the majority of
the words captured are less of subjective information
i.e., showing less emotional connotation. Though, a
vast majority of the pro-vaccine tweets were marked as

personal opinion from the neutral points were
98% objective.

think
want nee@

pggple Tt

going vait
new

rig

don

getting vaccine

Figure 10. Word Cloud of popular mentions

5. Discussion

The two research questions were both addressed
using a methodical approach demonstrated in the
methodology section: evaluating an audience’s reaction
to the COVID-19 vaccine as well as the criteria that
reveal vaccination-related perceptions in tweets were
the critical areas. In deciphering perception in tweets,
a high percentage of the tweets from the Cincinnati
region results in a pro-vaccine stance rather than
the anti-vaccine stance. It was also discovered that

some attributes like personal opinions influence peoples
thoughts and perception. For example, the high level
of unanimity in the collected tweets can be attributed to
four different factors, which are: the situation on-site,
personal opinions about the subject, and an individual’s
perspective. These perspectives can be influenced by
internal beliefs and external environment.

5.1. Limitations

A number of reasons may have limited this research.
First, we considered data from the twitter platform alone
and the number of tweet locations we were able to
get was limited by the Twitter API geolocation. Our
sample only includes those who have their geolocation
feature active - this is only true for a small percentage
of the users. One possible option is to query the whole
Twitter archive as against using a particular geography.
Fetching the whole archive without limiting our search
to a particular point of interest would pose difficulties
and consume a significant amount of time, hardware
usage, and memory space.

Another limitation of this study is insufficient data
for training the machine learning model, and this was
due to the limitation posed by the amount of data
collected. Though our area of concentration is the
Cincinnati area which limits generalizability, to better
learn patterns across diverse viewpoints we would
require large dataset and multiple geolocations.

5.2. Future Work

Due to the limitations discussed in the previous
section, further research is needed to improve the
accuracy and reliability of Twitter geolocation, which is
an important component when collecting and analyzing
social media data and can be useful to researchers.
Furthermore, this research was limited to a single city.
A larger study spanning numerous locations is needed
to allow for better generalization.

Another aspect that was not addressed is the negating
factors prevalent in the English vocabulary, which might
be misunderstood by the machine, thereby exposing
the aggregated data to a slightly overlooked fraction of
errors. Also, though the analysis provided room for
separating entities from texts, the named entities did not
affect the analysis because they were extracted out to
give room for faster analysis. These named entities will
be valuable when addressing issues related to multiple
entity annotation within a given sentence, and we’re
excited about investigating this in future research. The
multiple steps in the data pipelining section can be
improved further with the BERT model to reduce the
time taken for classifying texts, making it possible to
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separately measure the efficacy of vaccines based on the
types.

6. Conclusion

This study looked at how social media can inform
regional health agencies in charge of the vaccination
about the public perception in their locality. The
tweets collected centers around the Cincinnati area, and
according to our result 46.1% of the tweets collected
were pro-vaccine while 14.8% were against the vaccine
and the others remaining neutral. A similar study by
Sejal Dua [52f], that adopted a kaggle dataset of all
COVID-19 Vaccine tweets, presents a result of 14.8%
negative tweets against 38.4% positive tweets; meaning
that our study is right on track considering the phased
approach that was demonstrated in the methodology
section for higher accuracy in data analysis. Further
analysis with the aggregated data provides us with ample
evidence that a greater percentage of these perceptions
were based on personal opinions while over 90% of the
neutral tweets were objective - in simpler terms, people
tend to be neutral when talking about facts than given
personal opinion.

Training an SVM algorithm was promising to be
able to avoid the rigorous steps involved in the NLP
process, though the results for training the model were
a product of the NLP. Overall, our model produced
an accuracy of 70%, but the promising factor is the
consistent degree to which the prediction error flattened
across the training and testing process - suggesting that
higher accuracy is guaranteed if more data was fed into
the system.

Thus according to our findings, categorizing tweets
based on either pro- or anti-vaccine can be valuable for
investigating the connections between the availability of
vaccines in a particular location and the efficacy of the
vaccine. In summary, with the available data curated
from September 2020 to May 2021, the study suggests
that people are keen on having a solution to the dreaded
coronavirus as opposed to a negative opinion towards
exercise.
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