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Abstract 
Electricity generated by wind turbines (WT) is a 

mainstay of the transition to renewable energy. In order 

to economically utilize WT is, operating and 

maintenance costs, which account for 25% of total 

electricity generation costs in onshore WT’s, are a focus 

of cost reduction activities. Implementing a data-driven 

prescriptive maintenance approach is one way to 

achieve this. So far, various approaches for prescriptive 

maintenance for onshore WT’s have been suggested. 

However, little research has addressed the practical 

implementation considering sociotechnical aspects. The 

aim of this paper is therefore to identify success factors 

for the successful implementation of such a maintenance 

strategy with clear and holistic guidance on how 

existing knowledge on prescriptive maintenance from 

science can be transferred to business practice. These 

recommendations are developed through case study 

research and classified in the four structural areas of 

Acatech’s Industry 4.0 Maturity Index: Resources, 

Information Systems, Organizational Structure and 

Culture. 

1. Introduction  

A current development in the German energy 

market is the transition to renewable energies. An 

analysis by the German Federal Environment Agency 

shows that energy generation in Germany from 

renewable energy sources not reached grid parity but 

also exceeded production from fossil fuels for the first 

time in 2020 [1]. Onshore wind turbines (WT’s) make 

up the majority share (41.7%) of generated energy [2]. 

Thus, onshore wind turbines are an important factor in 

securing green, environmentally friendly energy 

supplies for Germany. However, operators of WT’s 

observe increasing cost pressure [3]. This is chiefly a 

result of the expiration of the EEG (German renewable 

energy law) subsidies and age-induced increasing 

operating and maintenance costs (O&M costs) [4–6]. 

The annual O&M costs of a new turbine are estimated 

to be at 10 to 15% of the average total costs per kWh, 

this share increases to as much as 35% by the end of its 

service life [7]. Resulting from this, O&M costs 

determine about 25% of the total costs per kWh on 

average [7], resulting in great savings potentials of 

maintenance optimization measures with the ability to 

reduce the power generation costs of onshore WT’s. 

One such promising measure is the implementation 

of a prescriptive maintenance approach, based on a 

condition-based maintenance strategy. It is enabled by 

the advances that accompany the transition to Industry 

4.0 [8]. A condition-oriented maintenance strategy 

performs maintenance activities optimized for time and 

personnel utilization, influenced by the system and life 

cycle phase [8]. McKinsey & Company estimates that 

this enables a 5-15% increase in asset availability and a 

18-25% reduction in maintenance costs [9]. However, 

such optimization relies on detailed knowledge about 

the WTs condition. This poses challenges for small and 

medium sized enterprises (SMEs), as they often do not 

have the capacity for such an evaluation. While previous 

approaches primarily evaluate operating and structural 

data from the maintenance history, comments on the 

condition of the turbine are often neglected. These 

comments are often contained in non-standardized form 

in service reports and are documented by service 

technicians in free text fields. 

This is exactly the purpose of the research project 

“ReStroK”. Together with industrial and research 

partners, the Institute for Industrial Management, FIR is 

investigating the machine evaluation of both status data 
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and maintenance histories, which so far have been used 

primarily for documentation purposes. The focus is on 

the avoidance of breakdowns due to progressive wear 

and tear of individual components by timely 

maintenance of these components. 

So far, the research project has developed an 

ontology that allows to convert the information 

contained in free text fields into a usable form [10]. 

Using the ontology, existing maintenance and service 

reports are automatically evaluated for issues and 

potential future breakdowns. This can be utilized to 

trigger maintenance activities. It also enables the 

subsequent evaluation of conducted maintenance and 

service activities by scanning future reports for 

corresponding indicators for the success or failure of 

conducted activities. In addition, a function tree for 

onshore WT’s was developed and a measure catalogue 

with the corresponding maintenance measures was set 

up. This makes it possible to assign the corresponding 

cause and countermeasure directly to the error 

messages. Thus, ReStroK could contribute to the further 

development of a prescriptive maintenance approach for 

onshore WT’s. The question now arises as to how these 

scientific findings can be transferred into operational 

business practice. For a successful implementation, a 

holistic approach is essential that takes not only 

technical but also personnel, organizational and social 

factors into account [11]. Therefore, this paper aims at 

identifying the key sociotechnical success factors for the 

successful implementation of a prescriptive 

maintenance strategy for SME’s by original equipment 

manufacturers (OEM’s) and independent service 

providers (ISP’s). These factors are developed through 

case study research and classified in the four structural 

areas of Acatech's Industry 4.0 Maturity Index: 

Resources, Information Systems, Organizational 

Structure and Culture [12]. 

2. Theoretical background 

In this chapter, the technical background of 

prescriptive maintenance is discussed. In addition, the 

Industry 4.0 capability clusters on which the success 

factors are based are explained in more detail.  

2.1. Prescriptive maintenance 

In the context of Industry 4.0, a distinction is made 

between four different development stages. Stage 1 is 

about using visibility to understand what is happening 

and then, in stage 2, using transparency to understand 

why something is happening. Stage 3 comprises 

predictive capacity, i.e., the ability to predict what will 

happen. In the last stage, the knowledge gained from the 

previous stages is used to achieve adaptability and 

autonomous self-optimization through data analysis and 

digital connectivity [12]. According to Davenport, 

within these stages of development, there are several 

levels of competitive advantages that can be achieved 

through business intelligence and analytics (Figure 1). 

These are divided into the areas of Access & Reporting 

and Analytics with sub areas such as Ad hoc reports or 

Predictive modeling. The greatest competitive 

advantage can be achieved by using analytics to 

optimize business activities, such as maintenance [13]. 

Maintenance activities include upkeep, inspection, 

repair, and improvement [14]. These activities can be 

clustered in corrective (after fault occurrence) and 

preventive maintenance (prior to fault occurrence). 

Preventive maintenance approaches can be further 

differentiated. A sub-set are predictive maintenance 

approaches that aim to carry out maintenance activities 

derived from data analytics and evaluation of significant 

system parameters [14]. One extension of such a 

maintenance approach is prescriptive maintenance.  

 
Figure 1. Business intelligence and 

analytics (Source: own representation based 
on Davenport [13]) 

 

Whereas in a predictive maintenance approach only 

the condition of the object of maintenance is considered 

to determine the scope of maintenance activities based 

on a forecast, a prescriptive maintenance approach 

considers the object of activities to be a guiding and 

controlling element for activities as well [15]. Such a 

maintenance approach would not just include the 

performance of maintenance activities prior to fault 

occurrence but also prescribe recommendations for 

specific actions to prevent breakdowns and reduce 

downtimes. In order to make such an optimization 

possible within the framework of prescriptive 

maintenance, it is necessary to access and collect data of 

significant parameters as well as to evaluate this data 

[16]. The insights gained in this way make it possible, 
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to prescribe activities to the object of the maintenance 

strategy. 

Onshore WT’s collect and transmit a variety of 

different data that can be used for prescriptive 

maintenance. These data are the master data of the WT, 

operating data sourced from Supervisory Control and 

Data Acquisition Systems (SCADA), which in part 

comprise hundreds of measuring channels, status and 

alarm messages as well as event and maintenance data, 

and data from the component-specific condition 

monitoring system (CMS) [17]. In previous approaches 

to maintenance optimization of onshore WT’s, mainly 

SCADA data were evaluated, maintenance data from 

service reports have hardly been considered so far [18–

20]. Nevertheless, Faulstich and Hahn already have 

examined the added value of an evaluation of event data 

(automatically generated status messages of WT’s and 

maintenance data from service reports) [17]. Therefore, 

ReStroK has set the goal to increase the amount of 

available data, which is made possible through the 

developed ontology [10]. 

After the collection of data, measures can be 

prescribed, evaluated for effectiveness on the object of 

maintenance activities and adapted when needed. This 

achieves the highest level of maturity and competitive 

advantages for a system to be self-optimizing [13, 15]. 

The basic data framework in such a prescriptive 

maintenance approach based on the four steps data 

acquisition, data processing, data analysis and decision-

making is shown in Figure 2. 

 

 
 

Figure 2. Data framework in a prescriptive 
maintenance approach (Source: own 

representation) 

2.2. Industry 4.0 socio-technical capability 

clusters 

In order to be able to take the aforementioned 

development steps of Industry 4.0 and successfully 

implement such an advanced maintenance approach in 

practice, a number of capabilities are required. 

Numerous approaches exist to classify these capabilities 

[21–23]; one possible approach was developed by 

Acatech. According to the approach, the required 

capabilities can be divided into the following four 

clusters: Resources, Information Systems, 

Organizational Structure and Culture. In connection 

with this, the Acatech Industry 4.0 Maturity Index was 

also developed to determine the corresponding maturity 

levels reached by the company under consideration in 

these clusters [12]. The Acatech approach was chosen 

because of Acatech's leading role in the development 

and definition of the concept of Industry 4.0 in 

Germany. 

The first cluster comprises the resources. In the 

Acatech Industry 4.0 Maturity Index, these are 

understood to be tangible, physical resources. These 

include the company´s workforce, machinery and 

equipment, tools, materials, and the final product. The 

cluster can be further broken down into the two areas of 

digital capability and structured communication. Digital 

capability refers to basic requirements for information-

based working and learning. These include the 

capabilities provide digital competencies, automated 

data acquisition through sensors and actuators as well as 

decentralized (pre-) processing of sensor data. The 

second area covers the structured communication, 

which refers to the use of communication technology as 

a tool to create temporary networks enabling resources 

to interact with each other. This includes the capabilities 

efficient communication and task-based interface 

design [12]. 

The second cluster refers to socio-technical systems 

in which information is provided based on economic 

criteria by people, information and communication 

technology. The main task of an information system is 

to prepare, process, store and transfer data and 

information. This cluster can also be broken down into 

the two areas information processing and integration. 

Information processing is primarily about the 

aggregation of data to provide information and material 

to support decision-making. There are four capabilities 

that play a role here: automated data analysis, 

contextualized data delivery, application-specific user 

interface and resilient IT infrastructure. Integration 

refers to information systems that are intended to ensure 

the use of common data throughout the value chain. This 

requires the following capabilities: horizontal and 

vertical integration, data governance, standard data 

interface and IT security [12]. 

The third cluster deals with the organizational 

structure. The main focus here is on the implementation 

of a suitable organizational structure for the 

transformation into a learning, agile company, the 

technical requirements of which have already been 

described in the first two clusters. According to the 

Acatech Industry 4.0 Maturity Index, this cluster is 
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structured in the two areas of organic internal 

organization and dynamic collaboration within the value 

network. An organic internal organization is 

characterized by minimal restrictions and a high degree 

of individual responsibility. It thus represents an 

antithesis to the mechanistic organization. The 

associated capabilities flexible communities, decision 

rights management, motivational goal systems and agile 

management reflect this. The second area dynamic 

collaboration within the value network aims at an 

automated and seamless exchange of information 

between different companies. This enables the 

companies to form dynamic cooperations and provides 

increased transparency regarding the market. This area 

includes the capabilities focus on customer benefits as 

well as cooperation within the network [12]. 

The fourth and final cluster comprises Culture and 

accordingly deals with the behavior of a company’s 

employees. To successfully achieve the transformation 

to an agile company, which makes use of Industry 4.0, 

it is necessary to change the mentality of all employees. 

In this context, a distinction between the areas of 

willingness to change and social collaboration is made. 

Willingness to change includes five capabilities that 

must be acquired by employees of learning, agile 

companies. These include the ability to recognize the 

value of mistakes, openness to innovation, databased 

learning and decision-making, continuous professional 

development and shaping change. Only when all these 

skills are present will they result in willingness to 

change. Social collaboration, on the other hand, is about 

accelerating knowledge sharing within the organization. 

This is enabled by the combination of the three 

capabilities democratic leadership style, open 

communication and confidence in processes and 

information systems [12]. 

3. Research Method 

Maintenance of onshore WT’s is characterized by 

complex relationships between OEMs, operators, and 

independent service providers (ISPs). This is primarily 

due to conflicting interests (OEMs and ISPs are in direct 

competition and want to sell their maintenance 

contracts) [24]. This results in little to no exchange of 

data and/or knowledge, which would be essential for 

targeted optimization of maintenance. In order to 

understand the individual challenges faced by the 

relevant groups, they must be approached individually. 

Our chosen research method consists of an 

exploratory multiple case study. The research design 

follows the phenomenological approach of qualitative 

research [25]. The study relies on a non-random 

purposive sampling based on market share (OEMs) and 

selection based on size (operators & ISPs) as well as 

focus on project members of ReStroK. In the selection 

of the companies considered, the focus was also on the 

great diversity of the companies to be able to cover the 

conflicts of interest already described. In total, five 

OEMs, operators, and ISPs were surveyed, with 8 

interviewees, mostly from middle to higher 

management (Table 1). All interviewed individuals play 

a key role in the technical management and 

development of digitalization in their respective 

company.  

The interviews were conducted in a semi-structured 

manner with a duration of 60 minutes per interview. Due 

to pandemic restrictions, all interviews were performed 

online. The interviews were utilized for the iterative 

identification and validation of success factors for the 

socio-technical implementation of a prescriptive 

maintenance approach. For this purpose, a guideline for 

conducting the interviews was developed based on the 

Acatech framework. The guideline consisted of three 

sections. First, questions were asked about the potential 

procedure for implementing such a maintenance 

approach at the target company. Then the focus was 

shifted on the capabilities required for this. Finally, the 

relevance of the factors developed in the Acatech 

framework was evaluated in the four clusters. The 

evaluation was carried out qualitatively based on five 

evaluation levels: 0 – not relevant, 1 – of little relevance, 

2 – somewhat relevant, 3 – very relevant, 4 – of critical 

relevance. The results were captured in field notes, 

supported by audio-recordings if the interviewee 

agreed. 

We chose this research method in order to obtain 

comprehensive expert knowledge from individual 

subjects and to be able to determine individual 

perspectives. The differentiated description of content 

and/or processes makes it possible to do justice to the 

competitive situation between OEMs and ISPs and to 

consider this appropriately. All of these criteria can best 

be implemented by means of interview-based, 

qualitative research [26]. 
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Table 1. Overview and specifics of case study companies and conducted interviews 

 

Case ID Role Size [#employees] Interviewees´ Position 

OEM1 OEM 1.000-5.000 Senior Management, Management, Employee 

OEM2 OEM >10.000 Management 

OP1 Operator 1-10 Senior Management 

OP2 Operator 1-10 Director 

ISP1 ISP 100-500 Management, Senior Management 

 

4. Case studies 

The case studies serve the iterative development and 

implicit validation of the identified success factors for 

the implementation of a prescriptive maintenance 

approach. They allow for an in-depth analysis of a real-

world phenomenon under the consideration of 

environmental influences, which (other than in an 

experiment) cannot be delimited or controlled.[27] 

Three case studies were selected to be discussed in detail 

in the following (OEM1, OP1, ISP1). The selections of 

cases for detailed discussion in this paper were based on 

company types (one study for OEMs, one for operators, 

and one for independent service providers) as well as 

geographical proximity. The case studies are presented, 

describing the maintenance implementation approaches 

adopted by each company and addressing the different 

factors presented in the framework.  

4.1. Case 1 (OEM1)  

The presented OEM use case (OEM1) consists of 

an international public company headquartered in 

Western Europe. It operates six manufacturing plants 

across the globe with an output capacity of ~16,000MW 

per year. It produces WT components and provides 

maintenance services for its customers. 

The OEM aims to build on advantages it already 

possesses in regards to customer relations, product 

knowledge and access to resources (e.g., spare parts, 

skilled employees) when delivering a maintenance 

approach to a client. Another factor for success is a rich 

internal database to develop solutions for the “fleet”. 

This focus on internal strengths has led to major 

investments in digital competencies of its personnel, 

even setting up entire departments dedicated to data 

analytics and rigorously ensure continuous learning of 

its workforce. In addition to that, it was stressed how 

important a change management mindset was important 

for success. By focusing on strong capabilities by its 

workforce but also the ability to automatically analyze 

large amounts of data, it has developed a wide offering 

of services, such as predictive analytics or the ability to 

perform root cause analyses for clients. They also aim 

to make the data as conceivable as possible by putting 

focus on its presentation in task based interface designs, 

however application specific interfaces were valued a 

bit less, as they only “improve the quality of life” and 

were not deemed critical for success. These services are 

accompanied by the need to perform diligent data 

governance as “it doesn’t matter how nice a report 

looks; it also needs to be correct”. Another key factor, 

which was discussed in detail, was the aspect of IT 

security, as legal risks could be quite severe, as well as 

a resilient IT infrastructure, which was characterized as 

“a must” by one interviewee. The company 

continuously seeks to expand its maintenance solution 

portfolio and aims to further its abilities to offer 

prescriptive maintenance capabilities as an expansion to 

its current portfolio. 

4.2. Case 2 (OP1)  

The presented operator use case (OP1) consists of a 

citizen-financed wind park in Western Germany. It was 

founded in the early 2000s, operates 5 WT’s (1MW 

each, all from the same OEM) and produces 

~8GWh/year. The company is considered an SME. 

 For the first 15 years, the company utilized a 

maintenance package (contract duration: 15 years) 

offered by the OEM. This initial choice regarding 

provider and scope was primarily made due to the 

unavailability of alternative providers as well as a 

distinctive lack of knowledge regarding the 

maintenance needs for the owned WT’s. As stated by 

the interviewee “you could only chose the OEM, simply 

because [the OEM] didn’t share any information such as 
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asset drawings, maintenance plans or spare parts with 

ISP’s”. After the termination of the initial maintenance 

and service contract, the company evaluated the asset 

history to determine the requirements for any future 

maintenance and service contract. In addition to this 

evaluation, the company collected several key factors to 

facilitate the choice for the next provider. While no 

explicit framework was used, the factors served as a 

foundation for the decision on a provider and 

maintenance and service strategy. 

The overarching goals for such a strategy were to 

ensure WT availability, performance, and low 

maintenance costs. The technological advances and 

opportunities provided by industry 4.0 (such as 

databased preventive maintenance) should also be 

utilized to achieve these goals. Thus, the considerations 

included other factors such as the capability to utilize 

data to carry out improved maintenance activities. Other 

factors (such as communication) were not considered in 

depth. Eventually, the OEM was chosen again, however 

in a more limited role, with a less extensive maintenance 

agreement, however with additional digital services 

such as remote monitoring of the WT’s and the 

automatic triggering of maintenance activities. During 

the implementation of further digital capabilities it was 

observed that (corporate-) cultural and organizational 

factors were not of great importance for the success of 

the implementation. However, the digital capabilities of 

the OEM as well as the integration of available data into 

systems along the value chain proved to be decisive for 

success. Overall, the adjustment has been considered 

successful based on lowered costs, improved WT 

availability and performance. 

Currently the company is evaluating opportunities 

to further improve maintenance activities by 

establishing a prescriptive maintenance system. As this 

is mostly considered an extension of already received 

services, the success factors are considered similar. 

4.3. Case 3 (ISP1)  

The presented service provider use case (ISP1) 

consists of an SME from Central Germany. It was 

founded in the early 2000s and serves as operations 

manager as well as maintenance service provide for its 

clients. It operates ~360 WT’s and maintains ~300 

WT’s independently from OEM’s across Germany. 

When implementing maintenance solutions, the 

overarching goal is the optimal return on invest (RoI) of 

the asset to the customer, the WT operator. Especially 

for the implementation of data based maintenance 

services, the company has identified certain factors as 

critical. As an example, it has worked on developing 

proprietary tools to enable the automated data collection 

and initial evaluation from a range of WT OEM’s. It has 

also focused on building up digital capabilities within 

the company to be able to handle data-analytics, as this 

has supplemented the need for WT-specific hardware 

knowledge to carry out maintenance operations. The 

tools were set up with a task based interface as “critical 

data can easily be overlooked in cluttered systems”, 

according to the interviewees. The company’s 

information systems were expanded significantly over 

the past 10 years to keep pace with the technical 

evolution of WT’s and the changes in the data they 

provide. The focus on data governance has also 

increased as the amounts of collected data have grown 

significantly, leading to an even greater dependence on 

automated data quality control. The organizational 

structure has been adapted by including employees with 

data science capabilities into the capability clusters, set-

up for each manufacturer of serviced WT’s to reflect the 

increased focus on data-based maintenance activities. 

The company aims to foster a culture of open 

communication and willingness to embrace innovations, 

as the ISP needs to stay up to date with the technical 

developments of a wide range of OEM’s. A future 

project is the development of a prescriptive maintenance 

offering for clients using data generated by the WT as 

well as maintenance technicians. 

5. Discussion 

The results show that factors recognized and 

addressed by companies can be matched to the 

sociotechnical capability clusters defined in the Acatech 

framework, which was discussed in chapter 2. The 

highlights of the results are displayed in Figure 3. 
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Figure 3. Identified key success factors and corresponding ratings 

 

The result shows, that the actors have identified and 

prioritized varying factors for the successful 

implementation of a prescriptive maintenance approach. 

The largest differences lie in the prioritization of 

organizational factors, especially those concerning the 

collaboration in value networks by OEM’s and ISP’s, 

whereas operators value digital capabilities and 

structured communication more highly. In the 

following, each cluster will be discussed in detail.  

Resources: The build-up of digital capabilities is of 

great importance for all actors. Digital competencies of 

employees are considered critical by operators, OEM’s 

and ISP’s as this is a prerequisite to handle the data 

related tasks such as data analysis and interpretation that 

prescriptive maintenance requires. The ability for 

automated data acquisition through sensors and 

actuators is the factor that is valued highest by all actors, 

as automation enables the capture of the amounts of data 

required for prescriptive maintenance. The pre-

processing of the collected data rated slightly higher by 

the operators than by OEM’s and ISP’s, with it being 

critical for the former. Actors that execute maintenance, 

OEM’s and ISP’s, generally rated structured 

communication higher. While factors, such as efficient 

communication were expressed to be “nice to have” 

factors by operators in interviews, especially ISP’s, 

place great value in the ability to communicate 

efficiently with their clients to achieve strong results and 

maintain relationships. The set-up of task based 

interface designs is mostly considered somewhat 

relevant, mostly considered an enabler for available 

tools. ISP’s prioritize this cluster the most, mostly due 

to the strong focus on communications, followed closely 

by operators. 

Information systems: The cluster is made up of the 

sub-clusters information processing and integration. 

Just like the automated data acquisition, the automated 

data analysis is assessed as critical for the successful 

implementation. It should be noted, that OEM’s were 

most confident in their current capabilities in this regard, 

compared to ISP’s and operators (which oftentimes 

expressed the lack of resources to be a challenge in this 

regard in interviews). Operators rated the contextualized 

data delivery the highest, as very relevant, stating in 

interviews that this offered the greatest possibility for 

them to gain an improved understanding over their 

assets. The resilience of the employed infrastructure was 

rated as very relevant or critical across the board, as all 

actors were aligned in placing importance on the ability 

to handle disruptions. The sub-cluster integration 

showed greater differences. OEM’s and ISP’s 

consistently rated the sub-cluster to be more important 

than operators. With factors such as IT security, some 

operators did not express worries on possible data 

breaches, while ISP’s and OEM’s cited both the need to 

protect WT’s from manipulation but also liability issues 

as reasons for great focus on this topic. The governance 

of data and the resulting issues e.g. of data quality were 

also considered to be more of a “doer’s” problem by 

operators. This was evident with the average score 

assigned by operators was a 2,5 while ISP’s and OEM’s 

rated this factor with a 4. The ratings for standard data 

interfaces were quite similar with similar underlying 

reasons. The horizontal and vertical integration of 

systems with the resulting single source of truth is 
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considered important by all actors. Again, with greater 

focus by ISP’s and OEM’s with one operator stating in 

an interview that “he will worry about it once he 

achieves this for his own systems”. 

Organizational structure: The placed importance on 

organizational structure varied greatly between actors. 

Flexible communities were valued strongly by ISP’s, as 

they face the challenges of servicing a multitude of 

differing WT’s from a range of OEM’s. Operators did 

not consider this factor to be relevant at all, while 

OEM’s also did not consider it to be very important. 

This was almost reversed for decision rights. As the 

investigated operators were all SME’s and thus without 

extensive hierarchical structures, they did not consider 

the decentral management of decision rights to be as 

important as ISP’s (3) or OEM’s (1,5). A motivational 

goal system was considered to be important for a strong 

corporate culture by all actors, but less important for the 

implementation of a maintenance strategy, thus scoring 

quite low across the board. The feedback regarding agile 

management approaches was also mixed, while OEM’s 

regarded it quite highly and important to enable teams 

to carry out work efficiently, it came with a caveat that 

the use and its effectiveness during an implementation 

depended on the client and his preferences. The 

collaboration in value networks was rated very high by 

OEM’s and ISP’s as they viewed the collaboration 

critical for success, while the surveyed operators did not 

regard value networks as highly.  

Culture: The cultural cluster and its factors was 

rated highest by OEM’s and second-lowest by 

operators. A democratic leadership style was considered 

to be critical by ISP’s and very important by OEM’s, 

while OEM’s did not consider it to be important for the 

implementation of a maintenance system for them. 

Open communication was perceived to be mostly 

“relevant when problems occur” by operators but 

critical for success by both, OEM’s and ISP’s. Operators 

rated confidence in processes lower than the other 

actors, which deemed this factor very important. 

Overall, it can be observed, that clusters often 

considered “soft” in public discourse, such as culture or 

organizational structure scored higher in larger, more 

mature companies (with OEM’s valuing it slightly 

higher than ISP’s). 

Limitations: The research carried out is associated 

with some limitations. For example, the total number of 

people interviewed is relatively small due to time 

restrictions. In addition, several people from the same 

company were interviewed in some cases. However, the 

independent questioning ensured that different 

perspectives could be included and that there was no 

unintentional bias. Furthermore, the focus in the 

selection of the interview partners was primarily on 

Europe and on the implementation of such an approach 

in the European markets. This focus was mostly due to 

the availability of interview partners and further 

research should be conducted to investigate 

geographical differences. Possible differences in 

success factors could be found in varying education 

levels or varying degrees of government regulation, for 

example. Also when interpreting the results, the 

differing backgrounds (e.g. education or job profiles) of 

the interviewee’s need to be considered. Overall, it is 

also not yet possible to perform a concrete mapping of 

the identified success factors to the potential technical 

and economic benefits. Thus, no final theoretical 

concept was developed, but a first step towards the 

practical implementation of such maintenance 

approaches was made and additional research needs 

were identified. 

 

Table 2. Overview over the results by actors in clusters and sub-clusters 

 

Cluster Sub cluster Operators OEM‘s ISP‘s 

Resources Digital Capability 4,0 2,6 2,7 

Resources 
Structured 

Communication 
2,3 3,2 2,8 

Information systems Information processing 3,0 2,8 2,6 

Information systems Integration 2,3 3,4 3,4 

Organizational structure 
Organic internal 

organization 
0,5 2,2 2,0 

Organizational structure 
Dynamic collaboration 

in value networks 
1,0 3,7 3,5 
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Culture Social collaboration 0,7 3,2 3,3 

Culture Willingness to change 1,2 3,3 3,2 

 

 

6. Conclusion and Outlook 

The aim of this paper was to investigate and 

validate sociotechnical success factors for the 

implementation of a prescriptive maintenance approach 

for onshore WT operators. This effort has been 

undertaken to provide especially SME’s with some 

guidance in implementing such an approach. 

Accordingly, the paper did not develop a final 

theoretical concept, but rather a practical guideline as 

well as identified additional need for further research. 

First, it has been shown that certain factors, such as 

strong digital capabilities, are of critical importance for 

all stakeholders (operators, OEM’s and ISP’s) to ensure 

a successful implementation. Some other factors, such 

as cultural or organizational factors, have been shown to 

be of varying importance, with the executing parties 

(ISP’s and OEM’s) putting higher priorities on such 

factors. By validating these factors in the case studies 

and corresponding interviews, this paper provides a 

solid foundation for operators, OEM’s and ISP’s to 

develop further detailed approaches based on them in 

the future.  

It must be noted, that while this paper yielded first 

insights and substantiated findings, a higher number of 

cases from a greater range of company sizes and 

geographies would be beneficial to enhance the 

understanding of success factors as well as their 

interdependencies and the robustness of the research 

results. In addition, further research still needs to be 

conducted to detail the relationships, goal-sets and 

dependencies between the players in the industry. 

Another aspect to be explored in the future is the 

mapping of the identified most relevant factors to 

potential technical and economic benefits. 
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