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Abstract 
Cost estimation methods are crucial to support 

inter- and intraorganizational cost management. 

Despite intense research on machine learning and 

deep learning for the prediction of costs, the 

acceptance of such models in practice remains 

unclear. The aim of this study is to evaluate the 

acceptance of an implemented deep learning-based 

cost estimation system. In an empirical study at a large 

Bavarian automotive manufacturer we use surveys to 

collect opinions and concerns from experts who 

regularly use the system. The evaluation is framed by 

the basic theories of the Technology Acceptance 

Model. The results from 50 questionnaires and 

qualitative participant observations show further 

development potentials of intelligent cost estimation 

systems in terms of perceived usefulness and user-

friendliness. Building on our empirical findings we 

provide implications for both research and practice. 

1. Introduction  

Optimizing cost continues to be one of the focal 

points in purchasing and supply management [1]. Cost 

estimation is therefore widely adopted in new product 

development processes, in quotation calculation, in 

profitability analyses, as a criterion to define product 

prices, and for bidding purposes as well as supplier 

selection. In such applications, quantitative prediction 

techniques are increasingly used and supersede 

qualitative expert judgement. Quantitative methods 

include statistical parametric and machine learning 

methods [2]. In business practice parametric should-

costing approaches based on activity based costing and 

statistical regression “proves its worth by helping 

companies reduce what their supplies actually cost” 

[3][4]. In addition to statistical regression H.S. Wang 

proposes machine learning as an advanced cost 

estimation method [5]. Machine learning and deep 

learning approaches can provide accurate and flexible 

estimation models with less data required. Just to give 

some examples, researchers have tried to use support 

vector machines [6][7] or neural network architectures 

[8][9][10][11] to solve cost regression problems. The 

authors demonstrate that these intelligent cost 

estimation methods, especially deep learning 

techniques, show high accuracies in various contexts. 

However, none of these research streams address the 

acceptance of such methods in real business practice. 

Often these machine learning techniques are black 

boxes and do not allow managers and stakeholders to 

gain insights into the decision making process, which 

in turn makes them difficult to apply in practice and 

leads practitioners to resort to old manual methods.  

Furthermore, previous research on the acceptance of 

intelligent systems seems to be outdated as new 

concepts like explainable artificial intelligence or the 

consideration of causalities lead to a higher acceptance 

of machine and deep learning methods in general [12] 

and for cost estimation in particular due to the 

increased transparency for decision makers.  

Thus, this paper aims to investigate the acceptance 

of an intelligent and more transparent deep learning 

system for cost estimation.  

This paper introduces an empirical study at a large 

Bavarian automotive manufacturer to investigate the 

use and acceptance of deep learning-based cost 

estimation, following the common technology 

acceptance model (TAM). 

Section 2 of this paper takes a short look at the 

theoretical background of TAM. Section 3 outlines the 

conceptual framework and derived hypotheses of this 

study. Section 4 gives insights into the statistical 

analysis and results of the TAM-based study. Section 

5 shows implications for research and practice. 

Finally, Section 6 concludes this paper by a concise 

summary.  

2. Background 

2.1. Deep Learning for Cost Estimation  

Deep learning-based information processing 

models can consist of numerous layers and elementary 
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computational units (neurons) connected by weighted 

links [13]. Deep learning often refers to artificial 

neural networks (ANN) which learn from a set of 

training data (in this research, cost drivers and total 

costs) and assist decision makers in their management 

task. Moreover, ANN can be considered as ''universal 

regression tools'' [14] capable of approximating any 

continuous function, which justifies their use in cost 

estimation applications in practice. In particular, 

ANNs are nonparametric estimators [15], which 

means that no assumptions about the shape of the 

approximation function need to be made before 

training. This is a great practical advantage because it 

saves time and effort for a cost engineering expert 

needed, to find the appropriate function type in 

parametric costing. As a basis for the empirical 

investigation a multilayer perceptron network (see 

Figure 1) is implemented because this configuration 

provides the best results as a function approximator 

[16][17]. This has also been confirmed in numerous 

case studies in literature. For a deeper insight into 

related work in the field of cost estimation using deep 

learning, we refer to the literature review by 

Bodendorf et al.  [18] . 

 
Figure 1. Scheme of the adopted ANN 
 

In order to increase the lack of transparency of 

deep learning, procedures of post hoc explainability 

like local explanations and feature relevance 

techniques are implemented. For a deeper discussion 

on those techniques we refer to Arrieta et al. [12]. 

2.2. Technology Acceptance Model (TAM) 

The acceptance of technologies is important for 

their integration in the company. According to [19], 

the effectiveness of decision support systems inspired 

by artificial intelligence (AI) is particularly influenced 

by the acceptance and use of practitioners. Therefore, 

in the context of this paper, the TAM developed by 

[20] is used to investigate and explain the acceptance 

of a developed cost estimation model based on 

machine learning. The conceptualization of this model 

allows for a general explanation approach guided by 

theory. With this approach, the acceptance or non-

acceptance of learning-based intelligent system 

applications from the end user's point of view is 

compensated for a small number of behaviorally 

relevant influencing factors and presented in a simple 

as well as a descriptive form. In addition, the TAM 

enables a methodologically sound evaluation [21].  

According to TAM, perceived ease of use and 

perceived usefulness have a great influence on the 

acceptance of the use of certain systems or 

technologies. This can be explained as individuals are 

more likely to consider a technology if they perceive 

the technology to be useful and easy to use. In the 

organizational context F.D. Davis [20] defines 

perceived ease of use (PEoU) as "the degree to which 

a person believes that using a particular system would 

be free of effort." Perceived usefulness (PU) is defined 

as "the degree to which a person believes that using a 

particular system would enhance his or her job 

performance" [20]. The interrelationship between 

these two constructs is shown in Figure 2.   

This basic theory has been confirmed by a lot of 

studies and extended, for example, to TAM2 [22], 

TAM3 [23], or UTAUT [24] by including more 

influencing factors. E. g., various external factors are 

assumed and analyzed for their influence on 

acceptance by [20]. TAM has been used in different 

fields for explaining the intention to use such as for 

internet-based intelligent systems [25], intelligent 

robots based on AI [26], intelligent learning systems 

[27][28][29], for electric mobility [30], for 

information and communication technologies [31] or 

generally for diverse AI applications [32]. 

 

 
Figure 2. TAM according to [20] 

3. Conceptual Framework and 

Hypotheses 

The basic TAM according to [20] is usually 

extended by additional factors. Furthermore, it is 

confirmed that there is a direct relationship between 

PEoU and PU, as increased usability can be associated 

with greater ease of use of a system [33]. In this paper, 

the basic constructs of acceptance are examined in 

detail in this regard, since in the context of [19] and 

[20] the perceived ease of use and usefulness are 

important in the context of an intelligent cost 
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estimation model. Following the basic model, 

hypotheses H1, H2, and H3 are formulated: 

H1: The PU has a positive impact on the 

behavioral intention to use (BI) of the intelligent cost 

estimation system. 

H2: The PEoU has a positive influence on the BI 

of the intelligent cost estimation system.  

H3: The PEoU has a positive influence on the PU 

of the intelligent cost estimation system. 

The research paper by [20] extends the TAM by 

looking at usage intention and perceived usefulness in 

more detail. For this purpose, both socially influential 

constructs and cognitive instrumental constructs are 

added. Within the socially influencing constructs the 

subjective norm (SN), the image (IM) as well as the 

experience and the voluntariness of use are analyzed. 

Furthermore, the TAM is extended by the constructs 

of job relevance (JR), result demonstrability (RD) and 

output quality (OQ), which can be assigned to the 

cognitive instrumental constructs. This theoretical 

model is confirmed by the work of [22], using four 

different information system architectures within four 

different companies. In the context of technologies 

based on AI, [34] comprehensively examines, among 

other things, AI applications as well as the acceptance 

of AI in practice. In [35], regarding AI applications for 

decision support in the context of big data, wide-

ranging research approaches are identified that also 

target user behavior and interaction with the system as 

well as personal value views and the design of the AI 

system. In this regard, the analysis in [36] of the 

readiness for AI applications is also relevant.  Based 

on these publications, influencing constructs regarding 

SN, IM, JR, RD as well as OQ can be derived for the 

intelligent cost estimation system investigated in this 

paper. This results in the following hypotheses H4 to 

H15. Their interrelationship is shown in the enhanced 

analysis model in Figure 3.  

H4: SN has a positive influence on BI of the 

intelligent cost estimation system. 

H5: SN has a positive influence on PU of the 

intelligent cost estimation system. 

H6: SN has a positive influence on PEoU of the 

intelligent cost estimation system. 

H7: SN has a positive influence on IM of the 

intelligent cost estimation system. 

H8: IM has a positive influence on PU of the 

intelligent cost estimation system. 

H9: IM has a positive influence on PEoU of the 

intelligent cost estimation system. 

H10: JR has a positive influence on PU of the 

intelligent cost estimation system. 

H11: JR has a positive influence on PEoU of the 

intelligent cost estimation system. 

H12: OQ has a positive influence on PU of the 

intelligent cost estimation system. 

H13: OQ has a positive influence on PEoU of the 

intelligent cost estimation system. 

H14: RD has a positive influence on PU of the 

intelligent cost estimation system. 

H15: RD has a positive influence on PEoU of the 

intelligent cost estimation system.  

These research hypotheses and the resulting TAM 

in Figure 3 are analyzed and evaluated empirically at 

the automotive manufacturer. 

Figure 3. Representation of the TAM for the intelligent cost estimation method 
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4. Empirical Study 

4.1. Preprocessing and Sample 

Characteristics 

For assessing the acceptance of using the 

developed cost estimation model, an online survey is 

conducted with 50 employees (cost, financial 

controlling, purchasing, and supply chain managers). 

Additionally, participant observations are carried out 

and documented to get deeper insights into real-time 

applications of the deep learning-based cost estimation 

system. All participants at the automotive 

manufacturer have already tested the intelligent cost 

estimation model in practice. The number of 

participants interviewed is based on the TAM field 

studies conducted in the foundational work of [22]. 

The questionnaire is created following the basic 

constructs and scales from [20] and [22]. It includes 23 

items to be answered with a 7-point scale. Such a 

Likert scale is often used in the context of the TAM as 

in [31], [22] or [24]. Here, a score of one implies that 

respondents disagree with the statement at all and a 

score of seven implies that respondents completely 

agree with the statement.  

4.2. Results 

In this paper, a structural equation model (SEM) 

is used for the analysis of the hypotheses to investigate 

the acceptance of the technology. Explicitly, the 

component-oriented and prediction-oriented SEM, 

which is called partial least square (PLS), is used to 

consider the effects between constructs [31] [37] [38]. 

In general, the SEM is frequently used for analyses 

based on the TAM, as can also be seen in the 

previously mentioned applications and represents an 

established model for the analysis of behavioral data 

in the field of computer science [39]. For the entire 

analysis in this paper, the software SmartPLS 3 is used 

due to simplified usability and availability of all 

necessary functions [40].  

For quality assessment the constructs of the model 

presented in Figure 2 are first checked for reliability 

and validity. For this purpose, the normality of the data 

distribution is first analyzed by the so-called 

measurement model using the values for kurtosis and 

skewness. If the data has a univariate normal 

distribution, values between -1.5 and 1.5 can be 

assumed for both kurtosis and skewness [41]. The 

definitions of considered TAM items are outlined in 

Table 1 and the results are presented in Table 2. It can 

be seen that all values of the constructs for the cost 

estimation system are within the expected value range 

for a univariate normal distribution of the data. Thus, 

a normal distribution of the values can be confirmed. 

To check whether all respondents have a similar 

interpretation of the questions, the internal consistency 

and reliability of the factors within the questionnaire 

are analyzed using Cronbach's Alpha (CA). Here, a 

value CA > 0.7 provides evidence of acceptable 

reliability. Furthermore, the analysis of convergent 

validity implies a high correlation of the items of a 

single construct. Here, it is assumed that if the 

consistent factor loading is greater than 0.7, if the 

average variance extracted (AVE) is greater than 0.5 

of each construct, and if the reliability of each 

construct is greater than 0.7, there is evidence of 

convergent validity [39][40]. 

 

Table 1. TAM item definition according to [22] 

Item Definition 

PU1 Using the intelligent cost estimation 

system would improve my daily work 

performance. 

PU2 Using the intelligent cost estimating 

system would make my daily work 

easier. 

PU3 Using the intelligent cost estimating 

system would increase the effectiveness 

of my daily work. 

PU4 I would find the intelligent cost 

estimating system useful in my daily 

work tasks. 

PEoU1 Using the intelligent cost estimation 

system is simple. 

PEoU2 Interaction with the intelligent cost 

estimation system is clear and 

understandable. 

PEoU3 Interacting with the system does not 

require much thinking. 

PEoU4 I find it easy to use the intelligent cost 

estimating system so that it correctly 

executes my specifications to 

accomplish tasks. 

BI1 Assuming I gain access to use the 

intelligent cost estimating system, I 

intend to use the system in my daily 

work. 

BI2 Assuming availability of the intelligent 

cost estimating system, I would use the 

system regularly in my daily work. 

SN1 People with an influence on my behavior 

will think that I should use the intelligent 

cost estimating system. 

SN2 Important people in my life will think 

that I should use the intelligent cost 

estimating system. 
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IM1 Colleagues who use the intelligent cost 

estimation system will have a higher 

standing in the company compared to 

those who do not use it. 

IM2 Colleagues who use the intelligent cost 

estimating system will have a high 

standing in the company. 

IM3 Using the intelligent cost estimation 

system implies a high standing in the 

company. 

JR1 For my work tasks, the use of the 

intelligent cost estimating system would 

be important. 

JR2 For my work tasks, the use of the 

intelligent cost estimation system would 

be relevant. 

OQ1 The outputs of the intelligent cost 

estimation system are of high quality. 

OQ2 I have no problem with the quality of the 

system output. 

RD1 I would have no difficulty telling others 

about the results of using the intelligent 

cost estimating system. 

RD2 I believe I could communicate to others 

the impact of using the system. 

RD3 The results of using the intelligent cost 

estimating system are obvious to me. 

RD4 I would have difficulty explaining why 

using the system may or may not be 

beneficial. 

 

Table 2. Mean (μ), standard deviation (σ), 
kurtosis, and skewness of TAM items 

Item μ σ kurtosis skewness 

PU1 5.040 0.631 -0.419 -0.032 

PU2 5.480 0.877 -0.669 -0.212 

PU3 5.580 0.802 -0.302 -0.270 

PU4 5.460 0.830 -0.621 -0.627 

PEoU1 4.040 1.148 -0.463 -0.408 

PEoU2 3.700 0.854 -0.369 -0.357 

PEoU3 3.140 0.959 0.136 -0.571 

PEoU4 3.800 0.800 0.589 -0.822 

BI1 4.380 0.797 -0.483 -0.080 

BI2 4.320 0.926 0.053 -0.540 

SN1 5.240 0.838 0.159 -0.910 

SN2 4.760 0.789 0.521 -0.794 

IM1 4.680 0.882 0.747 -0.753 

IM2 5.540 1.081 0.812 -0.939 

IM3 4.700 0.877 0.895 -0.824 

JR1 5.640 1.015 -0.864 -0.513 

JR2 5.880 1.125 -0.884 -0.712 

OQ1 5.520 0.640 -0.009 -1.021 

OQ2 5.560 0.668 0.368 -1.264 

RD1 5.080 0.868 1.011 -1.106 

RD2 4.960 1.019 -0.040 -0.736 

RD3 4.800 0.894 -0.678 -0.277 

RD4 5.800 0.849 0.315 -0.810 

 

Table 3 shows all values for the CA, the AVE, and 

the composite reliability value (CR) of each construct 

calculated using SmartPLS 3. Having a look at Table 

2 it can be seen that the previously mentioned 

specifications are met. Thus, the model has convergent 

validity and acceptable reliability based on the fact 

that all CA values exceed 0.7.  

In addition, a discriminant analysis is performed 

to exclude a correlation between the items of different 

constructs. In this validity check of the model the 

correlation between the different constructs must be 

smaller than the square root of the AVE value. The 

results of this analysis using SmartPLS 3 can be found 

in Table 4. Here, the highlighted values on the 

diagonal represent all the AVE values of the square 

root, and all the underlying values of each column 

represent the correlations.  

 

Table 3. CA, AVE and CR of the constructs of 
the TAM 

Construct CA AVE CR 

PU 0.929 0.825 0.950 

PEoU 0.956 0.883 0.968 

BI 0.958 0.959 0.979 

SN 0.897 0.906 0.951 

IM 0.965 0.935 0.977 

JR 0.942 0.945 0.972 

OQ 0.839 0.861 0.925 

RD 0.942 0.945 0.972 

 

Building on the results in Table 4, the validity of 

the discriminant can be confirmed, since all 

correlation values are lower than the marked AVE 

values of the square roots. 

 

Table 4. Discriminant validity results of the 
TAM 

 IM BI JR OQ PEoU PU RD SN 

IM 0.967        

BI 0.839 0.980       

JR 0.713 0.807 0.972      

OQ 0.763 0.822 0.807 0.928     

PEoU 0.865 0.909 0.815 0.804 0.940    

PU 0.846 0.912 0.886 0.862 0.921 0.908   

RD 0.781 0.812 0.757 0.778 0.853 0.861 0.901  

SN 0.675 0.756 0.729 0.765 0.728 0.812 0.711 0.952 
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According to [43], the number of subsamples 

should be large to obtain reasonable estimates. In this 

work, following the research of [31], the subsamples 

are set to 1000. In addition, 300 iterations of the PLS-

SEM algorithm are set in SmartPLS. Based on these 

settings, the structural model depicted in Figure 4 

delivers the path coefficients, the outer factor loadings, 

and the values of R2 for the latent constructors. In this 

context, the results of the bootstrapping analysis are 

additionally presented in Table 5. 

 

Table 5. Results of the bootstrapping analysis 
of the TAM 

Relation- 

ship 

Path  

coef-

ficient 

μ σ T- 

statistic 

p- 

value 

PU → BI 0.422* 0.437 0.177 2.389 0.017 

PEoU → BI 0.466* 0.434 0.138 3.389 0.001 

PEoU →PU 0.312 0.356 0.228 1.368 0.172 

SN → BI 0.074 0.091 0.115 0.642 0.521 

SN → PU 0.154 0.176 0.102 1.510 0.131 

SN →PEoU 0.034 0.030 0.095 0.356 0.722 

SN → IM 0.675* 0.677 0.098 6.891 0.000 

IM → PU  0.114 0.079 0.093 1.227 0.220 

IM → PEoU 0.405* 0.378 0.108 3.764 0.000 
JR → PU 0.275 0.298 0.188 1.463 0.144 

JR → PEoU 0.244 0.278 0.140 1.735 0.083 

OQ → PU  0.095 0.039 0.101 0.936 0.349 

OQ →PEoU 0.043 0.025 0.115 0.373 0.710 

RD → PU 0.115 0.102 0.092 1.258 0.209 

RD →PEoU  0.295* 0.304 0.127 2.317 0.021 

Statically significant values are marked (P < 0.01). 

*Significant at a significance level of 5 %. 

4.3. Discussion 

The TAM in Figure 3 is used to examine the 

acceptance of the use of the developed intelligent cost 

estimation model in practice. With the aid of this 

analysis, a neutral BI can first be determined based on 

the mean values of the items in Table 2. Since a score 

of four represents a neutral attitude and only a score of 

six or higher indicates agreement with a statement, the 

mean scores of 4.380 and 4.320 can be interpreted as 

Figure 4. Representation of the structural model with external loadings, path coefficients, and 
R2 of the latent constructors. 
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a neutral intention to use. Since, as previously 

mentioned, the establishment of new technologies is 

influenced by a high level of user acceptance, in this 

respect the determined user intention of the intelligent 

cost estimation system is too low and requires more 

detailed consideration. When comparing the mean 

values between the PU and the PEoU in Table 2, it can 

be seen that the PU is higher than the PEoU. Here, the 

PU of the intelligent cost estimation model is agreed 

with and recognized on average, whereas the PEoU 

tends to be disagreed with and rejected on average. If 

the influence of the two constructs on the BI is also 

considered in this context, it becomes apparent that 

both have a significant influence on the BI. 

With the help of the analysis of the SEM, the basic 

assumption of [20] that the PEoU and PU have a 

significant influence on the BI can be confirmed. In 

this context, it can also be seen that the IM and the RD 

have a significant influence on the PEoU. Thereby, the 

IM is also significantly influenced by SN. The 

influence of the derived external variables on the 

constructs of the basic TAM according to [20] is 

revealed by the results of the hypothesis tests 

presented in Table 6 as well as by the results of the 

TAM presented in Figure 5. 

Based on the results of the hypothesis tests in 

Table 6, the high influence of the PU and PEoU on the 

BI becomes clear. Due to this fact, to increase the 

acceptance of the intelligent cost estimation model, an 

improvement of these two perceptions is of great 

importance. Since PEoU is rated lower than PU on 

average, for increasing the acceptance PEoU in 

particular should be increased, and adjustments should 

be made to improve it. In this respect, PEoU is mainly 

influenced by IM and RD, so further developments in 

these directions in particular may be necessary.  

 

Table 6. Results of the hypothesis tests of the 
TAM 

Relation-

ship 

Hypothesis Result 

PU → BI H1: The PU has a 

positive influence on 

the BI of the intelligent 

cost estimation system. 

Confirmed 

PEoU → BI H2: The PEoU has a 

positive influence on 

the BI of the intelligent 

cost estimation system. 

Confirmed 

PEoU → PU H3: The PEoU has a 

positive influence on 

the PU of the 

intelligent cost 

estimation system. 

Not 

confirmed 

SN → BI H4: SN has a positive 

influence on BI of the 

intelligent cost 

estimation system. 

Confirmed 

SN → PU H5: SN has a positive 

influence on PU of the 

intelligent cost 

estimation system. 

Not 

confirmed 

SN →PEoU H6: SN has a positive 

influence on PEoU of 

the intelligent cost 

estimation system. 

Confirmed 

SN → IM H7: SN has a positive 

influence on IM of the 

intelligent cost 

estimation system. 

Not 

confirmed 

IM → PU  H8: IM has a positive 

influence on PU of the 

intelligent cost 

estimation system. 

Confirmed 

IM → PEoU H9: IM has a positive 

influence on PEoU of 

the intelligent cost 

estimation system. 

Not 

confirmed 

JR → PU H10: JR has a positive 

influence on PU of the 

intelligent cost 

estimation system. 

Confirmed 

JR → PEoU H11: JR has a positive 

influence on PEoU of 

the intelligent cost 

estimation system. 

Confirmed 

OQ → PU  H12: OQ has a 

positive influence on 

PU of the intelligent 

cost estimation system. 

Not 

confirmed 

OQ →PEoU H13: OQ has a 

positive influence on 

PEoU of the intelligent 

cost estimation system. 

Confirmed 

RD → PU H14: RD has a positive 

influence on PU of the 

intelligent cost 

estimation system. 

Confirmed 

RD →PEoU  H15: RD has a positive 

influence on PEoU of 

the intelligent cost 

estimation system. 

Not 

confirmed 

 

All further hypotheses regarding a significant 

influence cannot be confirmed within the scope of this 

work.  
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Due to this, an additional consideration of further 

external factors could be helpful for identifying the 

weak points of the acceptance. 

To summarize, with the help of the analyzed TAM 

of this paper, the IM of the intelligent cost estimation 

system can be explained with an R2 of 45.5%, the PU 

with an R2 of 93.3%, the PEoU with an R2 of 86.0% 

and finally the BI with an R2 of 86.5%. Thus, it can be 

seen that in order to increase the acceptance of the 

intelligent cost estimation system, further efforts to 

improve the PU and especially the PEoU are necessary 

for a successful adoption of the system in the 

company.  

5. Research and Management 

Implications  

The conducted study shows relevant as well as 

negligible issues for further investigation of the 

acceptance of intelligent cost estimation models. The 

significant influence of the perceived usefulness as 

well as the perceived ease of use following the basic 

TAM of [20] can be confirmed.  In the research of [22] 

a significant influence on the acceptance of the 

technology is determined based on the two constructs 

of job relevance and result quality, which cannot be 

confirmed however in the given context on the basis 

of the accomplished questioning. For this reason, in 

the present use cases more meaningful constructors 

could be included for more detailed analyses.  

Based on the conducted evaluation of the 

acceptance of the intelligent cost estimation model in 

the automotive industry, it is evident that this new 

technology is not fully accepted by the employees. 

This can mainly be attributed to an insufficiently 

perceived usefulness and especially to a too low 

usability. However, since these two constructs have a 

significant influence on the acceptance and ultimately 

the adoption of the intelligent cost estimation system, 

there is a need for further research and action in this 

regard. In doing so, the background of this result 

should be analyzed in more detail and the system 

should be further developed accordingly to promote 

user acceptance and increase the use of the system in 

corporate practice.  

To prepare the system for use in practice, 

according to the findings, the subjective norm, the 

image, and the visibility of the results should be 

increased in particular to achieve a positive influence 

on the perceived ease of use.  

Data scientists and developers of intelligent cost 

estimation systems should focus on 

• Understandability (making intelligent decision 

support systems understandable without having to 

explain its internal structure or algorithms to the 

end user), 
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0,154
0,675*

0,114

0,275

0,095

0,115

0,034

0,405*

0,244

0,043

0,295**

*Significant at a significance level of 1%

**Significant at a significance level of 5%.

Figure 5. Results of the TAM for the intelligent cost estimation model 
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• Comprehensibility (learning algorithms should be 

able to report the learned knowledge in a way that 

is understandable to humans), 

• Causality (make the causes of an observed fact 

understandable through a linguistic presentation of 

its logical and cause-effect relationships). 

• Transparency (create models which are 

understandable for a human by nature) 

In addition, managers could contribute to the user-

friendliness by investing in the development of a more 

intuitive user interface of an estimation model, since 

according to the empirical study interacting with the 

system requires expert knowledge and lacks a simple 

and intuitive operation in practice. 

6. Conclusion  

The TAM analysis of this study exhibits a 

suboptimal acceptance of the intelligent cost 

estimation in practice. The theoretical starting point of 

this study of the acceptance of the intelligent cost 

estimation model is the TAM according to [22], which 

has been validated in the literature in different contexts 

and proved to be a powerful model for studying 

technology acceptance. In this work, the relationships 

between eight fundamental constructs for intelligent 

systems are analyzed. In doing so, the original TAM 

according to [20] is extended by five external factors 

related to subjective norm, image, work relevance, 

visibility of results, and quality of results. A total of 15 

hypotheses are analyzed. As a result, based on an 

online survey in the given context, five hypotheses can 

be confirmed, and ten hypotheses are rejected. With 

the help of the applied TAM, the perceived usefulness 

can be explained with an R2 of 93.3%, the perceived 

ease of use with an R2 of 86.0% and finally the 

intention of the employees to use the system with an 

R2 of 86.5%. This confirms that the TAM can be used 

and enhanced for further analysis. In addition, it 

becomes apparent that in order to increase the 

acceptance of the intelligent cost estimation system, 

improvements in terms of perceived usefulness and 

user-friendliness are generally to be strived for. In this 

context, further improvements of the system are 

necessary, predominantly to increase the user-

friendliness since the usefulness is basically well 

perceived. 
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