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Abstract 
With the growing functionality and capability of 

technology in human-technology interaction, humans 
are no longer the only autonomous entity. Automated 
machines increasingly play the role of agentic 
teammates, and through this process, human agency 
and machine agency are constructed and negotiated. 
Previous research on “Computers are Social Actors 
(CASA)” and self-serving bias suggest that humans 
might attribute more technology agency and less 
human agency when the interaction outcome is 
undesirable, and vice versa. We conducted an 
experiment to test this proposition by manipulating 
task outcome of a game co-played by a user and a 
smartphone app, and found partially contradictory 
results. Further, user characteristics, sociability in 
particular, moderated the effect of task outcome on 
agency attribution, and affected user experience and 
behavioral intention. Such findings suggest a complex 
mechanism of agency attribution in human-technology 
collaboration, which has important implications for 
emerging socio-ethical and socio-technical concerns 
surrounding intelligent technology. 

1. Introduction  

When humans routinely work and communicate 
with technology to complete tasks and solve problems, 
they constantly assess, consciously or non-
consciously, the roles that they themselves and the 
technology play in the interaction. Given the well-
known tendencies for fundamental attribution error in 
teamwork and the application of social rules to 
technology [1], the existing literature in 
communication and social psychology would suggest 
a self-serving bias among human users when they 
collaborate with technologies on tasks: When things 
go well, the user will take the credit; but when things 
go badly, they will blame the technology while 
distancing themselves from the failure.  

Whether these propositions and prior findings 
hold true in the current scenario of human-machine 
collaboration, where machines become increasingly 
intelligent and assume new roles, is the focus of this 
study. Instead of carrying out simple tasks, intelligent 
agents get involved in more complex and important 
processes, such as problem solving and decision 
making, serving more as teammates than tools. As 
technology starts to play a more autonomous role, it is 
important to examine how it may affect humans’ 
perceptions and assignment of responsibility for the 
decisions that have been made or the outcome of 
actions. This study explores two research questions:  

1) Is the fundamental attribution error applicable 
in human-technology collaboration, when technology 
plays the role of a teammate and exhibits a certain 
level of intelligence or agency?  

2) What factors influence users’ attribution of 
agency, as well as user experience, perceptions and 
behaviors, in different task outcome scenarios?  

The findings will provide insights into attribution 
biases and individual differences that impact 
collaboration with and acceptance of technology as 
teammates. 

2. Literature review 

The role of technology has gradually progressed 
from functional to assistive, and in the projection of 
becoming collaborative and autonomous. Co-evolving 
with this shift is the research spanning technology, 
process, people, legalization, etc. Beyond the technical 
aspects, ethical and moral challenges appear more 
pressing than ever. A recent study [2] administered a 
survey to 65 researchers around the world to develop 
a research agenda to explore the key research 
questions surrounding the theme of “Machines as 
Teammates.” In this list, responsibility and liability 
emerged as a primary research direction. Potential 
problems include: “Who is responsible, and who is to 
blame?”, “To what extent machines are responsible?”, 

Proceedings of the 55th Hawaii International Conference on System Sciences | 2022

Page 388
URI: https://hdl.handle.net/10125/79377
978-0-9981331-5-7
(CC BY-NC-ND 4.0)



and “Will a human always be in charge and 
responsible for the result, or can this responsibility be 
transferred to a machine?” 

As the technology evolves from tools to 
teammates, interaction with technology moves to “the 
establishment of human relationships with 
autonomous entities” [3]. Therefore, these research 
questions need to be addressed not only with technical 
or engineering solutions, but with an emphasis on 
human factors. Related research on human-computer 
interaction and human-robot interaction has shown 
that user expectations of the technology, and their 
perceptions of their relationship with the technology, 
are fundamental to shaping the interaction process, 
and are powerful enough to influence both their 
willingness to team up and interaction outcomes even 
without manipulating any actual collaborative 
interaction (e.g., [4], [5], [6]). Therefore, it is crucial 
to understand the psychological mechanisms of 
responsibility allocation in order to answer behavioral, 
technical and legal questions surrounding 
responsibility and liability issues in human-
technology collaboration. In this study, we draw upon 
theory and literature on attribution bias and agency, as 
well as research on individual differences that impact 
human-technology interaction to explore how 
individuals respond to different outcome scenarios and 
attribute blame to themselves versus a technology 
teammate in a collaborative game. 

2.1. Attribution bias 

Attribution refers to the perception and 
understanding of the cause of events and of 
responsibility for the outcomes [7]. There are two 
types of attribution [8]: internal attribution (assigning 
the cause to certain internal factors such as ability and 
effort) and external attribution (assigning the cause to 
situational factors such as luck and environment).  
Previous studies have found that humans tend to “bask 
in reflected glory (BIRGing)”, which suggests that 
individuals tend to claim their association with a 
successful event or party [9]; in contrast, “cutting off 
reflected failure (CORFing)” suggests an opposite 
tendency of disassociation with a failed entity [10]. 
This phenomenon has been observed in multiple 
contexts, such as sports [9] and video games [11]. One 
underlying mechanism is that humans have a self-
enhancement tendency to maintain their self-esteem 
[12], “taking personal responsibility for their desirable 
outcomes yet externalizing responsibility for their 
undesirable outcomes” ([13], p. 895). Propositions 
indicate that self-serving bias is especially pertinent 
under certain conditions, such as when an individual’s 
behavior is observed by others; when an individual has 

a free choice to act; or when high ego involvement or 
high self-awareness is present [14].  

The perception of responsibility is closely 
associated with agency: an individual decides to act in 
a certain way and therefore is responsible for the 
effects of the action [15]. This describes two key 
factors—causality and intention—which affect blame 
assignment in negative outcomes [16]. If and when a 
person possesses the agency, both the intention to act 
and the ability to cause effects, then this person is 
responsible for the outcome of their actions.  

Based on the literature, we hypothesize that: 
H1: Humans will exhibit a self-serving attribution bias 
such that they will attribute more agency and more 
responsibility to self for a desirable outcome, whereas 
they will attribute more agency and responsibility to 
external factors for an undesirable outcome. 

2.2. Human and machine agency 

However, such self-serving bias may manifest in 
very different ways in the context of human-machine 
interaction. One of the major factors is how an 
individual perceives the machine, whether as an 
intelligent or autonomous agent or merely as a tool or 
device. Experiments in the “Computer are Social 
Actors (CASA)” paradigm show that humans treat 
machines (e.g., a computer) similarly to a human [4]. 
It is argued that individuals tend to “overuse human 
social categories”, and thus “mindlessly” apply social 
rules and expectations to machines [17].  

The implications of such mindless social 
responses on agency attribution are unclear. Scholars 
argue that such responses are limited in breadth and 
depth, and are premature cognitive commitments, 
rather than manifestation of a belief that machines are 
essentially human [17]. Indeed, if the technology is 
perceived as only providing simple information or 
fulfilling utilitarian tasks, for instance, then humans 
would perceive themselves as more (or solely) 
responsible for conducting the actions and for the 
outcome [18]. 

Contrary to these earlier findings, recent studies 
show that users would attribute certain levels of 
agency both to themselves and to the machine when 
interacting, communicating or collaborating with it. 
Specifically, in such interaction, human agency is 
conceptualized as the user’s ability to influence the 
nature and course of an interaction [19], whereas 
machine agency is the perceived level of autonomy 
and volitional control usually embedded in the 
functionality and other capabilities of the machine. 
Empirical evidence shows that humans perceive 
technology as agents especially when the latter 
demonstrates intelligence and engages in social 
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communication [20]. In certain scenarios, technology 
can even be perceived as a threat to human agency 
[21], thus giving rise to a tension between machine 
agency and human agency [22].  

Perception of the technology as automatic agents 
influences whether and how much they may be 
considered responsible, and even blamed in 
undesirable situations. An experimental study has 
found that an artificial intelligence (AI) driver receives 
a higher level of blame than a human driver in a 
hypothetical car accident scenario, and the intention of 
blaming comes from the participants’ perception of 
dissimilarity between AI and human drivers and the 
severity of the outcomes [23].  

Such findings reflect the transactional nature of 
the collaboration between human users and intelligent 
machines. According to a recent psychological model 
of human-AI interaction from the perspective of the 
theory of interactive media effects (HAII-TIME 
model), the extent to which users take ownership of 
the outcomes of a collaboration depends on the degree 
to which they have realized their own agency, as well 
as perceived favorable social exchange and 
augmentation of self [22]. To the extent the outcomes 
of the interaction are favorable, users are likely to view 
themselves as equal partners, but to the extent they do 
not deliver on transactional benefits, the tension 
between the machine and user is likely to lead to a 
blame game. 

This transactional model further complicates the 
hypothesis based on the fundamental attribution error 
(H1), as it is applied to human-technology 
collaboration. It suggests that:  
H1a: Human teammates would acknowledge both 
human agency and machine agency if the 
collaboration outcome is desirable; and,  
H1b: Humans are likely to attribute more agency, and 
therefore blame, to their technology teammates when 
the interaction outcome is undesirable. 

2.3. Sociability 

Individual characteristics often influence how 
they perceive the outcome of an event and attribute 
responsibility, and their interaction with technology. A 
review of prior literature [24] shows that certain 
factors such as innovativeness [25] and desire for 
control [26] have been considered as predictors of 
adoption of intelligent systems. Others have examined 
demographic factors such as age and gender: Younger 
generations display higher engagement (e.g., [27]) and 
more positive attitude (e.g., [28]); whereas gender 
influences conversational styles with avatars [29]. 
Personality traits are also found to determine 
psychological variables such as trust, which is central 

to allowing individuals to collaborate with a variety of 
technology teammates [30].  

Among the user personality dispositions, 
sociability, which is considered to influence one’s 
social interactions with other people, has emerged as 
one of the factors that may also affect their interactions 
with technology. Scholars (e.g., [31]) have been 
applying the “CASA” paradigm to compare human-
human social interactions and human-AI interactions 
and whether personality traits would appear stable.  

Would individuals demonstrate similar social and 
communicative dispositions when interacting with 
humans and technologies? Would a sociable person be 
more likely to prefer having a machine as their 
teammate? For people with shyness, would the 
presence of a machine elicit the discomfort and 
inhibition that would occur in the presence of other 
humans? We propose to investigate sociability, a 
tendency to affiliate with others or need to be with 
others [32]. Sociability could be an important factor in 
predicting human interaction and collaboration with 
technologies. Psychology and group dynamics 
literature has found that sociability predicts teamwork 
across various tasks (e.g., [33]). At the individual 
level, sociability is greatly associated with 
cooperativeness [34]; at the collective level, it is 
associated with group productivity [35]. 

In the specific context of to human-technology 
collaboration, it is important to explore whether 
sociability may be associated with an enhanced 
tendency to apply social rules and expectations to the 
technological teammates. If so, sociable users may 
exhibit social characteristics (e.g., politeness, 
reciprocity, proactivity, conscientiousness, 
communicability, manners, etc.), which are considered 
beneficial and facilitative to their collaboration with 
the technology [36] [17]. These social characteristics 
are likely to reduce attribution biases and enhance 
enjoyment of the collaborative experiences, leading to 
positive user experiences, perceptions and behavioral 
intention. Therefore, we hypothesize that sociability 
moderates the relationship between collaboration 
outcome and agency attribution. Specifically: 
H2a: Human teammates with a high level of 
sociability will exhibit reduced attribution bias; and 
H2b: Human teammates with a low level of sociability 
will exhibit increased attribution bias. 

Scholars are calling for more research into the 
“relational dynamics through which people associate 
with these technologies, and, in turn, relate to 
themselves and others” [37]. As already mentioned, 
the assumption that individuals would perceive 
technology as a person, which warrants human 
treatment or attribution, was once rejected and 
challenged by observations of mindless social 
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interactions [17]. But, these findings need re-
examination, as we have been witnessing rapid 
advancement of technological development, and more 
importantly, a shifting nature of technology [38]: 
technologies have become much more human-like 
[39], imbued with greater social cues such as voice 
[40] and gender cues [41], communicative, 
embodiment of cultural values [42], and integrated 
into home and personal spaces [43]. An understanding 
of users’ responses to these increasingly intelligent, 
automated technologies, and how such human-
technology interaction or collaboration may challenge 
perceptions of agency and humanness, has significant 
cognitive, social, technical, ethical, and legal 
implications. 

3. Method 

An experimental study was conducted to examine 
the effects of task outcome and sociability as a 
personality characteristic on agency attribution, 
perceptions, and behaviors in a wayfinding game. 
Participants (N = 31) were college students (M = 
19.42, SD = 1.39) recruited from a large university. 
The majority of participants were Caucasian (64.5%, 
n = 20), followed by Asian (16.1%, n = 5), African 
American (9.7%, n = 3), Hispanic (6.5%, n = 2), and 
Arab (3.2%, n = 1). They were instructed to play a 
way-finding game called “Treasure Hunt” (to find 
three treasures hidden locally in the shortest period of 
time) with aid from a mobile app particularly designed 
for this experimental study to provide navigation 
assistance. 

3.1. Procedure 

Upon participants’ arrival at the lab, they were 
asked to complete a pre-test questionnaire measuring 
individual difference variables including 
demographics, frequency of using a computer, 
frequency of using a mobile device, and frequency of 
using maps, and sociability.  

After completing the pre-test questionnaire, 
participants were given an LG smart phone that had 
the “Treasure Hunt” app. A brief instruction on how to 
use the app was also provided before they start the 
game. During this process, participants were primed to 
think the app as an intelligent teammate that will work 
with the participants to complete the game 
successfully.  

Once they received the smartphone, participants 
would leave the lab and work together with the app on 
the treasure hunt. During the treasure hunt, the app will 
communicate with the participants to locate the 
treasures and identify a fastest route to complete the 

tasks. GPS tracking was activated on the smartphone 
to monitor their performance. After participants 
returned, they would receive a report informing them 
of their game performance ranking among all the 
players (either as the winner or as the loser of the 
game). The ranking was pre-assigned and irrelevant to 
their actual performance. After viewing the game 
result, participants filled out a post-test questionnaire 
measuring their experience and perceptions (i.e. 
pleasantness, and satisfaction), behavioral intention 
(i.e. intention to share their experience with others), as 
well as their outcome attributions to themselves and to 
the app. 

3.2. Manipulation and measurement 

The independent variable, task outcome, was 
manipulated by varying participants’ game results. 
Instead of reporting their actual ranking, participants 
were randomly assigned to either a win condition or a 
loss condition. In the win condition, participants were 
congratulated and informed that they were “ranked #1 
out of the 74 treasure hunters;” in the loss condition, 
participants received a game performance report 
stating, “Not fast enough... You are currently ranked 
#68 out of the 74 treasure hunters.”  

Moderating and outcome variables were 
measured using self-report instrument. Unless 
otherwise specified, all items were measured on a 
seven-point scale, ranging from “Strongly Disagree” 
to “Strongly Agree.” Sociability (Cronbach’s α = .83, 
M = 5.36, SD = .81) was measured using a nine-item 
scale [12], including items such as “I find it easy to get 
along with people;” “I am very involved in the social 
world;” “I find it easy to get along with people;” and 
“I always seek social contacts.” Outcome attribution 
to the app (M = 4.77, SD = 1.31) was measured by one 
item “the app deliberately acted in the given way” 
whereas outcome attribution to self (M = 5.03, SD = 
1.43) was measured by one item “I felt that I had 
control over the game process.” Intention to share 
game experience (M = 4.97, SD = 1.49) was measured 
by asking “I would like to talk about my experience 
with my friends.” Using a seven-point semantic 
differential scale, pleasantness (M = 5.35, SD = 1.79) 
and satisfaction (M = 5.13, SD = 1.83) were measured 
by asking participants to rate their feelings after 
gameplay on these semantic differential items 
“Annoyed : Pleased” and “Unsatisfied : Satisfied,” 
respectively. Last but not least, frequency of using a 
computer (M = 6.42, SD = .89), a mobile device (M = 
6.81, SD = .40), and maps (M = 3.90, SD = 2.04) were 
measured by asking participants to indicate, on 
average, how often they use each item on a seven-point 
scale, ranging from “Never” to “All the time.” 
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4. Results  

4.1. Manipulation check  

Manipulation check was conducted and 
confirmed that the task outcome manipulation was 
successful, t (29) = -7.64, p < .001. Participants in the 
win condition (M = 6.06, SD = 1.65) were more likely 
to view their performances as better than other players 
compared to those who were in the loss condition (M 
= 2.20, SD = 1.08). 

4.2. Agency attribution 

A series of two-way analyses of covariance 
(ANCOVAs) controlling for age, gender, and 
frequency of using a computer, a mobile device, and 
maps, were conducted.  

For agency attribution, analyses showed no 
statistically significant main effect of task outcome on 
agency attribution either to the app, F (1, 22) = 2.22, p 
= .15), or to self, F (1, 22) = 3.90, p = .06.  This near-
significant effect suggests support to self-serving bias, 
but, overall, H1, H1a and H1b were not supported. 

However, a significant main effect of sociability 
was found on attribution to the app, F (1, 22) = 6.72, p 
< .05. Participants who self-reported higher levels of 
sociability tended to ascribe more intention to the app 
than those with lower levels of sociability (B = .70, SE 
= .27). 

In addition, as shown in Figures 1 and 2, results 
showed a statistically significant interaction effect 
between task outcome and sociability on outcome 
attribution to self, F (1, 22) = 8.50, p < .01, and a 
marginally significant effect on outcome attribution to 
the app, F (1, 22) = 3.98, p = .058. Specifically, 
participants who self-reported being less sociable 
tended to attribute less intention to the app when they 
had lost than when they had won. They were also more 
likely to attribute the outcome to self in the win 
condition than loss (H2b partially supported).  In 
contrast, for participants with higher levels of 
sociability, task outcome appeared to have less 
significant, or even reverse effects, on outcome 
attribution to both app and self (H2a supported). 

4.3. User experience and behavioral intention  

Data showed that task outcome had significant 
main effects on pleasantness, F (1, 22) = 4.44, p < .05, 
and satisfaction, F (1, 22) = 4.14, p = .05. Participants 
in the win condition reported higher levels of 
pleasantness (M = 6.16, SE = .57) and satisfaction (M 
= 5.95, SE = .52) than those who were in the loss 

condition (pleasantness: M = 4.58, SE = .48; 
satisfaction: M = 4.31, SE = .61). 

 

 
Figure 1. Interaction effect between task 

outcome and sociability on attribution to app 
 
 

 
Figure 2. Interaction effect between task 

outcome and sociability on attribution to self 
 

 
Figure 3. Interaction effect between task 

outcome and sociability on behavioral intention 
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Table 1. Results of the moderated mediation model 
 
    Dependent Variables 

Independent 
Variable 

Moderator 
Sociability Mediators 

 
Pleasantness  Satisfaction  

Intention to share game 
experience 

 
B (SE) 95% CI 

 
B (SE) 95% CI 

 
B (SE) 95% CI 

Effect of task 
outcome at 
sociability’ 
value of 

4.56 

Outcome 
attribution 
to the app 

 .50 (.45) -.29, 1.46  .49 (.49) -.43, 1.52  .32 (.38) -.40, 1.10 

5.44  .19 (.24) -.12, .80  .18 (.27) -.18, .86  .12 (.18) -.22, .52 

6.33  -.12 (.30) -.63, .64  -.12 (.34) -.67, .73  -.08 (.24) -.65, .36 

Index of moderated mediation  -.35, (.33) -.98, .33  -.34 (.37) -1.02, .41  -.22 (.29) -.90, .28 

Effect of task 
outcome at 
sociability’ 
value of 

4.56 

Outcome 
attribution 
to self 

 2.16 (.99) .50, 4.38  1.80 (.97) .27, 3.98  1.31 (.75) .19, 3.05 

5.44  .76 (.59) -.21, 2.08  .64 (.55) -.16, 1.93  .46 (.43) -.11, 1.51 

6.33  -.63 (.87) -2.36, 1.10  -.53 (.79) -2.08, 1.09  -.38 (.54) -1.42, .72 

Index of moderated mediation  -1.57 (.82) -3.21, -.13  -1.31 (.78) -2.97, -.03  -.95 (.56) -2.18, -.05 

Note. Values of sociability are the 16th, 50th, and 84th percentiles.  

 
In addition, the results showed a marginally significant 
interaction effect between task outcome and 
sociability on behavioral intention to share their 
experience with others, F (1, 22) = 4.02, p = .058. 
Participants who self-reported as less social were more 
likely to share their game experience with others if 
they had won, rather than than lost, the game; the 
effect of outcome on behavioral intention was 
nonsignificant among those with higher levels of 
sociability (see Figure 3). 

4.4. Agency attribution as mediators  

To test the moderated mediation on user 
experience and behavioral intention, Hayes’ 
PROCESS Macro (model 7) with 95% bias-corrected 
confidence intervals using 5,000 bootstrap resamples 
was employed [44]. The interaction effects between 
outcome and sociability were tested, and outcome 
attribution to the app and to self were examined as 
potential mediators. Age, gender, frequency of using a 
computer, a mobile device, and maps were entered as 
control variables. 

The results show significant indirect interaction 
effects between task outcome and sociability on 
pleasantness, satisfaction, and behavioral intention. 
However, the moderated mediation through attribution 
to the app was not significant. The findings showed 
that participants with lower levels of sociability 
attributed the outcome to themselves, which in turn led 
to positive perceptions, and enhanced behavioral 

intention. However, there were no significant indirect 
effects for individuals with higher levels of sociability 
(See Table 1).  

5. Discussion  

Our findings reveal that agency attribution in 
human-technology collaboration is more complex than 
previously known. When examining task outcome as 
a singular predictor, no difference was found in the 
levels of agency attributed to the technology and the 
users themselves. The lack of statistically significant 
main effects, however, may be because personality 
traits such as sociability moderate the influence of task 
outcome on how individuals attribute responsibility.  

5.1. Sociable users recognize machine agency  

Across different outcome scenarios, sociability 
appears to be associated with the tendency to attribute 
agency to technology. A closer look reveals that such 
a relationship is driven by the fact that those with 
lower levels of sociability did not blame the 
technology for the failure. Specifically, participants 
who were relatively low on associability attributed 
much less agency to the technology when they lost the 
game, compared to the success scenario, and to 
participants who were more sociable, regardless of the 
task outcome.  

For those with higher levels of sociability, 
perceptions of self and app agency remained relatively 
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stable, and relatively high, regardless of the task 
outcome. It appears that individuals who are 
inherently more social tend to view their technological 
teammates in more social ways as well. Both in 
success and in failure, sociable users are likely to 
consider the machine as intentional and agentic.  

5.2. Low sociability contributes to attribution 
bias  

Attribution bias only has appeared partially 
among participants with lower levels of sociability, 
when asked to assign a certain level of responsibility 
to themselves based on the task outcome. They 
ascribed more responsibility to themselves in the 
success scenario compared to the failure scenario. This 
finding could be explained by the positive correlation 
between sociability and self-esteem established in 
previous literature (e.g., [32]), such that the self-
enhancement bias serves to maintain or enhance self-
esteem [12]. 

More interesting, in the loss scenario, less 
sociable users displayed denial of agentic involvement 
from either entity. They might have viewed the 
teamwork as dysfunctional by attributing low levels of 
agency to both the machine and themselves. 

5.3. Theoretical and practical implications  

These findings provide useful insights, both 
theoretically and practically, into how individuals 
attribute agency, responsibility, and blame when 
interacting and collaborating with technology. They 
show the complexity of agency and blame attribution 
in human-technology collaboration. Specifically, our 
work adds to the existing literature with empirical 
evidence of how personality characteristics play an 
important role, and proposes a theoretical framework 
in which sociability moderates attribution outcomes 
by applying social rules and expectations to 
technological teammates, and changing agency and 
blame attribution.  

Our research contributes to the understanding of 
blame attribution, which is an increasingly pressing 
socio-ethical and socio-technical issue, for instance, 
with the rapid development of autonomous vehicles 
(AVs). Despite great potential for safety and 
convenience, AVs receive skepticism and controversy 
due to the uncertainty of moral norms for these 
vehicles. Some researchers have named the 
phenomenon “blame attribution asymmetry” [45], 
such that AVs are blamed more harshly, and blame and 
responsibility are more likely to be attributed to the 
AVs. Blaming the AVs is observed experimentally 
and in real life, for harms that are actual or imagined 

[46]. Our research shows the psychological 
mechanism through which users with certain 
personality characteristics (i.e. high sociability) apply 
social rules and expectations to the technology, 
attribute a high level of agency to it, and hold it 
responsible when things go wrong.  

The self-serving bias widely identified in these 
studies (e.g., [46], [47]), that is, to attribute more 
responsibility of a car accident to the AVs than to self, 
was only partially present in our findings. Especially 
in our loss scenario, participants assigned the same, or 
slightly higher, level of responsibility to themselves. 
One plausible explanation is that the consequences of 
losing this way-finding game were minimal. 
Motivation to downplay one’s own fault is not 
comparable to car crashes that cause moderate to 
severe harm. Engineers and developers of autonomous 
and collaborative technology should consider the 
implications of these findings, and recognize the 
varying psychological responses to different risk 
scenarios and outcomes. Researchers should further 
explore other factors, such as shared control [48][49], 
varying levels of automation [50], and personal 
relevance in a loss scenario, which may also alter the 
blame attribution.  

The findings also have implications for computer-
supported and AI-enabled collaborative tools designed 
to gain user compliance for achieving desirable 
outcomes (e.g., health outcomes, civic engagement) 
through human-technology collaboration. Intelligent 
agents could be designed with features and cues that 
serve both functional and social needs. In order to 
enhance user experience and perceptions, these 
features and cues should be personalized to meet any 
individual user’s personality traits, communication 
styles, and collaboration preferences.   

5.4. Future research directions  

Future research should examine other key 
individual characteristics that influence agency 
attribution, such as locus of control. A wide range of 
personality traits such as introversion, agreeableness, 
and conscientiousness, which have been associated 
with trust, motivation, adoption, and engagement with 
technology (e.g., [51], [52], [30]), can also be 
considered.   

Researchers should consider factors and analyses 
at the team level, to understand whether individuals 
perceive beyond their own agency but shared 
intentions and shared goals between themselves and 
their technological teammates. We call on scholars 
and research teams to test whether our findings are 
replicable in a variety of team structures and 
collaboration scenarios, with human users from 
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different demographics and cultural backgrounds, and 
involving a variety of task types and complexity, as 
well as different levels of outcome severity and 
personal significance.  

6. Conclusions  

Socio-ethical and socio-legal concerns that have 
arisen with the development of intelligent and 
automated technologies need to be addressed beyond 
their apparent technical aspects [53] [54]. It appears 
that the solution is not full automation or advanced 
functionality, but rather efficacious human-
technology coordination and collaboration [55]. An 
interdisciplinary approach that examines and 
reimagines the different roles played by the 
technology, the users, the communicative and 
collaborative processes, and their societal implications 
is needed to make such a solution a reality. 
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