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Abstract 
To reduce the workload of employees working in 

Human Resource departments and to avoid bias in 
pre-selection of applicants, an increasing number of 
companies deploy Artificial Intelligence (AI)-based 
algorithms. Some examples such as Amazon’s 
discriminating recruiting algorithm showed that 
algorithms are not free of unethical decision making. 
Although there already exists a variety of ethics 
principles for AI-based systems, those are usually 
hardly being applicable to specific use cases such as 
using AI-based algorithms in recruiting processes. To 
address this issue and to provide guidance for 
researchers and practitioners, we conducted a 
systematic literature review (keyword and backwards 
search) on existing ethics guidelines and principles for 
AI and extracted aspects that seemed applicable to 
guide recruiting processed. Based on 28 relevant 
papers we derived actionable guidelines for using AI-
based algorithms in recruiting processes. We 
categorized our guidelines into the aspects of fairness, 
avoidance of discrimination and avoidance of bias.  

1. Introduction  

Artificial Intelligence (AI) in recruiting have 
evolved very quickly over the last decade [1, 2] 
Recruiting 3.0 refers to the hiring process enhanced by 
AI [1]. In 2019, a report estimated that about 99% of 
the fortune 500 companies use algorithms in their 
recruiting process [3]. The technical progress enables 
companies to make recruiting decisions supported by 
algorithms to save costs and achieve higher 
effectiveness [4, 5]. AI-based algorithms can support 
recruiting processed by analyzing applicants’ 
questionnaires, video interviews or CV data to 
perform a pre-selection for hiring candidates for a 
certain position [6]. 

However, this is accompanied by many ethical 
concerns as we know from decades of research. Some 
employers have tended to discriminate against women 
and ethnic minorities, albeit unconsciously [7, 8, 9, 
10]. Contrary to popular belief, discrimination occurs 
not only in traditional recruiting, but also in recruiting 
algorithms. Along with this there has been rapidly 
growing interest in the use of recruiting algorithms at 
least to address or even mitigate bias [6]. However, 
even if the developer of the algorithm does not intend 
to discriminate, the algorithm may contain a 
discriminating bias. One of the most prominent 
examples for a biased recruiting algorithm is the 
Amazon scandal of 2018. Build on historical job data 
the algorithm gave higher scores to white male 
applicants [13]. Even after the variable “gender” was 
removed, the algorithm learned to use other measures 
as a proxy for gender. This bias was introduced with 
the training data which reflected a decade-long human 
bias in the recruiting decisions of the company [14]. 

Current advances in research, development, and 
application of AI systems have yielded a far-reaching 
discourse on AI ethics. In consequence, several ethics 
guidelines have been released in recent years which 
comprise normative principles and recommendations. 
These guidelines were published from technological 
companies e.g., Microsoft, Google or IBM as well as 
from governmental institutions e.g., EU Ethics 
guidelines for trustworthy AI. However, a 
comprehensive systematic literature review that 
provide structure for these guidelines for research and 
practice in the context of recruiting is missing as 
existing systematic approaches in this field are limited 
to certain journals [15]. 

Furthermore, these guidelines run into the 
problem that they are either too generic to be applied 
in actual practice, too narrowly tailored to one area of 
use or concerned with the technical implementation or 
acceptance criteria of AI systems for recruiting [16]. 
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In addition, an agenda for further research in this area 
would be highly valuable. Thus, we found that there is 
still no effective solution to the problem of unethical 
recruiting algorithms. It is inevitable to take a closer 
look at how ethical considerations and guidelines can 
influence the utilitarian towards a more moralistic 
perspective of the algorithm development.  

Since negative aspects of recruiting algorithms, 
such as discrimination, can also be addressed with 
guidelines concerned with fairness, our research will 
analyze existing literature concerned with ethics 
guidelines for AI and will bridge the gap between 
those guidelines and AI recruiting algorithms. We 
analyzed existing guidelines on AI and ethics and 
addressed the following research question (RQ): 

How can ethics principles for AI be applied to AI-
based recruiting algorithms? 

The aim of our research is to contribute to the 
development of ethics guidelines for recruiting 
algorithms by systematically reviewing existing 
literature on ethics and AI in recruiting as well as 
generally published ethics guidelines. Since Webster 
and Watson [17] and Liu, Gao and Mao [18] pointed 
out that emerging issues profit from literature reviews 
and recruiting algorithms are a phenomenon that is 
quickly evolving, there is the need for a systematic 
overview of the literature on ethics guidelines for AI 
in this context. We specified criteria that are essential 
in the development of ethics guidelines for recruiting 
algorithms and provided an overview of how ethic 
guidelines contribute to these criteria. Additionally, 
we propose specific guidelines for text analysis 
algorithms in the recruiting context.  

2. Literature Background 

2.1 AI and Recruiting 

AI- based algorithms such as many supervised 
machine learning algorithms, are commonly used as 
standardization of established workplace decision 
[19]. Google, IBM, SAP and Microsoft facilitate 
Human Resources (HR) practices by offering 
algorithmic systems for recruiting and performance 
measures [20]. 

Algorithmic decision-making is used in HR and 
development in various large companies such as Intel, 
Vodafone or Ikea [21]. These algorithms provide the 
competitive advantage to review large numbers of 
applications automatically [1]. 

Algorithmic decision making has benefits like 
savings in time and cost, minimized risks, and 
increased productivity. Recently, certainty has been 
increasing in decision-making algorithms, making 
them even better suited for economic use [22, 24]. 

Besides these advantages, human biases like 
stereotypes and prejudices could be diminished by 
enhancing objectivity and fairness in recruiting 
decisions through decision-making algorithms [25]. In 
a demand for more objectivity, data-driven and 
evidence-based decision-making are used to combat 
unjust processes and bias in human decision [26]. 
However, multiple researchers point out social, legal, 
and ethical risks associated with algorithmic decision-
making [27, 28].  

2.2 Ethical Issues of AI in Recruiting  

Research showed that processes using algorithmic 
decision making can result in negative outcomes for 
groups that have historically been disadvantaged [27]. 
Algorithms bear risks since they reflect the bias of the 
data scientists working on it and can magnify 
unnoticed patterns of discrimination [29]. The threat 
of discrimination, bias and unfairness is very likely to 
appear when working with and solely relying on 
algorithmic decision-making [30]. Trained on 
inaccurate, biased, or unrepresentative data, the 
outcomes produced by algorithms are discriminating 
and biased [30, 31]. 

The most frequent biases are gender and race bias 
which means having disadvantages because of gender 
or race [30, 31]. This can be assigned to 
discrimination, defined as the unequal treatment of 
different groups, not based on qualities but rather on 
gender, age or ethnicity [32]. Additionally, hidden and 
unintended biases are also dangerous [33]. When 
systems should be neutral and objective but are not, it 
is usually because the underlying algorithm lacks 
transparency, intelligibility and relies on training data 
which is biased in ways difficult to uncover [35]. 
Gender and race biases have been reported in decision-
making algorithms in systems for many applications, 
including recruitment [34, 35, 31]. Often, this issue is 
only noticeable after the algorithm has already made 
the decision [36].  

Numerous issues have been presented regarding 
decision-making algorithms in HR processes such as 
recruiting. HR outcomes are often very complex, 
making it hard to measure the dimensions of being a 
good employee, for example. From individual to team 
performance, widely-used biased measures like 
performance appraisal scores or the interdependency 
of a complex job to other jobs, there is uncertainty in 
the quality of performance evaluations [37, 38, 39].  

The last problem raised by the authors is the one 
of implications of HR decisions, namely hiring and 
firing, since these can have “serious consequences for 
individuals and society with regard to ethics as well as 
to both procedural and distributive justice fairness” 
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[13, p.18]. Even though there are legal frameworks 
which hold the employer accountable in making fair 
decisions, state-of-the-art algorithms typically lack the 
aspect of explainability which helps understand the 
mechanisms and reasons for the decision of the 
algorithm [13]. 

These risks are especially apparent when a well-
known company like Amazon stops using their 
discriminating recruiting algorithm after failing to 
implement changes making the decision-making 
algorithm suitable and non-discriminatory [14]. 

2.3 Ethics Guidelines for AI in Organizations 

To counteract previously mentioned risks of AI, 
Asimov was the first author in 1940 to discuss 
guidelines for intelligent systems, the “Three Laws for 
Robotics”: namely that a robot may not injure a human 
being or allow a human being to come to harm, robots 
having to obey to human orders except in cases where 
it conflicts the first law and the last one being that a 
robot may protect his existence provided this does not 
conflict with the first two laws. While these laws were 
published in a fictional story, research has moved to 
real-world AI implementations and pointed out the 
need for ethical guidelines for data analytics, ML and 
AI [40]. 

In recent years, a whole body of guidelines has 
been developed by national and international 
organizations full of principles for companies and 
technology developers to adhere to [41]. Many more 
expert committees on AI ethics have appeared and 
drafted reports and guidelines on ethics in AI. While 
these are positive developments, the self-
commitments by companies formulating their own 
ethical guidelines discourage the development of a 
binding legal framework [42]. 

Especially accountability, privacy, and fairness 
make-up around 80% of all guidelines, found by a 
review by Hagendorff [43], making those three aspects 
seem like the “[…] minimal requirements for building 
and using an “ethically sound” AI system” (p.103). 
There are many guidelines addressing these, among 
other, issues very generally or applied to a certain 
context. However, none of them address the issue of 
recruiting algorithms. Considering that this 
application is already implemented and has been for a 
few years, there is a need for comprehensive ethics 
guidelines in this area [44, 45]. This is where our 
research will offer new insights. 

3. Method 

We addressed our research question by 
conducting a systematic literature review (SLR) 

according to Vom Brocke et al. [46] which further 
developed the classical approach of Webster and 
Watson [16]. We decided to conduct an SLR as an 
initial search of ethical guidelines for AI suggested 
that there already is a huge amount of literature 
regarding ethical guidelines for AI that could serve as 
a valuable basis for guidelines for recruiting 
algorithms. The systematic literature review 
“address[es] a specific research question that guides 
the data collection, extraction, and aggregation 
process” [46, p. 207], to ensure that only necessary 
papers regarding the research question are included in 
the analysis process. For The purpose of the review 
was a structured overall view of AI ethics guidelines 
for recruiting algorithms to synthesize existing 
research and provide avenues for future research 
according to Webster and Watson [17].  

Before starting the search process, we defined a 
search scope to guarantee a structured and organized 
search [48]. The specification of the process according 
to Vom Brocke et al. [46] contained four steps. In the 
first step the process was determined. The following 
literature review was organized iteratively with an 
intertwined proceeding of reading, interpreting, and 
analyzing the identified literature [46]. Secondly, 
publications were specified as the source. In the third 
step, we applied inclusion and exclusion criteria 
according to Li, Gao and Mao [18]. As it was not 
purposeful to review the complete literature on ethics 
guidelines, we selected representative and seminal 
works [46] which have been published in peer-
reviewed journals or conferences selected by our 
inclusion criteria. In the last step we defined our search 
technique, which was a keyword search combined 
with backward search according to Vom Brocke et al. 
[46]. The literature search was completed between 
January 22nd and February 5th, 2021. We scanned the 
following databases: IEEE, Scopus, AiSeL, ACM and 
Springer Link. In order to identify literature that could 
inform ethical guidelines for AI-based algorithms in 
recruiting, we used the following keywords as search 
strings: (Trust OR Distrust) AND (Recruitment AND 
(Artificial Intelligence)), ((Artificial Intelligence) 
AND (Ethic Guidelines)) AND Recruitment, 
(Artificial Intelligence) NEAR Ethics, (Artificial 
Intelligence) AND Discrimination OR Disadvantages.  

During the search process it was recognized that 
the search terms were too narrow and focused on the 
term “Recruiting”. We therefore added six keywords 
in the further course that paraphrase the word 
“Recruiting”. These included: Trust AND Hiring 
AND (Artificial Intelligence), Distrust AND Hiring 
AND (Artificial Intelligence), (Artificial Intelligence) 
AND Ethic, Guidelines AND Ethics AND (Artificial 
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Intelligence), (Artificial Intelligence) AND Bias AND 
(Algorithmic Hiring). 

We further examined title and abstract of each 
search result. We defined inclusion criteria and 
included articles where the content was not assigned 
to a specific discipline (such as healthcare), but 
discussed ethical guidelines, AI and recruiting in 
general. Based on the results of the keyword search, a 
backward search was completed. For this, we coded 
the identified papers through three independent 
coders. A total of 49 relevant articles resulted from this 
process.  

In a second selection process the articles were 
screened in greater detail. Our aim was to identify 
several criteria that could be considered important 
regarding ethical guidelines that prevent unethical 
algorithms in recruiting. We excluded 21 paper due to 
four aspects: First, some of the results were too 
focused on the technical part of AI, resulting in that no 
relevant criteria could be identified. For this reason, 
we excluded two papers. Another exclusion criterion 
was that some did not really focus on the topic of 
recruiting which is why four papers were not further 
analyzed in the literature review. Third, in 13 articles 
no relevant criteria regarding the research question 
could be identified. After this filtering process, 28 
relevant papers were included and further analyzed.  

4. Results 

4.1 Existing Ethical Principles for Using 
Algorithms in Recruiting 

After reviewing the literature for the inclusion and 
exclusion criteria, we first inductively categorized the 
28 articles into types of principles. We found three 
principles for AI-based recruiting algorithms that were 
mentioned most frequently: fairness, prevention of 
discrimination and avoidance of bias. We summarized 
our categorization in Table 1. 

 
Table 1. Criteria for recruiting algorithms 

Fairness 

Hajian et al., 2016 
Köchling & Wehner, 2020 

Köchling et al. 2021 
Ochmann & Laumer, 2019 

Sánchez-Monedero et al., 2020 
Xu et al., 2020 

Zhou, 2019 

Prevention of Discrimination 

Fernández-Martínez & Fernández, 2020 
Hajian et al., 2016 

Köchling & Wehner, 2020 
Kuleshov & Abramova., 2020 

Raghavan et al., 2020 

Avoidance of Bias 

Xu et al., 2020 
Köchling & Wehner, 2020 

Ghallab, 2019 
Kuleshov & Abramova, 2020 

 
Köchling & Wehner [15]. stated, in HR 

recruitment and development there are two fairness 
types that need to be considered: Objective and 
subjective fairness perceptions of applicants and 
employees about the usage of algorithmic recruiting 
decisions. For example, during the recruitment 
process, perceptions of fairness can have 
consequences such as applicant’s intent to seek 
employment or to provide referrals to other applicants 
and thus important impact for the decision to stay in 
the applicant pool or accept a job [15].  

Ochmann & Laumer [47] assume that fairness is 
a construct that encompasses both the legal framework 
and the consideration and recognition of every person 
regardless of their social status, hierarchical position, 
national, religious, or sexual affiliation. Based on the 
research of Xu et al. [2], they see the opportunity in 
algorithmic recruiting in that the discriminatory 
tendencies and unfairness can be prevented, as 
correctly programmed algorithms are directly linked 
to consistent and unbiased decisions.  

Some authors, such as Köchling et al. [48] 
proposed ways for measuring unfairness or 
establishing fairness as a post- or pre-process 
procedure to compare the usability in a recruiting 
context. Hajian et al. [49] made very technical 
proposals to guarantee fair algorithms, data mining 
especially. They mentioned some pre-processing 
approaches, such as logistic regression and naive 
bayes models, as well as post-processing approaches 
including for example simultaneous discrimination 
prevention and privacy protection considering k-
anonymity or rule and pattern mining. 
As underlined by Kuleshov & Abramova [50] there is 
a need to avoid and prevent any forms of 
discrimination and inequality associated with the use 
of AI-based systems. This also applies to 
discrimination using algorithms to hire employees.  

Discrimination by proxy means that a company or 
an institute discriminates in favor or against minorities 
[2]. Raghavan et al. [6] explain that while recruiting 
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decisions of algorithms have predictive validity, they 
often disadvantage minorities, even if the candidate 
has the same potential as their white counterpart. 
Hajian et al. [49] describe that even if there is no 
discriminatory intent, it is possible that big data can 
have discriminatory effects further imposing the less 
favorable treatment to already disadvantaged groups. 
The authors present two approaches to a solution: 1) 
techniques for discrimination discovery from 
databases and 2) discrimination prevention by means 
of fairness-aware data mining by developing data 
mining systems that are discrimination-conscious by-
design. 
As already explained, discrimination include actions 
directed against minorities in the vast majority of 
cases. This includes racial and ethnic groups as well as 
diverse groups. Racial discrimination appears as racial 
bias in algorithms that are trained on biased data. 

Xu and colleagues [2] combine unfairness and 
racial discrimination by explaining that especially 
video interviewing includes race as the most 
controversial characteristics. That is because 
algorithms are, and have been, mostly trained with 
data of white people, e.g., images of white people 
which results in negative consequences for people of 
color. Köchling & Wehner [15] concluded that all 
races that were disadvantaged in history, e.g., 
Hispanics, will have higher chances to be 
discriminated against by AI-based algorithms trained 
with historical data. The reason for biases in 
algorithms is related to the input data is that certain 
groups or characteristics are mostly underrepresented 
or sometimes overrepresented. This phenomenon is 
also called representation bias. Likewise, Kuleshov & 
Abramova [50] and Ghallab [36] found that the racial 
diversity of humanity, as well as associated 
differences in social status and ethnicity influenced the 
training data of the algorithms in such a way that the 
results were affected accordingly beforehand. 

Diversity and inclusion, related to e.g., disabled 
people or members of the LGBTQ+ community, is 
increasingly lived today and, according to Raghavan 
et al. [6] and Ghallab [35], should not be missing in 
the design of ethical guidelines. There is the 
importance of respecting the diversity of humanity and 
preventing discrimination of any kind. 

4.2 Ethics guidelines for AI 

After categorizing the articles into ethical 
principles for AI-based recruiting algorithms, we 
considered which existing guidelines for AI already 
included aspects of these principles. Within our basket 
of 26 articles, we identified 15 types of ethics 
guidelines for AI. The ethics guidelines for AI 

including the principle of fairness are summarized in 
Table 2.   

 
Table 2. Ethics guidelines including the 

principle of fairness 

Author(s) Existing guidelines 
AI Now, 2016 The AI Now Report 

Cutler et al., 2019 
Everyday Ethics for Artificial 
Intelligence 

Diakopoulos et 
al., 2019 

Principles for Accountable 
Algorithms and a Social Impact 
Statement for Algorithms 

Google, 2019 
Perspectives on Issues in AI 
Governance 

Kuleshov & 
Abramova, 2020 

Addressing AI ethics through 
codification 

Microsoft, 2021 
Responsible AI principles from 
Microsoft 

OpenAI, 2018 OpenAI Charter 

Pekka et al., 2018 EU Ethics guidelines for 
trustworthy AI 

 
Most of the already existing guidelines have dealt with 
the aspect of fairness. It is an overarching and open 
concept, which is why eight of the 15 guidelines 
clearly addressed it.  

Pekka et al. [11] said in their EU-Guidelines that 
the “regulation of AI systems must be fair” (p.10) and 
that this is one of the most important principles. They 
refer to the developers of AI systems, who are 
supposed to make sure that minorities are considered 
during the implementation. They include bias, 
stigmatisation, and discrimination as important 
aspects of unfairness. Other guidelines also imply 
race, ethnicity, gender, nationality as well as income, 
sexual orientation, ability, and political or religious 
belief as factors which evoke unfairness [51,52]. Most 
importantly, it is essential to be conscious of the 
danger that AI algorithms and the underlying data can 
not only reflect but also reinforce unfairness. 
However, it is also possible to reduce prejudices and 
unfair bias [52]. 

Diakopoulos et al. [53] provided concrete 
recommendations on how the aspect fairness can be 
considered. They suggest establishing a certain level 
of fairness awareness to enable systems to correct 
errors that are related to different categorization for 
example of populations. Furthermore, the false 
positive and false negative assignments need to be 
calculated. The guidelines by OpenAI [54] stressed 
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that instead of replicating errors, it is important to first 
detect and then correct them. Moreover, another way 
to approach the problem is to create software that 
explains the errors that lead to unfairness so that they 
can be understood and corrected. 

Cutler et al. [55] believe that the development 
team has a responsibility to minimize unfairness, 
because they, like every other human, are inherently 
vulnerable to biases and could implement them to the 
algorithm.  

To avoid unfairness AI Now [56] and Kuleshov & 
Abramova [50] propose to focus on the data. It is of 
great importance to use representative datasets. More 
precisely, this means that the data has to be unbiased 
and from reliable and legal sources. With this data the 
algorithm has to be tested several times and there 
needs to be a control that no unfair bias appears. 

Furthermore, we summarized the ethics 
guidelines which are related to the aspect of 
discrimination in Table 3. 

 
Table 3. Ethics guidelines including the 

principle of discrimination 

Author(s) Existing guidelines 

Accenture, 2021 An Ethical Framework for 
Responsible AI and Robotics 

Amershi et al., 
2019 

Guidelines for Human-AI 
Interaction 

Beijing Academy 
of Artifcial 

Intelligence, 2020 

Beijing Academy of Artificial 
Intelligence 

Kuleshov & 
Abramova, 2020 

Addressing AI ethics through 
codification 

Organisation for 
Economic Co-
operarion and 
Development, 

2019 

OECD Legal Instruments 
Recommendation of the Council 

on Artificial Intelligence 

Pekka et al., 2018 EU Ethics guidelines for 
trustworthy AI 

 
The avoidance of discrimination was also mentioned 
in eight out of 15 ethic guidelines and is therefore a 
very important principle. Discrimination is often 
mentioned as subitem of fairness. For this reason, it is 
not always intensively executed in the guidelines but 
enumerated as part that should always be considered. 
The guidelines outline that its relevant to try the best 
to reduce discrimination in AI [57-59]. 

Abrassart et al. [60] establish two principles 
dealing with discrimination. First, the algorithm 

should never support bias, prejudices nor inequity. 
From the start of the developing process to the training 
with data at the end, discrimination has to be 
considered as critical influence. Second, not only the 
creation, reinforcement and reproduction are 
important while designing the algorithm, but also the 
elimination of all kinds of discrimination. Another 
aspect of discrimination is the usage of language, that 
should never exclude or discriminate [61].  

The EU guidelines for Trustworthy AI 
categorized equality as a stronger peculiarity of 
discrimination, “which tolerates the drawing of 
distinctions between dissimilar situations based on 
objective justifications. In an AI context, equality […] 
also requires adequate respect of inclusion of 
minorities, traditionally excluded” [11, p.7]. 
Discrimination in AI could be either intentionally or 
unintentionally, but both has to disappear as soon as 
possible, because it disadvantages certain groups.  

We also found ethics guidelines which discussed 
more on the avoidance of bias in AI-based systems. 
We summarized them in Table 4. 

 
Table 4. Ethics guidelines including the 
principle of the avoidance of bias 

Author Name of guideline 
AI Now, 2016 The AI Now Report 

Amershi et al., 
2019 

Guidelines for Human-AI 
Interaction 

Beijing Academy 
of Artifcial 

Intelligence, 2020 

Beijing Academy of Artifcial 
Intelligence 

Cutler et al., 2019 Everyday Ethics for Artificial 
Intelligence 

Diakopoulos et 
al., 2019 

Principles for Accountable 
Algorithms and a Social Impact 

Statement for Algorithms 

Kuleshov & 
Abramova, 2020 

Addressing AI ethics through 
codification 

Pekka et al., 2018 EU Ethics guidelines for 
trustworthy AI 

Sage, 2020 The Ethics of Code 
 
As a part of discrimination, race, diversity and sexual 
orientation awere mentioned and explained more 
specifically in nine out of 15 Guidelines. 

In terms of race and the racial bias that can occur, 
Cutler et al. [55] emphasized in their IBM guidelines 
that it could be beneficial to involve policymakers or 
academics, that are familiar with the topic and problem 
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of racial bias and are able to include a new perspective. 
Moreover, it is always important to realize the own 
culture and related value system in comparison to 
others, to integrate this difference in the design 
process. Diakopoulos et al. [53] developed a guiding 
question and corresponding initial steps to take. 

Overall, diversity of humans needs to always be 
considered and gain more attention in the process of 
designing an algorithm, including validation and 
testing of the algorithm [e.g., 11]. Besides this, the 
team is also an important factor and should be divers 
as mentioned in the ethics guidelines by Sage [62] and 
AI Now [63].  

Moreover, Abrassart et al. [60] describe, that it is 
necessary to “[…] avoid using acquired data to lock 
individuals into a user profile, fix their personal 
identity, or confine them to a filtering bubble, which 
would restrict and confine their possibilities for 
personal development” (p.14). It is important to 
address both genders [him, her] without attributing 
certain characteristics to either of them [60,61]. There 
are several diverse sexual, cultural, or social 
expressions that have to be taken into account when 
designing AI.  

To ensure optimal coverage of the three 
categories of ethical principles, we need to take parts 
from all existing in order to derive guidance for using 
AI-based algorithms in recruiting.  

5. Discussion and Guidance for 
Information Systems Research 

One of the most fundamental principles to avoid 
an unfair and biased recruiting algorithm are the 
trainings data, that are used. Several guidelines that 
were analyzed in the literature review mention the 
crucial role of the data collected and used for the 
training of AI algorithms [11, 50, 53, 54, 57, 58, 60]. 
It is important to reduce the unintentional bias in the 
data as far as possible so that the algorithm does not 
discriminate. That this is not an easy task and can be a 
big challenge. Nevertheless, it is essential to collect 
data in a way that avoids unfairness and 
discrimination, because AI algorithms identify 
patterns from trainings data and will therefore adopt 
bias. Therefore, it is important to identify possible bias 
as early as the data selection stage [51]. We derived 
the following guideline: 

 
(1) Organizations should use sample data sets as 

training data, that are adjusted and balanced by 
human diversity experts. Those experts should 
randomly manually check training datasets for 
their level of diversity. 
 

Therefore, it is necessary to take a closer look at 
the demographics of the company, because often data 
is used that is based on historical data of the 
companies. But if a company, for example, has hired 
mostly white males in the past, this will be reflected in 
the data and the algorithm will adjust accordingly. 
Thus, it is important that the algorithms are not trained 
on historical data of the company but rather with data 
that is repeatedly validated. The EU Guidelines 
recommend using an “[…] AI technology that can be 
employed to identify this inherent bias, and hence to 
support awareness training on our own inherent bias” 
[11] p.16. Also, Diakopoulos et al. [53] suggest a 
fairness-aware data mining algorithm to try to reduce 
patterns that create, reinforce, or reproduce 
unfairness. Therefore, we recommend following 
guideline:  

 
(2) Because machine learning systems can entrench 

existing bias in decision making systems, AI-
based recruitment algorithms need to be 
designed, researched and trained in such a way 
that they that they make discrimination 
reproducible checking for — among other things 
— social, sexual, ethnic, cultural, or religious 
differences. Organizations need to deploy 
fairness-aware data mining algorithms that can 
identify the inherent bias. 
 
To ensure that all stakeholders are represented in 

the development, implementation and evaluation of an 
AI application, the respective responsible teams need 
to mirror the environment which the application will 
work in. As a result, multiple points of views will be 
included and preventative measures to ensure an 
unbiased implication can be achieved. There is a great 
inequality when looking at the male-female ratio in AI 
research. 80% of AI professors in prestigious US 
universities are men [63], only 18% of authors at the 
21 leading AI conferences are women, 71% of 
applicants for AI roles in the US in 2017 were men and 
only 22% of AI professionals on LinkedIn are women 
with no evidence of improvement in recent years. This 
gender gap might be the most obvious but seeing that 
there is little improvement, other historically 
disadvantaged groups are even less involved in the AI 
implementation process. For this reason, guidelines 
that demand to “increase efforts to improve diversity 
among AI developers and researchers [...]” [56] are not 
sufficient anymore. Instead, we propose to implement 
following guidelines:   

 
(3) Organizations should ensure that those people 

who design an AI-based recruitment system, 
whether in research or industry, reflect 
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inclusiveness and diversity of the individuals and 
groups of the society. Unless we build AI using 
diverse teams, data sets and design, we are at risk 
of repeating the inequality of previous 
revolutions.  
 
Starting points where researchers could intervene 

could be shedding light on the culture e.g., 
multiculturalism, that establishes the algorithms and 
raise awareness and articulate relevant perspectives. 
Another aspect is the support of research to develop 
the means of measuring and assessing AI systems' 
accuracy and fairness during the design and 
deployment stage. A third starting point could be a 
feedback mechanism or an open dialogue system 
which takes user-identified biases into account. This 
could be realized through feedback loops e.g., 
chatbots, who ask for an opinion after the algorithm 
suggested something. As mentioned above, to 
guarantee independency and have an objective part in 
the development experts with great knowledge are 
crucial. Therefore, we recommend the following 
guideline:   

 
(4) Ethics experts, external professionals, or persons 

with a similar position need to be included in the 
whole recruitment process and moreover need to 
be capable of measuring errors and (unintended) 
biases in algorithms at any time. This can 
ensure the AI-based recruiting systems’ accuracy 
and fairness is in accordance to ethical standards 
of societies. They not only need to detect the 
errors and biases but be able to mitigate them and 
support the company by preventing further 
mistakes when applying AI-based recruitment 
algorithms. 

6. Conclusion 

Discrimination in algorithms is a ubiquitous issue 
in the recruitment process of companies. The goal of 
this review was to identify which criteria are essential 
in recruiting algorithms. Subsequently, which existing 
ethics guidelines take these criteria into account.   

Thus, as the contribution of this paper we 
identified principles that should not be missing in 
future ethics guidelines for recruiting algorithms. We 
identified three categories of relevant principles: 1) 
Fairness 2) the prevention of discrimination and 3) the 
avoidance of bias. We also identified three sub-aspects 
for the third principle: 1) racial bias 2) diversity, and 
3) sexual orientation. Furthermore, we highlighted 
which existing ethics guidelines on AI covered some 
of these aspects. With this review, the amount of ethics 
guidelines was reduced to the most important criteria 

in relation to recruiting algorithms, thus a good 
overview could be achieved. Based on these 
guidelines, we derived more concrete guidelines for 
deploying AI-based recruiting algorithms in a 
company. 

However, there are limitations to this research. 
The question of the impact of ethics guidelines 
remains a major point of discussion, as they are merely 
recommendations and orientations and are not 
enshrined in law [45]. There is no knowledge or 
evidence, that ethics guidelines do have impact in the 
industry [2]. Further research could therefore 
investigate to what extent ethics guidelines have an 
impact on the industry and how they are best 
formulated to guarantee efficient implementation.  

There are already various tools for implementing 
AI ethics principles, but they are not sufficient or only 
partially specific [2]. Therefore, in further research it 
is useful to focus on methods and implementation 
strategies for AI ethics based on the ethics principles 
outlined in this paper. However, the specification of 
ethics guidelines for recruiting algorithms as industry-
specific codes of practice would facilitate 
classification, evaluation and measurement of systems 
as well as reduce and prevent discrimination and 
biases, both at the technical level and at the level of 
public perception and trust [50]. Even if the ethics 
guidelines impact the industry, it is necessary to keep 
in mind, that algorithms that use AI are mostly so 
complex that it is impossible to check parameters, 
computational logic and analyze input data in terms of 
biases. 

Considering the methodological aspects of this 
paper, we could not completely ensure that important 
aspects might have been overlooked. The search was 
limited English keywords, resulting in articles 
published in other languages were not included. Even 
if we chose a keyword and backward search as well as 
an iterative process, there is a risk of overlooking 
relevant literature, because similar phenomena are 
often studied using several synonyms. 

In summary, with our SLR, the extraction of 
relevant ethics principles for AI-based recruiting 
algorithms and with four initial guidelines for 
organizations that plan to use recruiting algorithms, 
we would like to encourage scholars to further 
elaborate on this field as the relevance of AI-based 
recruiting algorithms will increase in the near future. 
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