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Deutsch Kurzfassung der Arbeit

Das elektrische Stromnetz, dessen Struktur durch Jahrzehnte von Studien konsolidiert wurde,
befindet sich in einem Veränderungsprozess. Die steigende Eindringung von umrichter-
basierter Energieerzeugung, die mit der zunehmenden Durchdringung von erneuerbaren En-
ergien zugeordnet ist, begrenzt die Menge der Energie, die durch konventionelle Kraftwerke,
bzw. durch Synchronmaschinen ins Netz eingespeist wird. Das hat zufolge, dass Themen
wie Ersatz von Momentanreserve aus der Schwungmasse von konventionellen Kraftwerken,
aber auch weitere potentiell nötige Systemdienstleistungen wie unverzögerte Bereitstellung
von Fehlerströmen zu berücksichtigen sind. Das hat zu Diskussionen zwischen Netzbe-
treibern weltweit geführt, wie das elektrische Energiesystem mit gleichbleibender Effizienz
und Zuverlässigkeit in der erwarteten Konfiguration weiter betrieben werden kann.

In diesem Szenario, wurde das Konzept von ”grid-forming (GFM) converters” (auf Deutsch:
netzbildende bzw. spannungsprägende Umrichter) als mögliche Lösung für die Erhöhung
der Durchdringung von umrichterbasierter Energieerzeugung eingeführt. Ursprünglich für
den Einsatz in Inselnetze oder Microgrids gedacht, muss das Konzept für Anwendungen in
Verbundnetze angepasst werden. Aktuell ist aber eine eindeutige Definition des Verhaltens
eines GFM Umrichters nicht vorhanden, sodass das Thema gerade von mehreren Gremien
weltweit adressiert wird. Wegen der ursprünglichen Überlegungen bezüglich Reduktion von
Schwungmasse und Systemträgheit, ist das Konzept eines netzbildenden Umrichters oft mit
der Idee einer synthetischen Schwungmasse identifiziert worden. Allerdings, entspricht das
zusätzliche Eigenschaften gegenüber der reinen Emulation einer virtuellen Trägheit, die aber
eindeutig definiert werden müssten, um anschauliche Hinweise für die Entwicklung von
Umrichter-Regelverfahren an Hersteller signalisieren zu können.

In dieser Dissertation wird das Thema von netzbildenden Umrichtern aus der Regelper-
spektive betrachtet, und werden dabei sowohl die potentielle Vorteile, als auch relevanten
Problematiken einer solchen Technologie identifiziert. Die Eigenschaften eines netzbilden-
den Umrichters sind mithilfe einer umfangreichen Literaturrecherche zuerst identifiziert,
dann wird eine generalisierte Regelstruktur für solche Umrichter abgeleitet. Besonderes
Augenmerk wird auf das Synchronisierungsverfahren von netzgekoppelten Umrichtern
gelegt, dass nach Stand der Technik von Umrichter-Regelverfahren durch Einsetzung einer
getrennten Synchronisierungseinheit stattfindet, aber bei netzbildenden Umrichtern oft
durch die Emulation der Leistungssynchronisierungsverfahren einer realen Synchronmas-
chine erfolgt. Eine umfassende klein-Signal Stabilitätsanalyse wird deshalb durchgeführt,
um sowohl die Konsequenzen des identifizierten Verhaltens auf die Umrichter-Stabilität,
als auch die Effekte der Interaktionen zwischen Umrichtern in der nahen Umgebung
bestimmen zu können. Potentielle Herausforderungen gebunden mit der netzbildenden
Umrichtertechnologie werden schließlich identifiziert und mögliche Lösungen werden
vorgeschlagen, deren Auswirkung durch hardware-in-the-loop (HIL) Simulationen, als auch
durch experimentelle Ergebnisse in einer Laborumgebung mithilfe von power-HIL (PHIL)
Prüfstände validiert werden.
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English Summary

The electric power system, whose well-established structure consolidated over decades of
studies is composed of large centralized generating units, transmission systems, and dis-
tributed loads, is currently experiencing a significant transformation, posing new challenges
for its safe operation in the near future. The increasing amount of grid-connected power
electronics-based converters associated with renewable energy sources, is reducing the
amount of energy produced by means of conventional generating units, generally represented
by large synchronous machines (SMs) directly connected to the grid. As a consequence,
declining system inertia, as well as reduced fault currents affecting short-circuit level and
retained voltage under fault conditions, are expected. This has caused concerns among
system operators (SOs) worldwide about the stability of the future power system, triggering
discussions in different countries about the need for new converter control strategies, which
would allow safe system operation under the expected grid configuration.

In this scenario, the concept of ”grid-forming (GFM) converters” has been recently proposed
as a possible solution allowing high-penetration of power electronics-based generation. Ini-
tially introduced in the context of microgrids, the concept of GFM converters needs to be
reviewed for applications in wide interconnected systems. Indeed, at the present time, a well-
established formulation is still missing in the literature, and several committees worldwide
are currently working on a definition for identifying the characteristics of such converters.
Due to the initial concern of SOs related to declining system inertia, the concept of GFM
converters has been often associated with the idea of virtual inertia, and namely the emula-
tion of a synthetic inertial response by means of a power electronics-based converter. Yet,
this is only one aspect related to the increase of power electronics-based generation, and the
concept of a GFM converter includes other features, which, however, need to be properly
specified in order to provide clear guidelines for manufacturers aiming to the development
of suitable converter control strategies.

This thesis addresses the topic of GFM converters from a control perspective, and aims to
characterize potential features, as well as the relevant issues related to this technology. First,
the characteristics of a GFM converter are identified according to an extensive literature
overview, so that by reviewing international practice on this technology, a general formu-
lation for a GFM converter control structure is identified. Particular emphasis is given to
the synchronization principle adopted by the converter which, contrary to state-of-the-art
grid-connected converters adopting a dedicated unit for grid synchronization purposes, is
generally achieved in a GFM converter by reproducing the power-synchronization mecha-
nism of a SM. An extensive small-signal stability analysis is performed in order to identify
the implications of the identified converter behaviour on converter stability, as well as the
effects due to the interactions between converters operating nearby. Finally, potential issues
related to the implementation of a GFM converter are highlighted, and possible solutions are
proposed, whose effectiveness is validated by means of hardware-in-the-loop (HIL) simu-
lations, as well as experimental tests in a laboratory environment, by adopting power-HIL
(PHIL) test benches.
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Sn Converter nominal power
SPC Synchronizing power coefficient
SPC index Synchronizing power coefficient index
Ssc Short-circuit power
Ssp Steady-state value of the transfer function ∆P/∆θ

Ssq Steady-state value of the transfer function ∆Q/∆Ep

Ssv Steady-state value of the transfer function ∆V/∆Ep

σv Inverse of the resistance of the virtual oscillator model
σ Largest singular value
σ Smallest singular value
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Tdel Delay introduced by the PWM
Te Electrical torque
Tm Mechanical torque
Tp Inverse natural frequency of the approximated P loop transfer function
tr Rise-time of a first-order system
ts PLL settling-time
Ts Control sample time
τ Decay time of an oscillatory mode
τre f p Dominant pole of the approximated transfer function of the P loop
τre f q Dominant pole of the approximated transfer function of the Q loop
τre f v Dominant pole of the approximated transfer function of the Q−V loop
θ Angle of the inner voltage of a GFM converter
θc Angle of the converter voltage at the output terminals
θ̂ Grid voltage angle estimated by a generic synchronization unit
θg Grid voltage angle
θPLL Grid voltage angle estimated by the PLL
θr Rotor angle of a SM
θset Setpoint angle of an USV-type GFM converter
u Vector of inputs
uc Vector of inputs control subsystem
uCC Vector of inputs of the PI current control subsystem
udel Vector of inputs of the Delay subsystem
u f ilter Vector of inputs of the Filter subsystem
ug Vector of inputs of the Grid subsystem
uLCL Vector of inputs of the LCL filter subsystem
uπ Vector of inputs plant subsystem
uplant Vector of inputs of the plant
uP2C Vector of inputs of the PLL on currents subsystem
uP2V Vector of inputs of the PLL on voltages subsystem
usys Vector of inputs of the interconnected system
usub Vector including all the inputs of the subsystems
uZc Vector of inputs of the Additional impedance Zc subsystem
V Measured PCC voltage amplitude
v′ Voltage setpoint of an ideal voltage source
v(n) Measurement vector Kalman filter
vc f Voltage across the capacitor filter
vcs Voltage across the shunt capacitor
vCv capacitor voltage of the virtual oscillator model
∆Vcorr Correction term of the current limitation control
vd d-component measured voltages propagated in the GFL control
VDC DC-link voltage
vg Grid voltage
Vg Grid voltage amplitude
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ṽgrid Voltage of the simulated grid entry point in RTDS
VLL Line-to-line voltage
Vm Amplitude of the single-phase PCC voltage
vPCC Voltages measured at the PCC
vq q-component measured voltages propagated in the GFL control
Vre f Reference grid voltage for the GSU control loop
vs Voltage of the shunt capacitor
w(n) Model vector Kalman filter
Wδx Frequency-dependent uncertainty function
X/R X over R ratio
Xratio X over R ratio factor for virtual admittance calculation
x Vector of states
x(n) State-vector Kalman filter
x̂(n) State estimate Kalman filter
xc State-space vector of the control subsystem
xplant Vector of states of the plant
XS Synchronous reactance of a SM
xsys Vector of states of the interconnected system
ξ Parameter of the VOC
y Vector of outputs
yc Vector of outputs control subsystem
yCC Vector of outputs of the PI current control subsystem
ydel Vector of outputs of the Delay subsystem
y f ilter Vector of outputs of the Filter subsystem
yg Vector of outputs of the Grid subsystem
Ygeq Equivalent grid admittance at the converter terminals
yLCL Vector of outputs of the LCL filter subsystem
Yol Transfer function of the open loop output admittance
Yout Equivalent output admittance of the converter
yπ Vector of outputs plant subsystem
yplant Vector of outputs of the plant
yP2C Vector of outputs of the PLL on currents subsystem
yP2V Vector of outputs of the PLL on voltages subsystem
ysys Vector of outputs of the interconnected system
ysub Vector including all the outputs of the subsystems
Yv Virtual admittance
yZc Vector of outputs of the Additional impedance Zc subsystem
Zcn Impedance between the n-th converter and the grid equivalent model
Zg Impedance of the equivalent grid model
Zgeq Equivalent grid impedance at the converter terminals
ZLn Line impedance between the n-th converter and the connection bus
ZoCC Equivalent converter output impedance considering the current control loop
Zv Virtual impedance
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ζ Damping ratio of the oscillatory mode
ζp Damping ratio of the approximated P-loop transfer function
ζPLL Damping ratio of the linearized PLL closed-loop transfer function
ζq Damping ratio of the approximated Q-loop transfer function
ζv Damping ratio of the approximated Q−V loop transfer function

Abbreviations

AVC Alternating Voltage Controller
BESS Battery Energy Storage Systems
CDF Cumulative Distribution Function
CFCT Critical Fault Clearing Time
DERs Distributed Energy Resources
DFT Discrete Fourier Transform
DPC Direct Power Control
EDPC Enhanced Direct Power Control
EG Expert Group
EKF Extended Kalman Filter
FFCI Fast Fault Current Injection
FLL Frequency-locked-loop
FRT Fault Ride-Through
GFL Grid-following
GFM Grid-forming
GSU Grid-supporting
GNC Generalized Nyquist Criterion
HCC Hysteresis Current Control
HIL Hardware-in-the-loop
HVDC High-voltage direct current
IGD Implementation Guidance Document
ITM Ideal Transformer Method
LFDD Load Frequency Demand Disconnection
LF Loop Filter
LFT Linear Fractional Transformation
LHP Left-Half Plane
LPF Low-pass filter
LTI Linear Time Invariant
LVRT Low-Voltage Ride-Through
MIMO Multiple-input multiple-output
PCC Point of Common Coupling
PD Phase Detector
pd f probability density function
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PHIL Power-Hardware-in-the-loop
PLC Power Loop Controller
PLL Phase-locked loop
PSC Power Synchronization Control
PV Photovoltaic
PWM Pulse Width Modulation
QSG Quadrature-Signal Generator
RDFT Recursive Discrete Fourier Transform
RES Renewable energy sources
SCR Short-Circuit Ratio
SG Synchronous Generator
SISO Single-input single-output
SM Synchronous Machine
SO System Operator
SOGI Second-Order Generalized Integrator
SPC Synchronous Power Control
SRF Synchronous Reference Frame
SSV Structured Singular Value
ST Smart Transformer
STATCOM Static Synchronous Compensator
UPS Uninterruptible Power Supply
VCO Voltage Controlled Oscillator
VOC Virtual Oscillator Control
VSC Voltage Source Converter
VSM Virtual Synchronous Machine
WT Wind Turbine
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1 Introduction

In this section, the background and the motivation behind the work presented in this thesis,
are clarified. An introduction is first provided, discussing the necessity for investigating new
converter control strategies enabling high-penetration of power electronics- based generation
in the power system of the future, as well as the status of the discussions involving System
Operators (SOs) and manufacturers currently ongoing at European level. Finally, the outline
of the thesis is reported, along with an overview of the publications related to the different
sections.

1.1 Motivation for new converter control strategies

The electric power system is currently experiencing a significant transformation. Its well-
established configuration characterized by large centralized generating units, transmission
systems, and distributed consumption is moving toward a distributed generation paradigm,
where renewable energy sources (RES), such as wind or solar power plants, are going to play
a significant role. This trend is highlighted in Fig. 1.1 [1], showing the expected highest in-
stantaneous percentage of RES penetration in relation to power demand by 2025, occurring
in any hour of the year for each European country, and which can potentially reach a level up
to 100% in several cases. Beside introducing a certain degree of randomness 1 to the avail-
ability of energy in every moment, these energy sources are generally coupled to the grid
by means of power electronics-based converters. However, not only the generation side, but
also loads, as well as transmission systems (e. g. High-Voltage-Direct-Current (HVDC)), are
currently evolving toward power electronics-based interfaces, introducing new challenges for
the secure operation of the future power system. Therefore, SOs worldwide have expressed

Figure 1.1: Highest hourly penetration levels forecast of RES in Europe by 2025 in relation
to demand (from ENTSO-E Ten-Year Network Development Plan 2016) [1], [2].

1 This issue is being tackled by sophisticated renewable forecasting, and many SOs have developed advanced
operating systems that can cope even with contingencies like a solar eclipse leading to rapid variation in PV
output.
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their concerns about the stability of the power system in the expected configuration, and
discussions have been triggered in different countries about the necessity for introducing
new requirements in their grid codes. In this scenario, the concept of grid-forming (GFM)
converters has gained particular attention in the last decade, and is currently considered a
possible solution for enabling stable operation of a power electronics-dominated power sys-
tem, ensuring at the same time a safe transition from the current configuration to the expected
one.

Compared to state-of-the-art control strategies for grid-connected converters, which are usu-
ally characterized in the literature as grid-following (GFL) units, GFM converters present a
conceptually different behaviour. In fact, while GFL converters mainly behave as controlled
current sources, the operating principle of a GFM makes the converter behaving as a voltage
source behind impedance. To this extent, recent studies have demonstrated that by increasing
penetration of converter-based generation to very high levels while keeping a GFL behaviour
might be detrimental for system stability [3]. One of the reasons for that outcome is the re-
duction of system inertia, which in a classical power system is provided by the rotating
masses of large generating units directly coupled to the grid. Nevertheless, this represents
only one of the aspects related to the increase of power electronics-based generation, and
beside reduction of total system inertia, inadequate supply of fault current infeed, causing
a decrease of the grid Short-Circuit-Ratio (SCR), as well as possible instability phenomena
caused by the interactions between grid-connected converters operating in close electrical
vicinity to each other, need to be taken into account. Preliminary studies have shown that
GFM converters have the potential of overcoming these drawbacks [3], and discussions about
the details of the electrical characteristics of such converters have moved from the academic
sphere to industrial fora, involving SOs, Wind-Turbine (WT), as well Photovoltaic (PV),
Battery Energy Storage Systems (BESS), and HVDC converter manufacturers.

1.1.1 Discussions at European level about the development of GFM converters

In the following, an overview on the discussions currently ongoing at European level involv-
ing SOs and manufacturers, and concerning the development of grid code requirements for
GFM converters, is reported [4]. This summarizes the status of the activities related to the
technical group established by the European Network of Transmission System Operator for
Electricity (ENTSO-E), the working group convened by the National Grid Electricity Sys-
tem Operator (NGESO) in Great Britain, concluding with an overview of the discussions
currently going on at German level.

Discussions at ENTSO-E level

In 2017, ENTSO-E established a technical group on ”High-Penetration of Power Electronic
Interfaced Power Sources (included Sources Storages & HVDC)” (HPoPEIPS), whose mem-
bers represent the solar, wind, and HVDC industries, as well as power system analysis tool
providers, academia, and SOs. The activities of the workgroup have been divided into two
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separated phases. During the first one, an Implementation Guidance Document (IGD) on
Fast Fault Current Injection (FFCI) [5] has been drawn, and preliminary studies highlighting
reduction of system strength measured by the indicator of total system inertia have been per-
formed, according to the different expected scenarios for 2030 outlined within the ENTSO-E
Ten-Year Network Development Plan [2].

The second phase has been recently concluded, and its outcomes have been summarized in
a technical report [1]. In the document, seven main aspects related to system needs are out-
lined, which are expected to be provided in future by power electronics-based grid-connected
converters. These are namely [1]: creating system voltage, contributing to fault level, con-
tributing to system inertia, supporting system survival to allow effective operation of Load
Frequency Demand Disconnection (LFDD) for rare system splits, prevent adverse control
interactions, and acting as a sink to counter harmonics and unbalance in system voltage.
However, it is not expected that each operating unit shall provide all the listed characteris-
tics simultaneously, but it is rather under discussion whether the required capabilities can
be shared among operating units spread across the system. To this extent, what proportion
of converter interfaced equipment should have the aforementioned capabilities, as well as
when and in which point of the system those features need to be available, are still topics of
discussion.

Discussions in Great Britain

The British NGESO established in 2017 the GC0100 Workgroup on the implementation of
the EU Connection Codes, addressing among others FRT requirements for Great Britain
[6]. Upon performing system studies, a number of potential challenges associated with in-
creased penetration of power electronics-based generation over 65 % in the British power
system have been identified, including voltage collapse, low fault level, reduced synchroniz-
ing torque, and power quality issues [6]. As a consequence, an Expert Group (EG) entitled
”Grid supporting fast fault currents and associated control including Virtual Synchronous
Machines (VSM) approaches” has been set up in April 2018, whose members have the same
background as those of the workgroup established at ENTSO-E level, namely wind, solar,
and HVDC manufacturers, power system tool providers, academia, and SOs [7]. The main
goal of the EG was to discuss enhanced converter control strategies that would lead to per-
formances of the converter emulating some characteristics of synchronous machines (SMs),
with a particular focus on fast fault current injection and provision of system inertia, and to
gather views on the feasibility and cost of such development requirement.

The activities of the EG have been dived into two stages, and namely a first one focusing
on the examination of technical solutions and their practical feasibility, including revision
of international practice on VSM implementations, and convening on a draft grid code. The
second stage, instead, mainly concerned with a cost benefit analysis and the comparison of
several possible alternatives for allowing a stable system operation in the future, while iden-
tifying the most economical way for achieving the goal. The activities of the EG have been
concluded at the end of 2019, and then subsequently the EG was moved to a ”working group”
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at the beginning of 2020. The draft grid codes elaborated within the EG phase are currently
being discussed and refined by the working group, so as to propose a final code modification
for converter-based generation, supposed to come into force in the near future (potentially
as early as 2021). At the present stage, the most realistic scenario sees the development of
GFM requirements, which, however, will not become mandatory for all grid-connected con-
verters, but rather a market-based solution is currently the preferred candidate. Hence, only
converters able to fulfill the defined requirements can participate to the established market,
and will therefore get remunerated for the provision of the requested features.

Discussions in Germany

Preliminary discussions regarding the need for GFM converter control strategies have started
in Germany in early 2015. These have been triggered by the concerns of SOs about the oc-
currence of a possible system split as the one taking place in central Europe on the 4th of
November 2006 [8], and which caused a separation of the European synchronous zone into
three areas. It has indeed been recognized that the handling of such scenario would be-
come much more challenging in the future, due to expected increase of the power transfer
throughout the areas interested by the aforementioned event. Furthermore, in view of the
increasing penetration of power electronics-based generation, a low level of system inertia
is expected in the future, as well as potential occurrence of unwanted islanding in areas with
high-penetration of power electronics-based generation, where converters are not designed
for such operating conditions. For those reasons, new requirements for grid-connected con-
verters should allow avoiding a system breakdown in the case that similar events would take
place in the future.

Differently from the GFM concept presented in the ENTSO-E technical report, and from the
VSM promoted by NGESO, the discussions currently ongoing at German level are mainly
focusing on fast reaction of power plants aiding system frequency regulation, and inclusion
of renewable energy sources (RES), such as wind, PV plants, and BESS in the grid restora-
tion process after a black-out, aspects that have been issued within the projects ”Netzregelung
2.0” [9], and ”Netz:Kraft (Netzwiederaufbau unter Berücksichtigung zukünftiger Kraftwerk-
strukturen)” [10], respectively. Nevertheless, discussions about those developments are still
ongoing, and compared to Great Britain, these have been carried out in a less formal con-
text.

1.2 Research proposal

Two main targets constitute the backbone of this thesis, and namely: discussing the con-
cept of GFM converters, as well as their impact on a power electronics-dominated power
system, and investigating approaches for assessing small-signal stability of converter control
strategies for grid-connected converters. These are further described below:
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Target I: GFM converters in bulky power systems

This topic represents formally the motivation behind this work, and consists of analyzing
the potentials of GFM converters in stabilizing a system with high-penetration of power
electronics-based generation. However, differently from previous literature where GFM con-
verters have been mainly investigated in the context of microgrids, the targeted scenario is
represented by a wide interconnected system. Particular emphasis is given to the synchro-
nization principle adopted by the converters, which for a GFL is generally represented by the
use of a dedicated synchronization unit, whereas this is often achieved by reproducing the
power-synchronization principle of a SM in a GFM converter. Hence, according to the phe-
nomena of interest, an extensive small-signal stability analysis of the interactions between
grid-connected converters adopting different working principles is among the main goals of
this thesis. Nonetheless, potential issues related to the implementation of a GFM control al-
gorithm on a grid-connected converter are discussed, for which solutions are also proposed,
providing an overview of the advantages and challenges related to this technology.

Target II: Methods for stability analysis of grid-connected converters

The second research objective of this work is represented by the investigation of suitable
methods for assessing small-signal stability of grid-connected converters adopting differ-
ent working principles, and operating in a system with high-penetration of converter-based
generation. Among the possible techniques commonly adopted in the literature, frequency-
domain approaches, such as the impedance-based analysis, have been widely accepted within
the power electronics community. On the other hand, time-domain approaches, e. g. eigen-
value analysis and modal analysis, are well established techniques within the power system
community. In this thesis, the robust stability analysis by means of structured singular values
(SSVs) is proposed as an effective means for assessing stability of grid-connected converters
under the investigated system conditions. Although widely used within the control engineer-
ing community, this approach is rather seldom utilized in the literature for studying stability
of grid-connected converters. The three aforementioned techniques are thoroughly discussed
and compared in this thesis, and by giving practical examples of their applications, advan-
tages and limitations of each method are highlighted.

1.3 Structure of the thesis

The structure of the thesis is reported in Fig. 1.2, where the chapters assigned to the main tar-
gets described above, along with the publications related to each section, are highlighted.

In Chapter 2, the operating principles of grid-connected converters are discussed. The defi-
nitions of converters according to their operation, which have been reported in the microgrid
literature, are first introduced. Then the need for modifying those definitions is debated, and
a more general classification valid also for applications in bulky power systems is formu-
lated. In this context, the concept of virtual synchronous machines (VSMs) is introduced,
highlighting that VSMs represent particular implementations of GFM converters. One of the
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Figure 1.2: Structure of the thesis and related publications.

characteristics identifying VSMs is their synchronization principle, which is thoroughly de-
scribed and compared to the synchronization principle of a GFL converter, typically achieved
by means of phase-locked loops (PLLs) or similar filter structures. Finally, a generalized
control structure for GFM converters is reported, along with possible implementations of the
main subsystems composing it.

Chapter 3 discusses the approaches for stability analysis investigated in the thesis, pointing
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out advantages and drawbacks of each method. A brief introduction about linear and non-
linear systems theory introduces this chapter, along with the explanation of the additional
challenges characterizing MIMO systems for the assessment of control robustness, thus mo-
tivating the robust stability analysis proposed in this work. Practical applications of the
methods discussed in Chapter 3, are reported in Chapter 4, for studying the stability of GFL
and GFM converters, as well as the interactions between these two types of converters.

Critical aspects related to the implementation of GFM converters are discussed in Chapter 5,
where the Fault Ride-Through (FRT) behaviour of this type of converters is addressed. The
issues related to this operating condition, and the potential challenges for GFM converters
are extensively described, first from the theoretical point of view, then by means of practical
examples. Solution for overcoming the highlighted drawbacks are discussed, showing their
efficacy by means of simulations results performed by using an hardware-in-the-loop (HIL)
test bench. Experimental tests validating the results of the stability analysis performed in
Chapter 4, along with the behaviour of the FRT strategy presented in Chapter 5, are presented
in Chapter 6, while Section 7 concludes the thesis providing an outlook on possible future
research topics.

1.4 Assignment of publications to the chapters of this thesis

The publications related to this thesis are reported in the Appendix (Section 9.2), and are
assigned to the different chapters in the following:

• The general structure of a GFM converter proposed in Chapter 2, is based on the works
presented in [C4], [C9], and [J6].

• Chapter 3 introduces approaches for stability analysis from the theoretical point of
view, similarly as they have been discussed in [C2], [C3], [C5]-[C7], and [J3]. Fur-
thermore, it also introduces the concept of robust stability analysis presented in the
works [J1], [J2], and [J4].

• Chapter 4 contains the main results of the journal publications [J1]-[J4], as well as
the results of the conference papers [C1], [C2], [C5]-[C7]. Additionally, the patent
applications [P1] and [P2] have been motivated by the results presented in the chapter.

• Chapter 5 is mainly based on the publications [C8] and [J8], while the patent applica-
tions [P3] and [P4] are relative to the FRT techniques for GFM converters presented in
the chapter.

• Chapter 6 shows the experimental results related to the analysis of the interactions
between GFL and GFM converters shown in [J1]-[J4], along with the results of the
measurement campaign performed in order to test the performances of the FRT strat-
egy presented in [C8] and [J8].
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2 Operating principles of grid-connected converters

In this chapter, the operating principles of GFL and GFM converters are described and com-
pared. The converters classification reported in the literature, and elaborated in the context
of microgrids is first presented. Then its limitations in serving as a general definition valid
also for applications in bulky power systems are pointed out. Hence, the characteristics of
GFL and GFM converters independently on the application of interest are discussed, along
with the conceptual differences among the two implementations. Among the main charac-
teristics distinguishing the operating principles of grid-connected converters, their synchro-
nization approach is surely one of the most relevant, and the two main strategies adopted
by grid-connected converters are discussed and compared. In this context, the concept of
virtual synchronous machines (VSMs) is introduced, pointing out that VSMs only represent
particular implementations of GFM converters. Finally, a general formulation of the con-
trol structure of a GFM converter is proposed, along with a comprehensive overview on the
possible implementations of the different subsystems composing it.

2.1 Notation adopted in this thesis

Before discussing the operating principles of grid-connected converters, the notations
adopted in the following, are first introduced. Fig. 2.1 shows the general converter structure
considered in this thesis, along with the notations used for the signals of interest. The
converter is assumed to be a 2-level Voltage Source Converter (VSC) connected the grid
by means of an output filter, which, in the most general configuration, is represented by an
LCL topology. Nevertheless, according to the applications of interest, this can be reduced
to an LC or simply to an L filter. The grid is modeled by means of its Thévenin equivalent
representation, hence a voltage source with a series impedance. This can also include the
impedance of the converter transformer, which is not explicitly indicated in the figure, but it
is commonly adopted in practical applications to provide galvanic isolation. The converter is
connected from the DC-side to a primary energy source, whose nature, assuming a constant
DC-link voltage, is not relevant for the purposes of the investigation performed in this thesis.
Indicating with Point of Common Coupling (PCC) the connection point of the converter to
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Figure 2.1: Representation adopted for hardware components of a grid-connected converter.
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Figure 2.2: Representation adopted for control schemes of grid-connected converters.

the grid, and which is usually represented by the primary side of the isolating transformer,
voltages and currents at this point, respectively indicated with the symbols vPCC and iPCC in
the figure, are measured and fed back to the control.

Fig. 2.2 shows the notation adopted in this thesis for control schemes of grid-connected
converters. Assuming that a Pulse-Width Modulation (PWM) strategy is employed in order
to generate the converter pulses, the output of the control is represented by the modulation
signal e′. Beside the measured quantities at the PCC, further control inputs are represented
by the control setpoints, and the reference values. To the first category belong input signals
identifying a target value for a specific variable to be reached by taking control actions,
whereas with reference values are indicated inputs of additional control loops, which can
modify the given setpoints according to the operating condition, and which can be generally
either activated or deactivated.

In the general control structure shown in Fig. 2.2, three main subsystems are identified. The
first one is in charge of the elaboration of the measured quantities, and includes the calcula-
tion of the instantaneous active power P and reactive power Q, as well as the amplitude of
the voltage at the PCC indicated with V . Additionally, the estimation of the grid frequency
ω̂ , as well as of the grid voltage angle θ̂ are generally performed within this subsystem and
forwarded internally in the control. Two cascaded loops are indicated in the figure, which are
respectively labeled as outer loop and inner loop. These include all the control actions taking
place in order to generate the modulation signal e′ for the PWM according to the externally
given target values. Furthermore, according to the considered cascaded structure, the outer
loop generates setpoints for the inner control loop by processing the externally given control
setpoints and reference values according to the measured instantaneous quantities.
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2.2 Converters classification according to their control strategy

At the early stage of development of converter control strategies for grid-connected appli-
cations, the main goal was represented by the efficient injection of the energy provided by
Distributed Energy Resources (DERs), such as BESSs, WTs, or PV plants, into the power
system [11]-[13]. Constituting only a limited percentage of the total produced energy, the re-
search was initially focused on the improvement of the energy conversion process of DERs,
minimizing the losses and, in case of PV and wind applications, developing optimized algo-
rithms for achieving Maximum Power Point Tracking (MPPT) [12], [14]. Due to the lack of
experience on the real impact of power electronics-based generation in a classical power sys-
tem, early grid code requirements were mainly focusing on preserving converters hardware
integrity, allowing even disconnection from the main utility during faults [15], [16]. Never-
theless, due to the rapid growth of installed units, a revision of the international standards
to the new paradigm of the power system became soon necessary, requiring grid-connected
converters not only to remain connected during faults, but also to provide ancillary services
such as voltage and frequency support by adapting active and reactive power injection [17],
[18].

In this scenario, the concept of microgrids was introduced at the beginning of the 2000s [19].
Microgrids were initially thought to represent controlled cells of a power system composed
by a group of DERs and loads, operating together as single controlled entity, and which can
operate both in grid-connected or in isolated/islanded mode [20]. The underlying principle
behind microgrids is the establishment of a link in the evolution of a vertically integrated bulk
power systems to smart decentralized networks, so as to facilitate the integration of DERs
[21]. Hence, in such a system, the proper coordination between operating units represents
surely one of the most crucial aspects. As a consequence, a noticeable amount of research on
this field has been carried out during the last two decades, among others on specific converter
control strategies suitable for these particular applications. In this scenario, the concept of
GFM converters has been introduced for the first time, so as to distinguish them from the
converters typically adopted in grid-connected applications, and which have been instead
classified as GFL units [22]. The term GFM was originally introduced for indicating an
operating unit controlled to behave as an ideal voltage source, which could reproduce a ref-
erence voltage for the microgrid in case of islanded operation, and eventually compensate for
the gap between generation and consumption under such operating conditions. Recently, the
concept of GFM converter has been proposed for applications in wider and interconnected
transmission networks, requiring therefore a revision of the original definition elaborated in
the microgrid context.

The converters classification elaborated for microgrids, and reported in [22], has been widely
accepted within the power electronics community for defining the behaviour of converters
according to their operation. In the following, these definitions are introduced. Then their
limitations in representing a general formulation also valid for applications in bulky power
systems are pointed out. Finally, the proposed definitions are reviewed and the characteristics
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Figure 2.3: Simplified converter representation according to [22]: (a) grid-following (GFL)
with possibility of grid-supporting (GSU) capabilities; (b) grid-forming (GFM)
with possibility of GSU capabilities.

of GFL and GFM converters complying with the most recent definitions currently discussed
within different committees worldwide [1], [3], [7], [23], [24], are outlined.

2.2.1 Classification for microgrids

In the converter classification presented in [22], three main categories of converters are iden-
tified. Beside the two aforementioned classes indicated as GFL and GFM, a third type of
operating unit labeled as grid-supporting (GSU) has been introduced. These definitions are
reported below.

Grid-following (or grid-feeding) power converter

The simplified representation of a GFL converter according to [22], is reported in Fig. 2.3 (a),
and consists of a controlled current source with a high shunt parallel impedance. Assuming
first that the dashed loop, indicated in the figure as GSU loop, is not activated, the current
injected by the converter into the grid is controlled by the inner loop(s), so as to regulate
active and reactive power to the given setpoints, indicated as Pset and Qset , respectively.
In order to work properly, a GFL converter needs to be perfectly synchronized with the
grid, hence the adjective following. To this extent, these type of converters usually adopt a
dedicated unit for detecting angle and frequency of the voltage at PCC.

A practical example of the typical control structure of a GFL converter is reported in Fig. 2.4
[25]. Assuming a control in the rotating dq reference frame [26], two cascaded PI-based
control loops can be identified in the figure. A dedicated unit in charge of the estimation
of the grid voltage angle θ , required for transforming quantities from the abc to the dq
frame, and vice-versa, is introduced. The outer loop is in charge of the power regulation, and
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Figure 2.4: Example control structure of a GFL converter [22].

calculates the setpoints currents i∗d and i∗q, respectively from the comparison between active
and reactive power setpoints Pset and Qset to the corresponding measured quantities P and
Q. The generated current setpoints are then forwarded to the inner current control loop, also
assumed here to be implemented by means of a PI-based current controllers [25].

It is worth to notice that, beside the control in dq-frame considered here, the control in the
rotating αβ -frame is also widely adopted in the literature [25]. In that case, proportional
resonant (PR) controllers can be employed [27], hence without requiring an estimation of
the grid voltage angle θ for transforming quantities between the two reference frames. Nev-
ertheless, the grid frequency needs to be estimated, for which a dedicated unit is, however,
necessary.

Grid-forming power converter (UPS-type)

The GFM converter defined in [22], represents an operating unit controlled so as to repro-
duce the behaviour of an ideal voltage source with given amplitude and frequency. Similar
to the case of a GFL examined above, the simplified representation of a GFM converter ac-
cording to the definition given in [22], is shown in Fig. 2.3 (b), where the GSU loop is not
activated. It consists of a controllable voltage source with a low series impedance and, due
to this characteristic, an extremely precise synchronization system in order to work in par-
allel with other GFM units of the same type is necessary [28], since small angle deviations
might cause a significant power exchange between them. In a microgrid, such operating
units are necessary in order to provide a reference voltage for the other GFL converters op-
erating nearby. A practical example of a GFM converter complying with this definition is
represented by an Uninterruptible Power Supply (UPS) system, commonly adopted in order
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Figure 2.5: Example control structure of a GFM converter (UPS-type) [22].

to ensure continuity of supply for a limited amount of loads in case of disconnection from
the grid [28].

The typical control structure of a GFM converter according to the definition provided in [22],
is reported in Fig. 2.5. Differently from the example control structure of a GFL converter
shown in Fig. 2.4, a synchronization unit is not displayed in this case, due to the fact that
amplitude and frequency of the grid voltages do not need to be estimated, but these are rather
given as reference signals. Hence, assuming again a control in the rotating reference frame,
the voltage setpoints v∗d and v∗q are calculated by means of the reference angle θset internally
generated by the control. As for GFL converters, a cascaded structure is usually deployed,
which has the advantage of allowing a direct control of the converter currents for hardware
protection purposes. The generated voltage setpoints are then processed through an outer
voltage loop implemented by means of two PI controllers, calculating the setpoint currents
i∗d and i∗q for the inner control loop, the latter supposed to be equal to the one adopted in the
GFL converter structure shown in Fig. 2.4.

Grid-following-grid-supporting power converter

A GSU converter according to [22], is represented by an operating unit intrinsically behav-
ing either as a GFL or as a GFM converter, but which is additionally equipped with external
control loops modifying the converter power setpoints, so as to provide support to grid volt-
age and frequency regulation. The equivalent schemes of the two types of GSU converters
indicated in [22], and namely GFL-GSU and GFM-GSU, are reported in Fig. 2.3 (a) and (b),
respectively. Compared to the representations of GFL and GFM converters discussed above,
the additional external control loops, indicated in the figure as GSU loops, are activated,
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Figure 2.6: Example control structure of a GFL-GSU converter [22].

modifying active and reactive power setpoints according to the given reference values and
the actual operating conditions.

A practical example of a GFL-GSU control structure is reported in Fig. 2.6, where the afore-
mentioned external loops are implemented by means of droop controllers. These adjust the
original setpoints Pset and Qset , and generate the modified active and reactive power setpoints
P∗ and Q∗, according to the following equations [29], [30]: P∗ = Pset +Dp

(
ωre f − ω̂

)
Q∗ = Qset +Dq

(
Vre f −V

) (2.1)

where Dp and Dq represent active and reactive power droop coefficients, respectively, and
the reference inputs ωre f and Vre f usually reflect the nominal values of the respective quan-
tities. This control action relating active power to the measured grid frequency and reactive
power to voltage amplitude, is similar to the droop control typically implemented in real
synchronous generators (SGs) [31]. Moreover, droop controllers are also widely adopted
in microgrid applications, since they represent an efficient way for achieving power sharing
among operating units without the need for a dedicated communication system [28], [32].
It is, however, worth to notice that the relations indicated in eq. (2.1), are only valid for
the case of mainly inductive lines, hence for applications in medium/high-voltage systems,
whereas in case of mainly resistive lines (low-voltage applications), the relations between
active power and reactive power to frequency and voltages need to be inverted [33].
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2.2.2 Need for more general definitions

Even though the converters classification proposed in [22], is well-established within the
power electronics community for what concern microgrid applications [21], it requires a
revision in order to become generally applicable also for operation in bulky power systems.
In this regard, following considerations can be done:

• Converters providing ancillary services as frequency/voltage support by adapting in-
jected active and reactive power are labeled as GSU, and are considered a separated
category of converters. Nevertheless, almost the majority of the actual grid codes
worldwide require provision of ancillary services, especially for interconnection to
medium/high-voltage networks, resulting the original concept of a purely GFL con-
verter according to [22] rather obsolete.

• The definition of a GFM converter is close to the one of a slack-bus, hence resulting
not applicable for a converter operating in a wider interconnected network. In fact, a
converter behaving as an ideal voltage source with a very low series impedance might
be subjected to severe transients (e. g. during grid faults), which may jeopardize the in-
tegrity of its hardware components. Furthermore, fluctuations of magnitude and phase
of the grid voltage might cause significant excursions of the exchanged active and re-
active power between the converter and the grid, which is not always tolerable for a
grid-connected converter with limited capacity. Beside the aforementioned example
of UPS systems, another example of such GFM units complying with the definition
reported in [22], is represented by the Smart Transformer (ST) concept [34], [35]. The
ST is a solid-state transformer with embedded control, which do not simply replace
a classical transformer, but it can also adapt the amplitude and frequency of the volt-
age at the low-voltage side of the grid where it is installed, so as to provide ancillary
services, hence complying with the concept of a GFM-GSU converter of [22].

At present time, the definitions of GFL and GFM converters are under discussion in several
committees worldwide [1], [3], [7], [23], [24]. Instead of formulating binding definitions, in
the following, the characteristics outlining the behaviours of GFL and GFM converters for
any possible application are listed.

GFL converter

A GFL unit is based on a power converter designed to inject a defined amount of active
and reactive power into the grid according to its actual operating condition, presenting the
following characteristics:

• Active and reactive power injected by the converter into the grid are regulated control-
ling active and reactive currents.

• The current setpoints are calculated with respect to the phasor of the fundamental
frequency grid voltage, so that the injected currents are controlled in order to have a
specific phase displacement with respect to the grid voltage at the PCC. Therefore, a
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dedicated synchronization unit is necessary so as to estimate magnitude and phase of
the grid voltage at any time.

• The converter might entail additional outer loops modifying active and reactive current
setpoints, in order to provide regulation of grid frequency and voltage at the PCC.

GFM converter

A GFM unit is based on a power converter having the following characteristics:

• The converter is explicitly controlled so as to behave as a voltage source behind
impedance within the hardware limitations of the device, and within a specified
frequency range.

• According to its actual operating conditions, active and reactive power injection are
achieved by regulating magnitude and phase of the inner voltage source.

• If the physical limitations of the converter are violated (maximum voltages or currents,
energy balance), the converter is temporarily allowed to exhibit a different behaviour
so as to prevent itself from hardware damages. This can be eventually achieved by
switching to another control strategy during the critical operating condition (e. g. to
GFL operating mode), or by modifying the equivalent output impedance.

• Depending on the characteristics of the network, it can either work as a slack-bus for
islanded operation, or as a power source, that by means of additional outer loops adapts
the injected instantaneous active and reactive power, in order to provide voltage and
frequency support.

2.2.3 Conceptual differences between GFL and GFM converters

According to the list of characteristics reported above, the conceptual differences in the be-
haviour of GFL and GFM converters are outlined in the following. Fig. 2.7 schematically
explains the working principles of the two converter types. It is highlighted that a GFL unit
regulates the injected power by explicitly controlling active and reactive currents. Therefore,
an exact knowledge of the grid voltage characteristics is required, for which a dedicated syn-
chronization unit is usually adopted, so as to properly regulate the phase shift between the
injected currents and the grid voltage at the PCC. On the contrary, a GFM converter behaving
as a voltage source behind impedance, regulates the injected power by controlling amplitude
and phase of its inner voltage source. To this extent, the exact knowledge of the grid voltage
angle is not necessarily required, or instead only needed under particular conditions (pre-
synchronization to the grid, or during faults).

The potentials of GFM converters in stabilizing a power electronics-dominated power system
have been recently investigated in the literature [3]. The main benefits deriving from their
implementation can be summarized in the following three aspects:
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Figure 2.7: Schematic explanation of converters operating principle: (a) GFL, (b) GFM.

1) Damping of system oscillations.

2) Contribution to small-signal stability.

3) Instantaneous reaction to a grid fault.

Regarding the first point, the studies reported in [36] and [37], show that GFM converters
operating with a droop control can react almost instantaneously to contingency cases, due
to the fact that there is no significant delay between the variation of the converter output
power according to a perturbation of the grid frequency. It is indeed shown that, increasing
the percentage of converter-based generation in a low-inertia power system, contribution to
frequency damping is achieved when the converters reproduce a GFM behaviour, resulting
instead in the opposite trend by increasing the amount of GFL units. Nevertheless, it is
worth to remark that this frequency damping contribution is not resulting from any inertia
emulation characteristic, which is in fact typical of some GFM implementations; yet this is
instead due to the fact that, contrary to a GFL converter, a GFM does not require to estimate
the grid frequency variation in order to react with a modification of its power setpoint.

For what concern the second point, and namely the stabilizing effects of GFM converters
and their contribution to the small-signal stability of a power system with high-penetration
of converter-based generation, this represents one of the main contributions of this thesis,
and will be thoroughly addressed in Chapter 4. As highlighted in Fig. 2.7 (b), this feature
is mainly a consequence of the fact that, contrary to a GFL converter, a GFM unit does not
necessarily require a dedicated unit for synchronization purposes during normal operation.
In fact, recent studies have demonstrated that the synchronization unit of a grid-connected
converter has a significant impact on its stability, especially when operating under weak grid
conditions, and in proximity of other converters of the same type.
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The capability of an almost instantaneous reaction to a grid event represents instead one
of the leading motivations behind the establishment of the EG convened by the British SO
National Grid on VSMs in 2018, and focused on the investigation of new converter control
strategies for allowing higher penetration of converter-based generation in the British power
system [7]. This aspect can be intuitively understood by means of the example reported in
the following. Fig. 2.8 (a) and (b) respectively show the simplified representations of GFL
and GFM converters complying with existing literature [22], and with the general definitions
reported in Section 2.2.2. Although these two figures might erroneously resemble the defini-
tions of a Norton or a Thévenin equivalent, which are instead theoretically interchangeable,
they instead emphasize the fact that GFL converters achieve power injection by controlling
the injected currents, while a GFM converter regulates the power by controlling its inner
voltage vector. Additionally, the GFM converter under no-load conditions provides a ref-
erence voltage for the loads and the other units operating nearby, while the GFL converter
necessarily requires a reference angle for proper operation. Even though by adopting differ-
ent control principles, under steady-state operating conditions both converters regulate the
injected active and reactive power according to the given setpoints, and the corresponding
vector diagrams are respectively shown in Fig. 2.8 (c) and (d). Nevertheless, at the occur-
rence of a grid fault, the reactions of the two converters are significantly different.

Because of the inherent current source behaviour of a GFL converter, this reacts to the grid
event trying to maintain the current phasor ig constant in terms of magnitude and phase,
as schematically indicated in the phasor diagram of Fig. 2.8 (e). Indeed, the estimation
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of the new phase angle of the grid voltage phasor vg is first needed for the calculation of
the new current setpoints, along with the magnitude of the voltage depression in order to
calculate the required amount of reactive power to be injected according to the grid codes.
On the contrary, due to the inherent behaviour of a voltage source behind impedance, a GFM
converter reacts to the same event by maintaining the inner voltage phasor e constant in terms
of magnitude and phase, hence resulting in an almost instantaneous variation of the current ig
flowing from the converter into the grid, as schematically shown in Fig. 2.8 (f). Furthermore,
properly designing the equivalent impedance of the converter, this current can result in a
reactive power injection, therefore contributing to grid voltage support. Even though this
prompt converter reaction is beneficial for system stability, and hence highly attractive for
SOs, proper countermeasures need to be adopted in order to prevent the converter from
hardware damages, an aspect that will be further investigated in Chapter 5.

2.2.4 VSMs and GFM converters

At the early stage of discussions about the need for new converter control strategies in power
electronics-dominated power systems, one of the main concerns was related to the reduction
of system inertia caused by the substitution of conventional power plants by means of DERs.
In this scenario, the concept of VSMs has been introduced for the first time by Hesse and
Beck in 2007 [38], the so-called VISMA concept. The topic has immediately gained high
resonance in the research community, and projects have been funded so as to deeply inves-
tigate this concept, e. g. the VSYNC Project [39] concluded in 2010. As a consequence,
plenty of possible implementations of VSMs have been proposed in the literature during the
last decade [30].

The VSM control initially proposed in [38], was based on a full-order electrical and mechan-
ical model of a real SM, including an unnecessary level of details. Nevertheless, according
to the original intent of emulating the inertial behaviour of a SM, soon the idea of adopting
highly detailed machine models has been abandoned, and reduced-order models mainly fo-
cusing on reproducing the swing equation of a SM have gained the upper hand. This is for
example the case of the well-known control structure labeled in the literature as synchron-
verter and proposed by Zhong et al. in 2011 [40], [41], or the Synchronous Power Control
(SPC) introduced by Rodriguez et al. [42]-[44].

While a deeper insight on the aforementioned VSM control structures is provided in the
following of this chapter, it is here instead worth to notice that, as for the case of GFM
converters, a well-established definition for the term VSM is difficult to find in the literature,
and the two words VSM and GFM have been often used interchangeably, creating a certain
confusion behind the real meanings of the two notions. In this regard, a contribution has been
provided by the British SO NGESO, which, within a collaboration with the University of
Strathclyde, has begun in 2015 an investigation of the effects caused by high-penetration of
converter-based generation on the stability of the British power system. One of the outcomes
of this activity, was identifying a list of requirements that a grid-connected converter should
fulfill in order to be classified a VSM [45], [46]. Beside the characteristics already listed in
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Figure 2.9: Characteristics of VSMs compared to basic features of GFM converters.

the previous section for defining the behaviour of a GFM converter, and which can be also
found in the list of requirement initially proposed by NGESO, the following two aspects are
additionally mentioned:

1) The converter has to behave as a voltage source behind a reactance within a specified
frequency range. Amplitude and phase angle of the voltage source shall be modified
in order to limit the converter currents and reproduce an equivalent inertia constant.

2) The converter does not need a dedicated synchronization unit in order to achieve the
synchronization to the grid, but rather this is achieved by means of power transfer.

Thus, it can be concluded that a VSM only represents a particular implementation of a
GFM converter, and the main characteristics distinguishing a VSM from a GFM converter
are mainly concerning the following two aspects: the inertial behaviour and the power-
synchronization mechanism. This is further emphasized in the scheme shown in Fig. 2.9,
which summarizes the considerations reported above.

Regarding the first point, it has been previously mentioned that the original idea behind the
introduction of the VSM concept was mainly related to the emulation of the inertial be-
haviour of SMs, which, due to the kinetic energy stored in their large rotating masses, can
counteract system frequency fluctuations, thus contributing to power system stability. At-
tempts to reproduce this inertial behaviour by means of power electronics-based generating
units have been investigated in several work, e. g. in [47]-[49], to name but a few. Never-
theless, the type of inertial response reproduced by such controllers relies on a measurement
of the actual grid frequency and, therefore, it is not intrinsically embedded in the converter
behaviour. For this reason, this kind of inertial contribution has been defined as synthetic
inertia [50], [51], and the studies performed in [51], have shown that such controllers might
become even detrimental for system stability. Hence, an inertial response contributing to
system stability can be only provided by a converter reproducing a similar behaviour as the
one of a real SM, where the inertial contribution is intrinsically embedded in its working
principle, thus not relying on a measurement-based grid frequency estimation.
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Figure 2.10: SRF-PLL: (a) scheme; (b) vector diagram explaining the working principle.

The second aspect is related to the synchronization principle adopted by the converter. In
fact, contrary to a GFL converter, which requires a dedicated synchronization unit in or-
der to detect the angle of the grid voltage and inject the currents with a proper phase dis-
placement, SMs in a power system can maintain synchronism with each other without the
need for any communication means. This phenomena, common to all SMs, and known as
power-synchronization mechanism, is achieved by means of transient power transfer, and is
recognized as the underlying principle holding a power system [52].

2.3 Synchronization techniques for grid-connected converters

Grid synchronization has been considered a crucial research field since the early stages of de-
velopment of power electronics-based grid-connected converters. To this extent, a dedicated
unit has been usually foreseen, and various synchronization techniques have been proposed
in the literature. These can be classified into two main categories: frequency-domain and
time-domain approaches [25]. Frequency-domain approaches are based on some discrete
implementations of the Fourier analysis, such as Discrete Fourier Transform (DFT) and re-
cursive DFT (RDFT) [53], [54], whereas time-domain approaches are mainly based on adap-
tive feedback loops, enabling an internal oscillator to track the component of interest of an
external signal. The commonly adopted solution is the use of a Phase-Locked Loop (PLL),
originally developed for radio-communication purposes [55], and nowadays widely used in
grid-connected converters both for single-phase, as well as for three-phase applications. The
operating principle of a PLL is briefly discussed in the following.

2.3.1 The SRF-PLL

Among the wide amount of PLL structures presented in the literature, the Synchronous Ref-
erence Frame-PLL (SRF-PLL) is probably the most common one. It works in the dq rotating
frame, and its structure is reported in Fig. 2.10 (a). It is composed of three stages, whose
functions are described in the following [25]:
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• Phase Detector (PD): generates an output signal proportional to the phase difference
between the original signal and the estimated one. In a SRF-PLL, this subsystem is
implemented by transforming the measured voltages from the abc to the dq-frame by
applying the Park’s transformations [56]. While this is straightforward in a three-phase
system, a quadrature signal needs to be generated for single-phase applications, so as
to transform quantities from the the stationary αβ -frame to the rotating dq-frame [25].

• Loop Filter (LF): generally represented in a PLL by a low-pass filter for the attenuation
of the high-frequency components of the PD, this is implemented in a SRF-PLL by
means of a PI controller.

• Voltage Controlled Oscillator (VCO): generates an AC output signal corresponding to
the estimated grid angle θPLL, by integrating the estimated grid frequency ωPLL.

The working principle of a SRF-PLL consists of adjusting the estimated angle θPLL so that
the q-component of the transformed voltages vPLL

q is nullified. This concept can be under-
stood by looking at the vector diagram shown in Fig. 2.10 (b). The blue arrows in the figure,
identify the dq-frame corresponding to the angle estimated by the PLL, while the red arrows
correspond to the rotating dq-frame obtained from the real system grid voltage angle. Indeed,
vPLL

q can be considered as a measure of the estimation error, since when the PLL dq-frame
is perfectly aligned with the real system dq-frame, only the d-component of the transformed
voltages vd = vPLL

d results different from zero. Hence, the signal vPLL
q is processed through

a PI controller, which adjusts the estimated frequency ωPLL until the two reference frames
result perfectly aligned with each other.

The tuning of the SRF-PLL has been comprehensively addressed in the literature, both for
single phase [57], [58], as well as for three-phase applications [25], [59]-[61]. The SRF-
PLL shows excellent tracking capabilities under ideal conditions; yet its performances are
strongly deteriorated by unbalances and harmonics disturbances in the grid voltage [59],
[60]. The easiest solution for overcoming this inconvenient is to reduce the bandwidth of
the PLL [25], [58]. Nevertheless, enhanced control structures have been proposed in order
to improve the disturbance rejection capabilities of the PLL under critical conditions, with
limited consequences on its dynamic performances [62]-[65].

Linearization of the PLL equations

Linearized models of the SRF-PLL are usually adopted for tuning purposes, as well as for
stability assessment. In Fig. 2.11 (a), the linearized PLL model of the structure shown in
Fig. 2.10 (a), and commonly adopted for tuning purposes, is shown [25], where kp and ki

respectively indicate proportional and integral gain of the PI controller. Assuming a nor-
malized input voltage, the open-loop transfer function FOL(s), along with the closed-loop
transfer function FCL(s), are given by:

FOL(s) =
kp s+ ki

s2 ; FCL(s) =
kp s+ ki

s2 + kp s+ ki
(2.2)
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Figure 2.11: Linearized model of the SRF-PLL: (a) model adopted for tuning purposes [25];
(b) model for stability analysis [66].

Expressing the integral gain ki = kp/Ti, the closed-loop transfer function can be written as:

FCL(s) =
2ζPLLωnt s+ω2

nt

s2 +2ζPLLωnt s+ω2
nt

(2.3)

where ζPLL =
√

kpTi/2 is the damping factor, while ωnt =
√

kp/Ti indicates the natural fre-
quency. Eq. (2.3) represents a standard second-order transfer function, well-known in con-
trol theory [67]. Thus, given the desired settling-time ts, the PLL parameters can be tuned
according to the following equations [25]:

kp = 2ζPLLωnt =
9.2
ts

; Ti =
2ζPLL

ωnt
=

tsζPLL

2.3
(2.4)

Regarding the choice of the damping factor ζPLL, it is usually recommended to set it equal
to 1/

√
2 [25]. Nevertheless, the studies performed in [61], show that an optimal trade-off of

the PLL transient response considering both angle and frequency dynamics can be instead
achieved by choosing ζPLL = 1.

The linearization of the PLL equations in order to study its effects on the stability of a
grid-connected converter, has been thoroughly addressed in the literature in recent years
[66], [68], [69]. Considering for simplicity a formulation in dq-coordinates, the linearized
model of a SRF-PLL suitable for stability analysis is shown in Fig. 2.11 (b) [66]. During
steady-state operation, the PLL perfectly tracks the grid voltage angle, and the two coordi-
nate systems shown in Fig. 2.10 (b), namely the red one representing the system dq-frame,
and the blue one indicating the PLL dq-frame, are perfectly synchronized with each other.
Nevertheless, assuming that a perturbation of the grid voltage occurs, a phase shift ∆θPLL

between the two reference frames inevitably occurs and, depending on its control parame-
ters, the PLL requires a certain amount of time before locking the new grid voltage angle. In
order to study the effects of this mechanism on the stability of a grid-connected converter,
the transfer function relating a perturbation of the grid voltage to the angle detected by the
PLL is derived in the following.

According to reference frame theory [56], the transformation matrix T∆θ relates the quanti-
ties in the two dq-frames according to the following expression:
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[
vPLL

d

vPLL
q

]
= T∆θ

[
vd

vq

]
=

[
cos(∆θPLL) sin(∆θPLL)

−sin(∆θPLL) cos(∆θPLL)

] [
vd

vq

]
(2.5)

Therefore, during steady-state operation (∆θPLL = 0), vd = vPLL
d , and vq = vPLL

q . Assuming
instead a small perturbation of the grid voltage, and approximating cos(∆θPLL) ≈ 1 and
sin(∆θPLL)≈ (∆θPLL), eq. (2.5) becomes:

[
V PLL

d +∆vPLL
d

V PLL
q +∆vPLL

q

]
≈

[
1 ∆θPLL

−∆θPLL 1

] [
Vd +∆vd

Vq +∆vq

]
(2.6)

Where capital letters are used for indicating quantities at the operating point. Neglecting
high-order terms, (2.6) becomes: ∆vPLL

d ≈ ∆vd +Vq ∆θPLL

∆vPLL
q ≈−Vd ∆θPLL +∆vq

(2.7)

Defining the loop filter transfer function LF(s) as:

LF(s) = kp +
ki

s
(2.8)

and according to the linearized model shown in Fig. 2.11 (b), the following is valid:

∆θPLL(s) =
LF(s) ∆vPLL

q

s
(2.9)

Finally, substituting (2.9) into (2.7) yields:

∆θPLL(s) =
LF(s)

s+VdLF(s)
∆vq = HPLL(s) ∆vq (2.10)

2.3.2 The Power-synchronization principle

Due to the fact that the majority of the grid-connected converters is nowadays represented
by GFL units, the use of a dedicated synchronization unit, such as a PLL or a similar filter
structure, has been considered an essential requirement. Nevertheless, recent studies have
shown that, due to their working principle, GFL converters are particularly susceptible to
weak grid operating conditions [66], [68]. In order to overcome this inconvenient, Zhang
et al. have proposed in 2010 the Power Synchronization Control (PSC) for grid-connected
Voltage Source Converters (VSCs) [52]. The underlying principle behind the proposed ap-
proach, is the power-synchronization mechanism of a real SM already mentioned in Section
2.2.4, and which allows SMs to keep synchronism with each other even under prohibitive
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Figure 2.12: Power exchanged between two SMs: (a) single-line diagram; (b) P−δ curve.

conditions for converters adopting standard vector control strategies. Without going into the
details of the control structure, which will be instead discussed in the next section, the prin-
ciple behind the power-synchronization mechanism of SMs is succinctly described in the
following, according to the example reported in [52]. Let us consider two SMs connected
through an inductive transmission line XL, as schematically depicted in the equivalent single-
line diagram of Fig. 2.12 (a). It is assumed that the first machine, indicated in the figure as
SM1, represents a generator, while the second machine (SM2) is a motor. Indicating with
E f 1 and E f 2 the back-emf voltages of the two machines, respectively, the expressions of the
active and reactive power exchanged between the generator and the motor is given by the
following equation [31], [70]:

Pu =
E f 1E f 2

(XS1 +XL +XS2)
sin(δ ) (2.11)

where XS1 and XS2 represent the synchronous reactances of SM1 and SM2, respectively, and
δ = θr1− θr2. According to (2.11), the power exchange Pu between the two machines is
a non-linear function of the angular difference δ . This relation is graphically shown in
Fig. 2.12 (b), and is usually indicated as power-angle (or P−δ ) curve in the literature [70].
Under the assumption of a purely inductive impedance between the two voltage sources, the
maximum power exchange PM is obtained for δ = 90◦. A further increase of the angle δ

over this limit causes a decrease of the exchanged power, a process that is at the basis of
the rotor angle stability phenomenon of SMs [70], and which will be further discussed in
Chapter 5.

Let us assume that the two machines are initially at a steady-state operation, and rotate syn-
chronously without exchanging power with each other. To verify this condition, the angles
θr1 and θr2 need to be perfectly in phase, as schematically shown in Fig. 2.13 (a). This situa-
tion represents for example the case of a SM (motor or generator) connected to an infinite bus
and running at no-load. In this case, the inner back-emf of the machine is perfectly synchro-
nized in terms of magnitude and phase with the voltage phasor of the infinite bus. Indicating
with ωm the mechanical rotational speed, the swing equations for the two machines with the
respective conventions of generator (SM1) and motor (SM2) are given below:
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Figure 2.13: Explanation of the power-synchronization principle: (a) initial condition, (b)
perturbation of the mechanical torque of SM1, (2) reaction of SM2 to the per-
turbation.

(SM1) : ω̇m1 =
Tm1−Te1

J1
; (SM2) : ω̇m2 =

Te2−Tm2

J2
(2.12)

where Tm1 and Te1 indicate respectively the mechanical and the electrical torque of SM1, Tm2

and Te2 the same quantities for SM2, and J1 and J2 the moment of inertia of the respective
machines. Assuming that for a short transient the mechanical torque Tm1 of SM1 is suddenly
increased and then set back to its initial value, this action causes according to eq. (2.12) an
acceleration of the machine (ω̇m1 > 0). As a consequence of this perturbation, the mechanical
angle between the two machines is increased, as schematically indicated in Fig. 2.13 (b),
which translates, according to eq. (2.11), in an increase of the electrical power transferred
from the generator to the motor. Assuming that the mechanical load of the motor Tm2 remains
unchanged during this process, the difference between Te2 and Tm2 causes an acceleration of
the second machine according to eq. (2.12), until the two rotors synchronize again with each
other restoring the power balance, as schematically depicted in Fig. 2.13 (c).

Another simple example which might help better understanding the power-synchronization
principle, is given in [31], and is represented by the analogy to two cars joined to each other
by means of a rubber band and speeding around a circular track. The two cars represent the
two SMs, while the rubber indicates the transmission line. If one car speeds up temporarily,
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Figure 2.14: Generalized control structure of a GFM converter.

the band connecting the two will stretch, and a force tends to slow down the faster car, while
speeding up the slowest one.

The process explained above in a simplified manner, is at the stake of the power-
synchronization concept proposed by [52], and is typically reproduced in a VSM.
Converters working according to the power-synchronization principle adapt the frequency
of an internal oscillator in order to increase or decrease the angle displacement between the
inner voltage angle and the grid voltage angle, so as to regulate the power injected by the
converter to the given setpoint. Hence, contrary to the classical concept of a GFL converter,
a converter working according to the described mechanism, produces an inner reference
angle without the need for estimating the grid voltage angle.

2.4 General structure of GFM converters

According to the characteristics of GFM converters identified and discussed in Section 2.2,
a general structure is outlined in the following. The main subsystems composing it, along
with their inputs and outputs are first identified, then an overview of their possible imple-
mentations based on an extensive literature research is reported.

The proposed GFM structure is shown in Fig. 2.14. In the most generic formulation, the
measured three-phase converter currents, along with the currents and the voltages at the
PCC are among the control inputs of the converter, indicated in the figure with i f , iPCC,
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and vPCC, respectively. Additional control inputs are represented by the active and reactive
power setpoints Pset and Qset and, considering also grid supporting capabilities, the refer-
ence frequency ωre f and the reference voltage Vre f . In the converter outer control loop, two
separated subsystems are identified, namely the synchronization loop and the voltage profile
management. The outputs of these two subsystems are the angle θ , the frequency ω , and the
amplitude Ep of the internal voltage source. An inner control loop is indicated in the figure,
which includes all the further control actions taking place in order to produce a proper mod-
ulation signal e′ for the PWM. In the following, possible implementations of the identified
subsystems composing the inner and the outer control loop are examined.

2.4.1 Outer loop - synchronization loop

The synchronization loop indicated in Fig. 2.14, contains two separated subsystems, labeled
as frequency loop and angle loop, respectively in charge of the calculation of the frequency
ω and the angle θ . The interconnections between the two subsystems are not explicitly
depicted in the figure, since these may vary according to the specific implementation.

Droop regulator

The most simple implementation of the subsystem is represented by the droop regulator de-
picted in Fig. 2.15 [19], [22], [30], [71], [72]. The mathematical description of the subsystem
is given by the following expression:

θ(s) =
1
s

[
ωre f +Dp

(
Pset−Pf

)]
(2.13)

where Pf indicates the filtered measured power P, while the parameter Dp represents the
droop coefficient determining the variation of the frequency ω according to the difference
between the active power setpoint Pset and the filtered measured power Pf . Finally, the output
angle θ is simply obtained by integration of the calculated frequency ω .

Though its simple implementation, the droop control structure is very effective, and does
not require the use of a dedicated unit in order to estimate grid frequency or angle under
normal operating conditions. It has been widely adopted in the context of microgrids [19],
as well as for standalone applications [71], but rather seldom for grid-connected converters.
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Nevertheless, recent studies have proven that the same response of a VSM can be obtained
by means of a droop controller where the measured power is properly filtered, proving the
equivalence between the two structures [30], [72]. To this extent, the VSM0H control pro-
posed by Roscoe et al. in [46], and deeply investigated in [51], is basically represented by a
droop controller where the measured power P is processed by means of a boxcar filter, so as
to limit the dynamic of the converter response.

Power-synchronization control (PSC)

The second examined implementation of the synchronization loop of a GFM converter is
represented by the PSC for grid-connected converters proposed by Zhang et al. already in-
troduced in the previous section, and whose structure is reported in Fig. 2.16 [52]. Initially
thought for HVDC applications, it has gained the attention of the research community for
its capability of operating a grid-connected converter under very weak grid conditions, ex-
tremely critical for a standard vector controlled VSC. The mathematical expression of the
angle calculated by the PSC subsystem is given below:

θ(s) = θre f +
1
s

[
Ki(Pset−P)] (2.14)

The angle θ results from the addition of a reference angle θre f to a quantity obtained by
processing the difference between the power setpoint Pset and the measured power P by
means of an integrator with gain Ki. Similar to the droop control examined above, and
according to the power-synchronization principle, the angle of the inner voltage source is
increased or decreased so as to modify the phase displacement δ between the inner voltage
source and the grid according to the measured power deviation.

However, differently from the droop structure previously examined, where the frequency
is modified according to the power difference, in the SPC structure, is the angle θ to be
obtained by directly adding a quantity to the reference angle θre f . The latter is calculated
by integrating the reference frequency ωre f and, therefore, an estimation of the actual grid
frequency is not explicitly obtained from the power deviation, but it could be eventually
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Figure 2.17: EDPC synchronization loop proposed in [73], [74].

provided by a dedicated unit, e. g. a PLL. In this regard, even though the proposed structure
can work very well under normal operating conditions, a back-up PLL is foreseen for pre-
synchronization purposes, as well as for operation under fault conditions. In this case, a
vector current control is activated in the inner loop in order to prevent the converter from the
risk of instability and hardware damages, thus requiring a fault detector in order to trigger a
fault operating mode and switch the source of the angle θ .

Enhanced direct power control (EDPC)

The structure shown in Fig. 2.17, has been presented in [73], [74], and it has been imple-
mented in the GFM control proposed by the authors so as to study the effects of increased
power electronics-based penetration on the stability of the British power system. The intro-
duced GFM control structure has been labeled as Enhanced Direct Power Control (EDPC),
and presented as a modification to the DPC concept discussed in [75] and [76].

Conceptually similar to the SPC examined above, and mainly focusing on the contribution
of GFM converters on system stability during faults, a PLL is foreseen during both normal
operating conditions, as well as during faults in order to provide a reference angle for either
the GFM control, or for the vector current control activated at occurrence of the fault. Hence,
contrary to the PSC, the PLL is always activated in order to avoid switching the source of
the converter reference angle, preventing from possible dangerous transients.

The angle θ calculated according to the structure shown in Fig. 2.17, is given by the follow-
ing expression:

θ(s) = θPLL +GE

(
1+

1
Js

)[
Pset−P+

1
Rd

(ωre f −ωPLL)

]
(2.15)

where to the reference angle θPLL provided by the PLL, the output of a PI controller with
gain GE and time constant J is added, the latter processing the sum of the difference between
the power setpoint Pset and the measured power P. Furthermore, in [73], a frequency droop
control with gain 1/Rd acting on the difference between the reference frequency ωre f and the
frequency estimated by the PLL (ωPLL) is also included. Beside this frequency droop action,
eq. (2.15) mainly differs from eq. (2.14) for the introduction of the PI controller, whose time
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Figure 2.18: Synchronization loop of the synchronverter control [41].

constant J acts as an additional degree of freedom for shaping the response of the converter
according to a frequency variation in a similar fashion as in a real SM [73], [74].

Synchronverter

The synchronverter structure proposed by Zhong et al. [40], [41], is surely one of the most
popular VSM implementations among those presented in the literature. It became very pop-
ular during the last decade due to the fact that it does not require a dedicated synchronization
unit for pre-synchronization purposes, as well as during normal operation. A sequence of
switching actions has been proposed in [41], as a modification to the original concept dis-
cussed in [40], emulating the synchronization process of a real SM prior connection to the
grid. This in fact needs to be perfectly synchronized in terms of magnitude and phase with
the grid voltage phasor before connection, and this process will be better described in Chap-
ter 6 by means of a practical example. Nevertheless, the synchronverter behaviour during
faults has not been explicitly addressed in the aforementioned works, and several strategies
have been proposed by other authors, which will be examined in detail in Chapter 5.

The synchronization loop of a VSM is generally implemented so as to reproduce the swing
equation of a real SM, reported below for simplicity:

ω̇m =
Tm−Te−D f ωm

J
(2.16)

where, compared to the simplified expression given in (2.12), the additional frequency-
dependent damping factor D f is introduced. The synchronization loop of the synchronverter
is reported in Fig. 2.18. According to the proposed structure, the parameter Dp not only
represents the virtual damping factor of the VSM, but it also accounts for the steady-state
P− f droop behaviour of the control, as it will be further discussed in the following. The
mechanical torque Tm is directly calculated by dividing the power setpoint Pset for the nom-
inal grid frequency ωn. Similarly, the measured electrical torque Te is also derived from the
measured power P at the point of connection by dividing for the same quantity. It is worth
to point out that the structure reported in the figure, slightly differs from the original one
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Figure 2.19: (a) Synchronization loop of the SPC, (b) simplified closed-loop transfer func-
tion of the power [43].

proposed in [40], [41], where instead Te is calculated, as for a real SM, from the air-gap
power equation [77]. As a consequence, in order to obtain the measured power at the PCC,
it would be necessary to subtract the virtual stator losses caused by the filter resistance. Nev-
ertheless, the simplification shown in Fig. 2.18, is widely adopted in the literature [78]-[80],
and is therefore considered in the following. The dashed branch indicated in the figure, is
introduced so as to activate or deactivate the P− f droop control action. Indeed, when the
switch is closed, the PI control cancels out the deviation between the reference frequency
ωre f and the internal frequency ω . Hence, indicating with PIp(s) the transfer function of the
PI controller, the expression of the calculated angle θ according to the structure of Fig. 2.18,
becomes:

θ(s) =
1
s

 (
Pset−P

) 1
Jωn

s+ Dp

J
(

1+DpPIp(s)
) +ωre f

Dp

J
(

1+DpPIp(s)
)

s+ Dp

J
(

1+DpPIp(s)
)
 (2.17)

Synchronous Power Control (SPC)

The second examined synchronization loop implementation of a VSM, is the one of the SPC
proposed by Rodrigez et al. in [42]-[44], and reported in Fig. 2.19 (a). A first-order transfer
function acting on the deviation between the power setpoint Pset and the measured power
P, and labeled as Power Loop Controller (PLC) is implemented in the frequency loop. Its
expression is given below [43]:

PLC(s) =
1

Jωg

s+2ζp

√
Kp
Jωg

(2.18)

where J indicates the virtual moment of inertia, ωg is the grid angular frequency, and Kp is a
coefficient representing the steady-state value of the transfer function between a variation of
the power angle δ and the power injected by the converter into the grid. The reason why the
PLC expression is given in the form of eq. (2.18), is essentially to express the closed-loop
transfer function of the simplified active power loop shown in Fig. 2.19 (b), by means of a
second-order parametric function of the following form [43]:
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P
Pset

(s) =
ω2

nt

s2 +2ζpωnt s+ω2
nt

(2.19)

where ζp represents the damping ratio, and ωnt =
√

Kp/Jωg is the natural frequency. The
expression of the angle θ calculated according to the synchronization loop depicted in
Fig. 2.19, is given by:

θ(s) =
1
s

[(
Pset−P

)
PLC(s)+ωre f

]
(2.20)

Modifications of the examined VSM impementations

Even though the synchronization loops of the two examined VSM implementations might
look different at first glance, similarities among the two structures can be easily identified.
Hence, by differentiating eq. (2.17) with respect to the power difference Pdi f f = Pset −P,
yields for the synchronverter:

∂θ

∂Pdi f f
(s) =

1
s

[
1

Jωn

s+ Dp
J

]
(2.21)

A similar calculation applied to eq. (2.20), gives the following result for the SPC:

∂θ

∂Pdi f f
(s) =

1
s

 1
Jωg

s+2ζp

√
Kp
Jωg

 (2.22)

As a consequence, the two expressions become equivalent when the control parameters of
the two VSM implementations are chosen as follows:

Jωn = Jωg ;
Dp

J
= 2ζp

√
Kp

Jωg
(2.23)

It has been indeed mentioned above, that for the synchronverter control structure the factor
Dp not only represents the virtual damping factor of the VSM, but it also corresponds to the
steady-state P− f behaviour of the inherent droop control. This represents a limitation of
the synchronverter, due to the fact the droop coefficient is usually constrained by specifica-
tions, losing, therefore, one degree of freedom in the control tuning procedure. Due to the
considerations reported above regarding the equivalence between the two examined VSM
implementations, same conclusions can be drawn for the SPC, where a droop steady-state
characteristic is, hence, inherently implemented in the control structure.
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Figure 2.20: Modification to the frequency loop of VSM implementations for decoupling
P− f droop factor from virtual damping factor: (a) synchronverter [80], (b)
SPC [81].

In order to overcome this inconvenient, a modification to the synchronverter structure has
been proposed in [80], which is schematically shown in Fig. 2.20 (a). A damping correc-
tion loop is namely introduced, modifying the expression of the calculated frequency as
follows:

ω(s) =

(
Pset−P

) 1
Jωn

+ωre f
Dp
J − sD f x

J

(
P

ωnM f i f

)
s+ Dp

J

(2.24)

where M f i f represents the virtual rotor flux calculated in the reactive power loop of the
synchronverter. The proposed modification introduces the additional parameter D f x, which
affects the dynamic response of the control, but whose action is nullified at steady-state.

Similarly, a modification to the frequency loop of the SPC has been proposed in [81], and
shown in Fig. 2.20 (b). A lead-lag filter is implemented, whose effects are similar to those of
the solution discussed above for the synchronverter. The expression of the PLC is modified
according to the following equation:

PLCLL(s) =
KP s+KI

s+KG
(2.25)

where the parameters KP, KI , and KG can be independently chosen so as to respectively set
the damping, the inertia, and the droop characteristic of the control. As a consequence, the
simplified closed loop transfer function (2.19) becomes [81]:

P
Pset

(s) =
(2ζpωn−KG)s+ω2

n

s2 +2ζpωn s+ω2
n

(2.26)

hence providing an additional degree of freedom without increasing the order of the power
regulating transfer function.
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Figure 2.21: Different implementations of the voltage profile management loop: (a) droop
control [19], [22], [30], [46], [71]; (b) PI-based voltage control for SPC [82];
(c) PI-based reactive power control for SPC [43], [44]; (d) cascaded structure
with PI control in the first stage and droop in the second stage [52]; (e)-(f)
cascaded structure with droop in the first stage and PI control in the second
stage [40], [41], [73], [74].

2.4.2 Outer loop - voltage profile management

Several implementations of the synchronization loop of a GFM converter have been reported
in the previous sections, showing a relatively wide variety of possible choices. Regarding
the subsystem in charge of the voltage regulation, the commonly adopted solutions can be
summarized in three main categories: droop control, PI-based control, and cascaded controls
involving droop and PI regulators. The considered schemes are shown in Fig. 2.21, and
discussed in the following.

The first examined implementation is the droop control reported in Fig. 2.21 (a), which
is usually adopted in combination with droop controllers in the synchronization loop [19],
[22], [30], [46], [71]. In analogy to the droop structure shown in Fig. 2.15, the filtering of
the measured reactive power is explicitly introduced in the figure, as also indicated in [30].
The difference between the reactive power setpoint Qset and the filtered measured power
Q f is processed through a proportional gain Dq. Subsequently, this quantity is added to the
reference voltage Vre f , in order to calculate the amplitude of the inner voltage Ep of the GFM
converter. The equation describing this implementation is:
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Ep =Vre f +Dq
(
Qset−Q f

)
(2.27)

The two schemes reported in Fig. 2.21 (b) and (c), represent PI-based solutions, which have
been proposed for the implementation of the voltage profile management subsystem of the
SPC. In the first case, a PI controller with transfer function PIv regulates the measured voltage
V at the PCC to the reference value Vre f , and has been presented in [82], for the implemen-
tation of a VSM-based Static Synchronous Compensator (STATCOM). In the second case,
a PI controller with transfer function PIq is implemented in order to regulate the reactive
power Q to the setpoint Qset , where, additionally, a feedforward of the reference voltage Vre f

is included [43], [44]. The equations describing the two structures are reported below: Ep(s) = PIv(s)
(
Vre f −V

)
(Fig. 2.21(b))

Ep(s) = PIq(s)
(
Qset−Q

)
+Vre f (Fig. 2.21(c))

(2.28)

The schemes shown in Fig. 2.21 (d) and (e), represent two cascaded structures involving
droop and PI controllers. The first implementation is the one adopted in the PSC [52], and
consists of a PI controller in the outer stage, processing the reactive power difference, and
an Alternating Voltage Controller (AVC) with a droop characteristic in the inner stage. The
second implementation is instead widely adopted in the GFM literature [40], [41], [73], [74],
and consists of a droop controller in the first stage reacting to the voltage deviation, followed
by a PI control in the second stage, the latter regulating the reactive power of the converter
to the modified reactive power setpoint Q∗. The expressions describing the two formulations
are reported below: Ep(s) =

[
PIq(s)

(
Qset−Q

)
+Vre f −V

] KE
1+TE s (Fig. 2.21(d))

Ep(s) =
[
Dq
(
Vre f −V

)
+Qset−Q

]
PIq(s) (Fig. 2.21(e))

(2.29)

In the specific case of the synchronverter, the structure is conceptually similar to the one of
Fig. 2.21 (e), but the output of the PI controller represents a virtual mutual flux, indicated
with M f i f , so that Ep is calculated according to the following equation [40], [41]:

Ep(s) =
{[

Dq
(
Vre f −V

)
+Qset−Q

]
PIq(s)

}
ω (Fig. 2.21( f )) (2.30)

where ω is the frequency calculated in the synchronization loop.

2.4.3 Inner loop - Generation of the modulation signal

After having examined the most relevant solutions among those proposed in the literature,
for the two subsystems composing the outer loop of the generalized GFM structure, possible
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Figure 2.22: Simplest implementations of the inner loop: (a) direct voltage synthesis [40],
[41], [83], (b) voltage magnitude control [20].

implementations of the inner control loop are discussed in the following. In the description
provided at the beginning of this section, the role of this subsystem has been identified as all
the further actions taking place in order to reproduce the modulation signals for the PWM
from the information provided by the outer control loop related to the angle θ , the frequency
ω , and the amplitude Ep of the inner voltage signal. To this extent, a wide amount of so-
lutions can be found in the microgrids literature, and which mainly focus on reproducing
the reference voltage setpoint calculated in the outer loop at the converter terminals. This
is mainly due to the fact that, as already mentioned in Section 2.2.1, the original concept of
a GFM converter was rather close to the one of a perfect voltage source with a low series
impedance. On the other hand, the virtual impedance concept has emerged as a possibility
for properly shaping the equivalent output impedance of the converter, without the need for
modifying the design of the converter hardware components, and which turns out to be par-
ticularly useful for applications in wide interconnected systems. Solutions complying whit
these two approaches are examined in the following.

Inner loop - Direct PCC voltage control

Various voltage control schemes have been proposed in the literature, for the regulation of the
voltage at the converter terminal. The easiest implementation is the direct voltage synthesis
proposed in [83] for HVDC applications, and schematically shown in Fig. 2.22 (a). The
reference signal e′ is generated by the internal voltage oscillator as:

e′ ≡ e∗ =


e∗a
e∗b
e∗c

 =


Ep sin(θ)

Ep sin(θ − 2
3π)

Ep sin(θ + 2
3π)

 (2.31)

The calculated voltages are then directly adopted as modulation signals for the PWM. No
specific voltage feedback is foreseen, and the capacity of disturbance rejection of this struc-
ture is limited. A similar implementation has been proposed for the synchronverter in [40],
[41]. Nevertheless, it is worth to notice that the idea behind the implementation proposed
in the synchronverter structure, is that the calculated reference voltage e′ does not represent
the voltage setpoint at the converter terminals, but rather the virtual back-emf voltage of the
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Figure 2.23: Vector voltage control: (a) single-loop voltage control [86], [87], (d) double-
loop voltage control [87], [88], [89].

VSM. Thus, in the original synchronverter concept, the converter filter serves as the syn-
chronous reactance of the VSM, being the regulation of the voltage vector at the converter
terminals not explicitly foreseen.

The second examined implementation of the inner loop is shown in Fig. 2.22 (b). This has
been proposed in [20], in the context of converter controls for microgrid applications, and
represents a further improvement compared to the first examined structure. A feedback of
the measured converter voltage amplitude at the connection point is introduced, so that by
means of an integral controller the voltage V is regulated to the reference voltage amplitude
Ep.

In order to achieve a better regulation of the converter voltages, the vector voltage control can
surely provide superior performances compared to the two previously examined implemen-
tations. This can be realized either by means of a single-loop or a multiple-loop structure,
as shown in Fig. 2.23 (a) and (b), respectively. Assuming a control in αβ coordinates, an
integral-resonant (IR) controller is shown in the scheme of Fig. 2.22 (c). Indeed, studies have
shown that using a resonant controller (or equivalently an I controller in dq-frame) can bring
a 90◦ phase lag at the crossover frequency, enhancing the stability of the control loop [84],
[85]. Nevertheless, in order to further enhance the tracking capabilities of the control, which
result instead limited in the low frequency range by only adopting a resonant controller (in
αβ -frame), an integral factor is also included, so as to increase the gain in the low-frequency
range [86], [87]. In order to further widen the stability region of the controller, a feedforward
loop with a low-pass filter (LPF) is introduced, indicated in the figure by the dashed branch
[85].

One of the main limitations of the previously described structures, is that a direct control of
the converter currents is not possible, which might lead to converter tripping during severe
transients and/or grid faults. In order to overcome this limitation, a dual-loop structure can be
employed, as schematically shown in Fig. 2.23 (b). Compared to the single-loop structure, an
inner current control loop of the filter current i f is introduced. Beside protecting the converter
from the risk of overcurrents, a proper tuning of the inner current control allows achieving
active damping of the LC filter [88], [89]. Nevertheless, the equivalent output impedance
of the converter might exhibit a negative real part in the high-frequency range, triggering
possible control instability phenomena. In order to overcome this issue, a feedforward of
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[90]-[94].

the measured voltage vPCC has been proposed in the literature, whose effects have been
investigated in [87].

Inner loop - Virtual impedance implementation

In spite of controlling the voltage at the PCC, in order to exactly reproduce the output ref-
erence voltage calculated in the outer loop, methods have been proposed so as to shape the
output impedance of the converter according to the operating condition. These techniques
have been labeled as virtual impedance implementations, and have been initially investi-
gated in microgrid applications, while recently also extended to grid-connected converters.
Among the possible features of virtual impedance implementations, mitigation of harmonics,
sub-harmonics, and unbalances [90], [91], power flow control [92], and current limitations
during faults [93], are surely the most interesting performances allowed by this control loop
that have gained the attention of the research community in the last decade [94]. Addition-
ally, passivity-based controllers for enhancing stability of grid-connected converters have
been recently proposed in the literature, as an efficient way for ensuring converter stability in
a power electronics-based power system [95], [96]. Finally, the virtual impedance concept
becomes particularly useful in the context of VSMs, since for the emulation of a real SM be-
haviour, the output impedance of the converter should reproduce determined characteristics,
as it will be further discussed in the following.

Fig. 2.24 shows the typical implementation of a virtual impedance scheme [94]. Compared
to the structure shown in Fig. 2.23 (b), feedforward terms are added to the outer and/or the
inner loop of the multiple-loop vector control structure. In analogy to the scheme reported
in Fig. 2.23 (b), it is assumed that PR controllers are adopted in the cascaded loops, which
might be substituted by PI regulators if a control in dq coordinates is instead implemented.
In most of the cases, the implemented virtual impedance Zv is of the form:

Zv(s) = Rv + sLv (2.32)

where Rv and Lv indicate the resistive and inductive components, respectively.



2 Operating principles of grid-connected converters 40

-
+

-
+ PR +

+𝐸𝑝  
𝐸𝑝𝑒

𝑗𝜃  𝑒∗ 
𝜃  

𝑒′  
𝜔1 

𝜔2 

𝜔𝑁  

𝑌1 
𝛥𝑒 

𝑌𝑣  

𝛥𝑒 

𝑌𝑣  
𝑖∗ 

𝑌2 

𝑌𝑁  

(a) (b)

+
+

+
+

𝑖∗ 

𝜔  

𝜔 

𝑣𝑃𝐶𝐶  

𝑖𝑓  

Figure 2.25: Virtual admittance implementation: (a) inner loop control scheme [43], (b) vir-
tual admittance implementation [97].

One of the main drawbacks of this implementation is that the derivative of the measured cur-
rent iPCC needs to be performed, resulting this solution particularly sensitive to measurement
noise and harmonic distortion. In order to overcome this inconvenient, the virtual admit-
tance concept has been proposed in [43], and [97], as part of the SPC implementation. The
inner loop control scheme corresponding to a virtual admittance implementation is reported
in Fig. 2.25 (a). The virtual admittance is designed so as to reproduce a first-order LPF be-
haviour, and allows calculating current setpoints i∗ from the difference between the virtual
back-emf voltage e∗ calculated in the outer control loop, and the measured voltages vPCC at
the point of connection, according to the following equation:

i∗(s) = ∆e Yv(s) =
e∗− vPCC

Rv + sLv
(2.33)

where Rv and Lv have the same meaning as in (2.32). One of the main advantages of virtual
impedance/admittance implementations in VSMs is related to the capability of arbitrarily
choosing the equivalent output impedance of the converter, so as to reproduce a similar
behaviour as the one of a real SM. Indeed, this turns out to be particularly useful when
the grid impedance at the connection point of the converter is mainly resistive, so that the
parameters of the emulated virtual impedance/admittance can be chosen in order to guarantee
that the equivalent output impedance of the converter shows an inductive behaviour, hence
contributing to the decoupling between active and reactive power control loops [98].

Another possible feature of the virtual admittance implementation has been presented in [97],
and concerns the possibility of actively damping selected harmonics of the grid voltage. The
working principle is schematically shown in Fig. 2.25 (b), where band-pass filters tuned at
different frequencies ω1,...,ωN are implemented. These allow choosing independently the
virtual admittance value to apply at specific frequencies, by decomposing the signal ∆e in its
harmonic components, hence allowing active damping at the frequencies of interest.

A relevant aspect for the emulation of a SM by means of a conventional converter is the size
of its output filter. Indeed, typical values for the inductance of a converter filter are in the
range of 0.1 pu [25], whereas common values of the synchronous reactances of real SMs are
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Figure 2.26: Virtual impedance implementation proposed in [99]: (a) inner loop control
scheme, (b) equivalent single-phase converter scheme.

in the range of 1.5 pu [31]. The relevance of this aspect will become more clear in Chapter 4,
where the effects of the grid and converter filter impedance on the stability of GFM convert-
ers are investigated. In order to compensate for this mismatch, a simple and intuitive method
for virtually increasing the value of the converter output filter impedance has been proposed
in [99]. Presented as an improvement of the synchronverter structure, the modified inner
loop control scheme according to [99] is reported in Fig. 2.26. Differently from the concept
adopted in the original synchronverter scheme [40], [41], where, according to Fig. 2.22 (a),
the reference voltage calculated in the outer loop is directly used as a modulation signal for
the converter PWM, in the proposed implementation, the modulation signal for each phase
is calculated according to the following equation:

e′x =
(m−1)vPCCx + e∗x

m
(2.34)

where x = {a,b,c}, and m ≥ 1 is a proportional scaling factor for adjusting the equivalent
output impedance to the desired value. The principle behind this calculation can be under-
stood by looking at the equivalent single-phase scheme depicted in Fig. 2.26 (b), where it
can be observed that in case of m = 1, eq. (2.34) reduces to eq. (2.31) of the classical syn-
chronverter scheme. The proposed solution only requires measurements of the converter
voltages at the PCC, hence without involving any measurement of converter currents. The
main drawback of this implementation consists on the fact that only multiples of the real fil-
ter impedance can be reproduced, so that inductive and resistive components of the emulated
filter impedance cannot be freely chosen.

The last virtual impedance implementation examined in this overview, is based on the con-
trol proposed in [100], and consists on the application of the model reference H∞ design
approach in order to shape the output impedance of the converter and achieve active damp-
ing of the converter LCL filter [101]. The proposed approach allows designing an inner
control loop specifying the desired grid current dynamic of the converter, i. e. the one of
an L filter, while the H∞ theory is adopted so as to synthetize a (sub)-optimal inner con-
troller [102], [103]. In Fig.2.27 (a) the block diagram of the inner loop is shown, while in
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Figure 2.27: Virtual impedance implementation proposed in [100]-[102]: (a) inner loop con-
trol scheme, (b) construction of the generalized plant G for control synthesis.

Fig. 2.27 (b), the construction of the generalized plant G used for synthesizing the control is
depicted.

The H∞ algorithm aims on minimizing a cost function that includes both the controller and
the plant dynamics, along with some plant modifiers named cost weights, indicated with
Wd and Wu in Fig. 2.27 (b). Assuming that the converter is equipped with an output LCL
filter, the controller KAD properly calculates the modulation signal e′ of the converter, so as
to reshape the open-loop dynamic of the filter, described by the transfer functions G(s), and
Gd(s), so as to reproduce the behaviour of a given reference function Gre f (s), e. g. the one
of an L filter with given characteristics. In the specific case, the transfer function G(s), and
Gd(s) are defined according to the superposition principle as:

iPCC(s) = G(s)e′+Gd(s)vPCC (2.35)

Wd(s) and Wu(s) represent instead frequency dependent weighting functions, which need
to be properly designed so as to minimize the shaping error (difference between reference
current against nominal current), or the actuation voltage e′, respectively. However, the
weighting functions require to be designed so as to result complementary with each other in
the spanned frequency range, such that a proper compromise needs to be met.

Considerations about the examined virtual impedance implementations

All the examined implementations discussed in this overview, aim on modifying the equiv-
alent output impedance shown by the converter, altering it from the one resulting by con-
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Figure 2.28: Comparison characteristics of the examined virtual impedance implementa-
tions.

sidering only the converter filter hardware components. Nevertheless, each of the examined
solutions differ from the others for different aspects, e. g. implementation complexity and
reproduced accuracy. To this extent, the advantages and drawbacks of the examined vir-
tual impedance implementations are summarized in the table reported in Fig. 2.28, so that
according to the application of interest, the most suitable approach can be chosen.

The simplest solution is the filter impedance multiplication presented in [99]. Though ex-
tremely simple to implement, its main limitation is represented by the fact that the elements
of the reproduced impedance cannot be freely chosen. On the contrary, the model reference
implementation presented in [100]-[102] is probably the most accurate approach, which the-
oretically allows exactly designing the frequency behaviour of the reproduced impedance.
This, however, noticeably increases control complexity, and a proper choice of the weight-
ing function is not straightforward, especially due to the limitations introduced by the control
sampling time.

2.4.4 Virtual Oscillator Control (VOC)

Among the GFM implementations proposed in the literature, the concept of Virtual Oscil-
lator Controls (VOCs) has gained wider interest within the research community in the last
years. Based on a different working priciple compared to the other synchronization strategies
already examined in this section, this is discussed separately hereafter. However, analogies
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Figure 2.29: (a) VOC based on a Van der Pol oscillator for a single-phase converter [104],
[105], (b) VOC based on a Van der Pol oscillator for a three-phase converter
[106].

to the structures previously examined are highlighted in the following, so that its implemen-
tation can still be subordinated to the generalized structure presented in Fig. 2.14.

A VOC is a nonlinear controller, which makes the converter reproducing the dynamic of
a weakly nonlinear limit-cycle oscillator. One of the most appealing properties of this ap-
proach, is that it allows converters to synchronize with each other starting from an arbitrary
initial conditions, without the need for any communication means. In the context of micro-
grids, an implementation for a single-phase converter has been presented in [104], and [105].
Its structure is shown in Fig. 2.29 (a), and is succinctly described in the following.

The employed oscillator model is the so-called Van der Pol oscillator, whose equations for
the inductor current iLv and the capacitor voltage vCv are reported below [104]: LdiLv

dt = vCv

C dvCv
dt = σvvCv−αvv3

Cv− iLv− kivi f
(2.36)

where the value of the resistance shown in the figure is R =−1/σv, while kvv and kiv represent
scaling factors for voltage and current, respectively. The modulation signal e′ is directly cal-
culated from the output capacitor voltage vCv properly scaled by a factor kvv. Thus, adopting
the notation of Fig. 2.14, the following can be written [106]:

e′ = kvvvCv(t) = Ep cos(θ) = Ep cos(ωre f t +∆θ) (2.37)

Defining the following quantities:

εv :=

√
L
C

; βv :=
3αv

k2
vvσv

; g(y) := y− βv

3
y3; ωre f :=

1√
LC

; (2.38)

the oscillator dynamic is described by the equations reported below:
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Figure 2.30: (a) VOC based on a Van der Pol oscillator with regulation of active and reactive
power [109], (b) VOC based on an Andronov-Hopf oscillator with regulation of
active and reactive power [110].


Ėp = ωre f εv

(
σv g

(
Epcos(ωre f t +∆θ)

)
− kvvkivi f

)
cos(ωre f t +∆θ)

∆̇θ =−ωre f εv
Ep

(
σv g

(
Epcos(ωre f t +∆θ)

)
− kvvkivi f

)
sin(ωre f t +∆θ)

(2.39)

Though it can be demonstrated that by properly choosing control parameters of a VOC, the
latter can behave as a classical droop controller [105], one of the expected advantages of a
VOC lies on the fact that its working principle is based on instantaneous time-domain signals,
rather than phasorial electrical quantities. Thus, superior performances of VOCs compared
to classical droop controllers have been claimed. To this extent, the work presented in [106]
compares the behaviour of a droop controller and of a VOC for the case of a three-phase
converter in a micorgrid application. The considered control scheme is reported in Fig. 2.29
(b), which is basically identical to the scheme reported in Fig. 2.29 (a), with the only differ-
ence that the two signals kvvvCv, along with εvkvviLv are employed as the αβ components of
the modulation signal e′. The results presented in [106], show a better dynamic behaviour
of the VOC compared to a droop control when the frequency regulation range is higher than
a defined threshold, however resulting in the opposite trend in case of a small frequency
regulation range.

It is worth to notice that the VOC scheme proposed in [104]-[106], does not allow regulation
of active and reactive power, being therefore not suitable for grid-connected applications.
Thus, modifications to the original VOC based on the Van der Pol oscillator have been pre-
sented in [107] and [108], where a dispatchable VOC (dVOC) has been proposed, as well as
in [109], where the control of active and reactive power is achieved by means of the control
scheme shown in Fig. 2.30 (a). In the latter, a multiplication of the measured converter cur-
rents i f by the complex factor K = |K|∠φ allows modifying the magnitude and the phase of
the input current of the virtual oscillator. The quantities |K| and φ are calculated by means
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of a power control loop, thus enabling regulation of the converter output power to the given
setpoint.

Finally, Fig. 2.30 (b) shows the control scheme proposed in [110], which is based on the
Andronov-Hopf oscillator described by the following equations [110]: LdiLv

dt = vCv + vm− εvu2

C dvCv
dt =−iLv + im−u1

(2.40)

where vm and im are: 
vm = ξ

ωre f

(
2
(Vre f

kvv
)2−‖x‖2

)
εviLv

im = ξ

εvωre f

(
2
(Vre f

kvv
)2−‖x‖2

)
vCv

(2.41)

In (2.41), Vre f is indicated in terms of its RMS value, ξ is a constant affecting the con-
vergence speed to steady-state, and ‖x‖ represents the euclidean norm of the state vector
x = [vCv εviLv]

T . The dynamic of the output voltage vector vαβ = kvv[vCv εviLv] is given
by:

[
v̇α

v̇β

]
=

 ξ

k2
vv
(2V 2

re f −‖vαβ‖) −ωre f

ωre f
ξ

k2
vv
(2V 2

re f −‖vαβ‖)

 [
vα

vβ

]
− kvvkiv

C

[
Tφ

]iα − i∗α

iβ − i∗
β

 (2.42)

where:

[
Tφ

]
=

[
cos(φ) − sin(φ)

sin(φ) cos(φ)

]
(2.43)

and, similarly as in [109], φ represents a parameter producing a phase shift of the input
signals in order to affect active and reactive power injection. The current setpoints i∗α and i∗

β

are instead calculated as follows:[
i∗α
i∗
β

]
=
[
ΓΓΓ

]P∗

Q∗

=
2

3‖vαβ‖2

 vα vβ

vβ − vα

 P∗

Q∗

 (2.44)

According to this implementation, and considering the notation adopted in (2.39), the dy-
namical model for Ep and the phase angle ∆θ results: Ėp =

ξ

k2
vv

Ep
(
2V 2

re f −E2
p
)
− kvvkiv

3C
2

Ep

[
sin(φ)(Q−Q∗)+ cos(φ)(P−P∗)

]
∆̇θ =−kvvkiv

3C
2

E2
p

[
sin(φ)(P−P∗)+ cos(φ)(Q−Q∗)

] (2.45)

revealing that the choice of the parameter φ can affect the relation between P and Q versus
ω and Ep.
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Figure 2.31: General structure of a VOC compliant with the general GFM structure of
Fig. 2.14.

Without loss of generality, the control structure of a VOC can be mapped in the general
GFM structure presented in Fig. 2.14, according to the scheme reported in Fig. 2.31. In fact,
independently on the considered VOC implementation among those previously examined,
the equations of the VOC are represented by a set of two non-linear differential equations for
Ep and ∆θ , both for the Van der Pol-type oscillator investigated in [104]-[106] (eq. (2.39)),
as well as for the Andronov-Hopf-based structure issued in [110] (eq. (2.45)).

2.5 Summary of the chapter

This chapter has discussed the operating principles of power electronics-based converters,
and a classification according to their control strategies has been presented. The definitions
provided in the literature, and elaborated in the context of microgrids in order to classify
the converters according to their operation, have been first introduced, along with example
control schemes showing their typical structures. Since the focus of this thesis is not specifi-
cally related to microgrid applications, but rather on wide interconnected power electronics-
dominated power systems, the limitations of these definitions in serving as a general clas-
sification for converters independently on the examined application, have been highlighted.
Hence, the characteristics of converters belonging to the two categories indicated as GFL
and GFM have been refined, analyzing their features and their behaviour under different
operating conditions.

In this scenario, the concept of VSMs has been introduced, and the main characteristics of
these converters have been identified according to the indications provided by the British SO
NGESO. It has been pointed out that the terms VSM and GFM converter have been often
used as synonyms in the literature, creating confusion about the real meanings of the two.
Hence, by examining in detail the characteristics of these two types of converters, it has
been emphasized that VSMs only represent particular implementations of GFM converters.
Indeed, in addition to the outlined basic requirements of GFM converters, VSMs can repro-
duce, to some extents, specific characteristics of real SMs, namely the inertial behaviour and
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the synchronization principle. In this regard, particular emphasis has been given to the syn-
chronization principle of power electronics-based grid-connected converters, distinguishing
between two main approaches: the first one is the use of a dedicated unit typical of a GFL
unit, while the second one is the synchronization by means of active power transfer intrinsic
in the behaviour of a real SM, and known in the literature as power-synchronization princi-
ple. Hence, these two approaches have been examined in detail, highlighting the conceptual
differences among them.

Finally, according to the identified characteristics of GFM converters, a generalized structure
has been presented. This work has been carried out in combination with a comprehensive
overview on the most relevant GFM implementations that have been proposed in the lit-
erature, by identifying the main subsystems composing the common structure of a GFM
converter. Inputs and outputs of each subsystem are then outlined, and possible solutions
for the implementation of each of the identified subsystem have been discussed according
to the performed literature overview. Similarities among the proposed solutions, along with
advantages and drawbacks of the examined structures have been highlighted.
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3 Approaches for stability analysis

This chapter introduces the concept of stability of a dynamic system, and provides an
overview of the techniques commonly adopted in the literature, for assessing stability
of grid-connected converters. These include frequency-domain approaches, such as the
impedance-based analysis, and time-domain approaches, e. g. eigenvalue analysis. The
features and the drawbacks of each approach are comprehensively exposed, while their
application to practical cases of study is presented in the next chapter.

3.1 Concept of stability

There exist various methods for investigating stability of dynamic systems. Driven by dif-
ferent objectives, techniques have been developed and became well-established approaches
within different research communities worldwide. With few exceptions, linear system the-
ory is often preferred over non-linear approaches, both in the power system community, as
well as in the power electronics one. Indeed, the real power system is generally a very large,
hybrid (discrete-continuous), and non-linear system that, although highly complex, still rep-
resents a physical system. Thus, its stability analysis can be performed as for any other
dynamic system [24].

Motivating the use of linear system theory, adopted in this work for performing stability anal-
ysis of grid-connected converters, is among the objectives of this section. In order to outline
the main goal of this thesis, concerning the stability analysis of grid-connected converters
in power systems with high-penetration of converter-based generation, in the following, the
general definition of stability of a dynamic system is first discussed. This is then shaped for
the case of a power systems according to the definition provided in [111], and then profiled
for the case of a microgrid [21], where some of the physical effects typical of this type of
system reflect the scenario targeted in this work.

3.1.1 Stability of a dynamic system

Before discussing the definition of power system stability, the mathematical concept of sta-
bility of a dynamic system is first briefly introduced [112]. This is often referred as Ly-
paunov’s stability, from the name of the Russian mathematician and engineer who laid the
foundation of the theory which now carries his name.

Definition (Lyapunov’s stability). Let BR denote the spherical region (or ball) defined by
‖x‖ < R in state-space, and SR the sphere itself, defined by ‖x‖ = R. The equilibrium state
x = 0 is said to be stable if, for any R > 0, there exists r > 0, such that if ‖x(0)‖ < r, then
‖x(t)‖< R, for all t > 0. Otherwise, the equilibrium point is unstable.

This indicates that the origin is defined stable if, given that we want to maintain the state
trajectory x(t) within the ball of arbitrarily specified radius BR, a value r(R) can be found,
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Figure 3.1: Graphical interpretation of Lyapunov ’s stability.

such that starting the state from within the ball Br at time 0 guarantees that the state will stay
within the ball BR thereafter. A particular condition of stability is the asymptotic stability
defined below [112].

Definition (Asymptotic stability). An equilibrium point 0 is asymptotically stable if it is
stable, and if in addition there exists some r > 0 such that ‖x(0)‖ < r implies that x(t)→ 0
as t→ ∞.

The asymptotic stability implies that starting close to the equilibrium point, the system tra-
jectories converge to 0 as the time approaches infinity, and the ball Br is defined domain of
attraction. An equilibrium point that is Lyapunov stable but not asymptotically stable is
called marginally stable. A graphical interpretation of the introduced stability definitions is
reported in Fig. 3.1.

3.1.2 Power system stability

Power system stability is conceptually similar to the stability of any dynamic system. How-
ever, a clear classification of power system stability has been debated for decades in vari-
ous committees worldwide [113], [114], and only recently a definition has been formulated
within a task force committee [111], which meets nowadays the consensus of the power
system community. This is reported below for simplicity.

Definition (Power system stability). Power system stability is the ability of an electric power
system, for a given initial operating condition, to regain a state of operating equilibrium
after being subjected to a physical disturbance, with most system variables bounded so that
practically the entire system remains intact.

According to the definition reported above, the system is considered to be stable if, after
a perturbation, a new state of operating equilibrium is reached, or if the system returns to
the original operating condition. Thus, this formulation is consistent with the definition of
asymptotic stability in the sense of Lyapunov previously discussed. Nevertheless, due to the
high complexity of the phenomena taking place in a power system, efforts have been made
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Figure 3.2: Classification of power system stability [111].

in order to classify stability into appropriate categories. These are shown in Fig. 3.2, and
succinctly listed below [111]:

• Rotor angle stability: represents the ability of SMs of an interconnected power system
to remain in synchronism after being subjected to a disturbance.

• Frequency stability: is the ability of a power system to maintain steady frequency
following a severe system perturbation causing a significant imbalance between gen-
eration and load.

• Voltage stability: refers to the ability of a power system to maintain steady-state volt-
age at all buses after being subjected to a disturbance from a given initial operating
condition.

Further details can be found in [31] and [111]. However, it is here important to notice,
that the stability categories defined above are typical of a classical power system, where the
penetration of converter-based generation is rather limited. In fact, increasing the penetration
of converter-based operating units, intrinsic differences such as feeder types, high share of
RES, converter interfaced components, and low inertia, give rise to the need for revising the
definition of stability in such type of systems. A classical example of a system presenting
the aforementioned characteristics is represented by a microgrid, whose definition has been
already introduced in Section 2.2.1. In the following, the conceptual differences concerning
stability in a classical power system and in a microgrid are discussed.

3.1.3 Stability in microgrids

In grid-connected operating conditions, voltage and frequency are mainly imposed by the
main grid, limiting the role of microgrids to the provision of ancillary services. Therefore,
the problem of stability in a grid-connected microgrid reduces to the stability of individual
components such as particular DERs or of a set of loads. Due to the systematic differences
between microgrids and conventional power systems, challenges might be of a different type.
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Figure 3.3: Classification of stability in microgrids [21].

For example, frequency stability is more challenging for microgrids due to the low system
inertia and high proportion of DERs, compared to the case of a conventional grid, where
instead transient and voltage stability are of major concern. Furthermore, due to the low share
of generation by means of conventional synchronous plants, inter-area oscillations and angle
stability problems are generally not expected in such kind of systems. Another typical aspect
of microgrids is the low X/R ration of feeder lines, which contributes to the coupling between
voltage and frequency. As a consequence, phenomena like voltage collapse is manifested
by fluctuations of all system variables in a microgrid, being therefore difficult classifying
phenomena as voltage instability or frequency instability based solely on measurements of
respective variables.

Even though the work presented in this thesis is not necessarily related to microgrids, some
of the concepts that have been discussed in the last decades in this context, might become
useful for understanding the phenomena of interest for this work. To this extent, the concept
of stability in a microgird is first discussed, according to the definition formulated in [21].
This is reported below.

Definition (Stability in microgirds). Consider a microgrid which is operating in equili-
brum, with state variables taking on appropriate steady-state values satisfying operational
constraints. Such a microgrid is stable, if after being subjected to a disturbance, all state
variables recover to (possibly new) state-space values which satisfy operational constraints,
and without the occurrence of involuntary load shedding.

The definition of stability provided above is consistent with the one of a classical power
system [111], and, consequently, with the definition of asymptotic stability in the sense of
Lyapunov. However, it can be noted that particular emphasis is given to the phenomena of
load shedding, which is common in a classical power system, but it is preferibly avoided in a
microgrid. In analogy to the case of a power system, the classification of stability for micro-
grids reported in [21], is shown in Fig. 3.3. Without going too much into the details, which
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interested readers can find in the source document, a distinction between phenomena linked
with power sharing and balance, and phenomena related to equipment control system is
made. To the latter category belongs the so-called converter stability. The tuning of convert-
ers inner voltage and current control loops are a major concern for the system small-signal
stability. In contrast to low-frequency oscillations caused by outer power control loops, in-
teractions between current and voltage control loops may cause high-frequency oscillations
in the range of hundred Hz, up to several kHz, a phenomena known as harmonic instability
[115]. One of the causes of this type of instability is the high-frequency switching of convert-
ers triggering the parallel and series resonances of LCL converter filters or of other parasitic
components [21]. However, this can be also triggered by the control loops of the converter,
or by the interactions between control loops of converters operating nearby [116], [117].

Among the control loops typically responsible for converter instability, the synchronization
loop, typically implemented by means of a PLL or similar filter structures, plays certainly an
important role [21]. The instability effects caused by PLLs have been thoroughly investigated
in recent years by the power electronics community. Indeed, it has been shown in the litera-
ture, that PLLs introduce a negative resistive behaviour in the equivalent output impedance
of the converter, exciting therefore possible resonances in the system and contributing to sys-
tem instability [66], [68], [69]. Even though a possible way for mitigating these effects is the
reduction of the PLL-bandwidth [118], deteriorating the PLL performances might give rise
to other kind of instability issues, e. g. voltage instability [119]. The influence of the syn-
chronization loops on the stability of grid-connected converters represents one of the main
objectives of this thesis, and will be thoroughly investigated in the following chapter.

3.1.4 Linear and non-linear systems

Before introducing the different approaches for stability analysis based on linear control
theory that will be investigated in this work, the conceptual differences between linear and
non-linear systems are briefly discussed in the following.

Linear control theory has been mainly concerned with the study of linear time-invariant (LTI)
control systems, of the form: {

ẋ = A x+B u
y = C x+D u

(3.1)

with x indicating a vector of states, u the vector of inputs, and y the vector of outputs, ex-
pressed as follows:

x =
[
x1 x2 · · · xn

]T ; u =
[
u1 u2 · · · um

]T ; y =
[
y1 y2 · · · yr

]T (3.2)

A represents the system matrix of dimension n×n, B is the system input matrix of dimension
n×m, C is the system output matrix of size r× n, and D is the feedforward matrix of size
r×m [31]. LTI systems present interesting properties, constituting the underlying principles
behind linear control theory. These are listed below [112]:
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• under the assumption that A is nonsingular, a linear system has a unique equilibrium
point.

• Regardless of initial conditions, the equilibrium point is stable if all the eigenvalues of
A have negative real parts.

• The transient response of a linear system is composed of natural modes, and the gen-
eral solution can be solved analytically.

• It satisfies the superposition principle, meaning that if the input u1 produces an output
y1, and an input u2 produces an output y2, then the input u = (u1 + u2) produces the
output y = (y1 + y2) (additivity).

• If the input u produces an output y, then the input au with a ∈ R produces the output
ay (homogeneity).

• A sinusoidal input leads to a sinusoidal output of the same frequency.

The behaviour of a non-linear system is much more complex compared to a linear sys-
tem. The superposition principle does not hold any longer, and analysis tools involve more
advanced mathematics. The dynamic of non-linear systems is characterized by so-called
"essential non-linear phenomena", examples of which are reported below [120]:

• Multiple isolated equilibria: A linear system can have only one isolated equilibrium
point, whereas a non-linear system can have more than one isolated equilibrium point.

• Bifurcations: by varying system parameters, the stability of the equilibrium point can
change, and so can the number of equilibrium points.

• Finite escape time: contrary to linear systems where unstable states go to infinity as
time approaches infinity, a non-linear system state can go to infinity in finite time.

• Limit cycles: Non-linear systems can display oscillations of fixed amplitude and fixed
period without external excitation. These are called limit cycles, or self-excited oscil-
lations.

• Chaos: For a stable linear system, small differences in initial conditions can only
cause small differences in the output. On the contrary, a non-linear system might
be extremely sensitive to initial conditions, leading to unpredictability of the system
output.

• Subharmonic, harmonic, or almost-periodic oscillations: A non-linear system under
periodic excitation can oscillate with frequencies which are submultiples or multiples
of the input frequency.

Considering the aspects listed above, it can be intuitively understood that the analysis of a
non-linear system might become quite arduous. In fact, the classical techniques adopted for
linear systems, such as time-domain analysis, as well as frequency-domain analysis, are not
anymore applicable for non-linear systems, due to the fact that direct solution of non-linear
differential equations is generally impossible, and frequency domain transformations do not
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apply any longer [112]. An universal approach for studying non-linear systems has not been
devised, on the contrary many methods for the analysis of non-linear systems have been
proposed. These include: Phase plane analysis, Lyapunov’s theory, and describing functions
analysis. Nevertheless, the methods based on Lyapunov’s theory have been widely employed
in non-linear control theory, and are briefly discussed in the following. The first method
is also indicated as indirect method, or generally as the linearization method. This draws
conclusions about the local stability of a non-linear system around an operating equilibrium
point from the stability properties of its linear approximation, and it is briefly explained in
the following. Let us consider the non-linear system:{

ẋ = f(x,u)
y = g(x,u)

(3.3)

where:

f =
[

f1 f2 · · · fn
]T ; g =

[
g1 g2 · · · gr

]T (3.4)

are vectors of non-linear functions. The linearized system can be obtained by adding a small
perturbation to the state-space vector x and to the input vector u:

x = x0 +∆x ; u = u0 +∆u (3.5)

where the prefix ∆ indicates a a small deviation. The non-linear functions f(x,u) and g(x,u)
can be approximated by means of Taylor’s series expansions around the operating point
(x0,u0):

ẋi = ẋi0 +∆ẋi = fi(x0,u0)+
∂ fi

∂x1
∆x1 + . . .+

∂ fi

∂xn
∆xn +

∂ fi

∂u1
∆u1 + . . .+

∂ fi

∂um
∆um, (3.6)

with i = 1,2, . . . ,n. In a similar fashion, the output vector can be expressed as:

y j = y j0 +∆y j = g j(x0,u0)+
∂g j

∂x1
∆x1 + . . .+

∂g j

∂xn
∆xn +

∂g j

∂u1
∆u1 + . . .+

∂g j

∂um
∆um, (3.7)

with j = 1,2, . . . ,m. The linearized system assumes the following form:{
∆ẋ = A j ∆x+B j ∆u
∆y = C j ∆x+D j ∆u

, (3.8)

where the matrices A j, B j, C j, and D have the same meaning of the matrices A, B, C, and
D defined in (3.1), and are obtained by means of the partial derivatives:

A j =


∂ f1
∂x1

. . . ∂ f1
∂xn

... . . . ...
∂ fn
∂x1

. . . ∂ fn
∂xn

 ; B j =


∂ f1
∂u1

. . . ∂ f1
∂um

... . . . ...
∂ fn
∂u1

. . . ∂ fn
∂um

 ; C j =


∂g1
∂x1

. . . ∂g1
∂xn

... . . . ...
∂gr
∂x1

. . . ∂gr
∂xn

 ; D j =


∂g1
∂u1

. . . ∂g1
∂um

... . . . ...
∂gr
∂u1

. . . ∂gr
∂um

 ;

(3.9)
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The matrix A j is the so-called Jacobian matrix, and the relationship between the linearized
system and the original non-linear system is stated by the following theorem [31], [112].

Theorem 1 (Lyapunov’s linearization method).

• If the linearized system is strictly stable (i.e., if all eigenvalues of A j are strictly in the
left-half complex plane), then the equilibrium point is asymptotically stable (for the
actual non-linear system).

• If the linearized system is unstable (i.e., if at least one eigenvalue of A j is strictly on
the right-half complex plane), then the equilibrium point is unstable (for the non-linear
system).

• If the linearized system is marginally stable (i.e., all eigenvalues of A j are in the left-
half complex plane but at least one of them is on the imaginary axis), then one cannot
conclude anything from the linear approximation on the stability of the actual non-
linear system (the equilibrium point might be stable, asymptotically stable, or unstable
for the non-linear system).

The proof of this important theorem can be found in [120]. Since any real system is actually
non-linear, whether in a small range operation it should be regarded as non-linear or linear
strongly depends on the magnitude of the non-linearities affecting the system itself. To this
extent, the validity of small-signal stability analysis has been often questioned within the
power system community, as well as in the power electronics one, debating the reliability
of the results obtained by means of linear control approaches. Nevertheless, small-signal
stability represents a necessary condition, in the sense that if the linearized system is not
stable, neither will be the original non-linear system. It is therefore worth to emphasize that
Lyapunov’s linearization theorem is nowadays recognized as the theoretical justification of
linear control theory [112].

The second method is called the direct method, and represents a generalization of the energy
concept associated with a mechanical system. This can be intuitively understood by consid-
ering that the motion of a mechanical system is stable if its total mechanical energy decreases
at all time, and is based on the following theorem.

Theorem 2 (Lyapunov’s stability theorem). Let x = 0 be an equilibrium point for the au-
tonomous system

ẋ = f (x) (3.10)

where f : D→ Rn is a locally Lipschitz map from a domain D ⊂ Rn into Rn containing x =
0. Let V : D→ R be a continuously differentiable function, such that

V (0) = 0 and V (x)> 0 in D−{0} (3.11)

V̇ (x)≤ 0 in D (3.12)
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Figure 3.4: Equivalent system representation for impedance-based analysis.

then x = 0 is stable. Moreover, if

V̇ (x)< 0 in D−{0} (3.13)

then x = 0 is asymptotically stable.

The proof of the theorem is omitted here, but it can be found in [120]. The method is
extremely elegant from a mathematical perspective, and can be generally applied to any
kind of control systems. However, it lacks from a general way for obtaining the scalar
energy-like function (or Lyapunov’s function) for the system, which needs to be searched by
means of intuition, experience and physical insight [112]. Furthermore, Lyapunov’s theorem
represents only a sufficient condition for stability, meaning that if the chosen Lyapunov’s
function candidate does not meet the conditions stated by the theorem, no conclusions can
be drawn on system stability, but only that a different candidate function should be tried.

3.2 Impedance-based analysis

Originally introduced for DC-DC converter applications by Middlebrook [121], the
frequency-domain approach called impedance-based analysis has been extensively used
in recent years within the power electronics community for studying stability of grid
connected converters [116], [117], [122]-[124]. It allows assessing locally the stability of
a grid-connected converter by applying the Nyquist stability criterion to the ratio between
the equivalent output admittance of the converter Yout and the equivalent grid admittance
calculated at the converter terminals Ygeq. The principle behind the impedance-based
stability criterion applied to grid-connected converters is extremely simple and intuitive,
and it consists of representing the system in a hybrid form, replacing the converter by
means of a Norton equivalent, while the rest of the system by using a Thévenin equivalent
representation. This concept is graphically explained in Fig. 3.4, where the equivalent
output admittance of the converter not only accounts for the converter hardware components,
e. g. the output converter filter, but also models the frequency behaviour of the control [68].
Similarly, the equivalent grid impedance calculated at the converter terminals describes
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the frequency behaviour of the whole grid, as the sum of the single contributions of the
components composing it.

Assuming known the frequency behaviour of the equivalent output admittance Yout , and the
one of the equivalent grid impedance Zgeq, the expression of the output current of Converter
1, indicated with iout in Fig. 3.4, is given below [122]:

iout(s) = H(s)[iconv1(s)−Yout(s)vg(s)] (3.14)

where:

H(s) =
1

1+Zgeq(s)Yout(s)
(3.15)

The impedance-based approach is based on the observation that H(s) resembles the closed-
loop transfer function of a negative feedback control system, where the forward gain is unity,
and the feedback gain is the so-called return ratio L(s) = Zgeq(s)Yout(s). Stability can be as-
sessed either by calculating the eigenvalues of H(s), or by applying the Nyquist criterion to
the return ratio. In order to perform linearization of the system equations, formulations in dq
(or equivalently in αβ coordinates) are commonly adopted [56], while further approaches
involving decomposition in positive and negative sequence components have been also pro-
posed in the literature [69]. Nevertheless, recent works have presented an unified formulation
for the calculation of the converter output admittance [125], [126] showing the equivalence
between the two approaches. Either way, the transfer functions Yout(s) and Zgeq(s) are rep-
resented by 2×2 transfer function matrices, which under particular conditions become sym-
metric and diagonal, and the system can be analyzed by means of single-input single-output
(SISO) transfer functions. However, this is not a general statement, and the occurrence of
cross-coupling effects resulting from unsymmetric matrices [68], [127], gives rise to the
necessity for a multiple-input multiple-output (MIMO) formulation of the problem, hence
involving multivariable analysis. This is for example the case when the effects of the syn-
chronization loop of a grid-connected converter, usually implemented by means of a PLL,
are included in the analysis, an aspect that will be further investigated in the next chapter.
In case of a MIMO system, the generalization of the Nyquist theorem for SISO systems,
the so-called Generalized Nyquist Criterion (GNC) [128]-[130], can be adopted to the return
ratio in order to assess converter stability. The theorem is reported below for simplicity.

Theorem 3 (Generalized Nyquist Criterion). Let Pol denote the number of open-loop un-
stable poles in L(s). The closed-loop system with loop transfer function L(s) and negative
feedback is stable if and only if the characteristic loci of the loop transfer function, taken to-
gether, encircle the point (-1, j0) Pol times anticlockwise, assuming that there are no hidden
unstable modes.

The proof of the theorem is omitted here, but it can be found in [129]. The GNC represents
a necessary and sufficient condition for stability and, differently from the Nyquist criterion
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for scalar transfer functions, it requires the calculation of the eigenvalues (characteristic loci)
λi(L( jω)) of the loop transfer function. However, due to the limitations of eigenvalues in
providing an useful measure of gain for MIMO systems [103], the applictaion of the theorem
does not provide indications about stability margin in the same way as for a SISO system.

The most appealing aspect of the impedance-based approach is represented by its black-box
nature. Indeed, the grid impedance can be estimated by means of suitable measurement
systems without any prior knowledge of the grid configuration, or of the types of loads and
generating units connected to the system [131], [132]. To this extent, methods have been pro-
posed in the literature, in order to obtain the frequency behaviour of the grid impedance at the
connection point, by performing signal injection at different frequencies, and reconstructing
the estimated grid impedance by means of identification techniques for linear systems, e. g.
the vector fitting approach [133], [134]. On the other hand, beside the aforementioned limi-
tation of the GNC in calculating a stability margin for the system, one of the main limitations
of the impedance-based approach is represented by the fact that it only allows assessing sta-
bility locally at the connection point of the converter, and it does not provide any information
about the influence of parameters on the obtained results. However, a possible way for over-
coming this drawback, might be represented by performing a wide amount of simulations,
while varying parameters of interest within defined intervals. This represents the underlying
principle behind the Monte-Carlo (MC) analysis briefly introduced in the following.

3.2.1 Monte-Carlo analysis

MC methods are probabilistic approaches based on simulations, representing an efficient
solution for sensitivity assessment. They allow exploring the behaviour of a system for a
broad range of possible scenarios, and are particularly suitable for investigating interactions
between system variables, which cannot be easily assessed analytically. The MC analysis has
been extensively used in the literature for various purposes, both by the power electronics
community, e. g. for predicting the lifetime of power electronics devices [135]-[138], as
well as by the power system community, in order to assess operational risks [139]. The
underlying principle of the MC analysis is represented by the central limit theorem [139].
This states that, in some cases, adding independent random values not normally distributed,
their normalized sum tends toward a normal distribution. Thus, the idea is to create a series
of experimental samples using a random sequence number and, assuming a sufficiently large
amount of samples, the mean of the sum of the obtained simulation results represents an
estimate of the mathematical expectation.

Generating random samples is a key step in MC analysis, along with defining proper distri-
butions of the random values adopted for representing the event of interest. The Cumulative
Distribution Function (CDF) F(x) indicates the probability of the random variable X being
not larger than a real number x. This can be mathematically expressed as:

F(x) =
∫ x

−∞

f (x)dx (3.16)
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Figure 3.5: Effects of parameter variations on a Weibull distribution: (a) variation of parame-
ter a maintaining b constant, (b) variation of parameter b maintaining a constant.

where f (x) is the probability density function (pdf ). In probability theory and statistics, the
following pd f s are widely adopted: Exponential distribution, Normal (or Gaussian) distribu-
tion, Log-Normal distribution, Weibull distribution, Gamma distribution, and Beta distribu-
tion [139]. Among them, the Weibull distribution is largely used in many application fields.
Indeed, this is very versatile and, compared to a standard normal distribution, data are not
necessarily symmetrically distributed around the mean value. Its pd f is defined below:

fw(x) =
b
a

(
x
a

)b−1

e−(
x
a )

b
(0≤ x < ∞ ; a,b > 0) (3.17)

where a is the so-called scale parameter, while b is the shape parameter. The first one has
the effect of shifting the mean value of the distribution, while the latter tends to stretch out the
pd f . Examples of the effects of these two parameters on a Weibull distribution are reported
in Fig. 3.5, where the area of each bar is the relative number of observation, and the sum of
the bar areas is ≤ 1. The continuous lines in the figures, are the kernel density estimators,
representing non-parametric fitting curves of the resulting sample data, that become partic-
ularly useful in order to avoid errors caused by the mismatch between an assumption of
theoretical distribution, and actual behaviour of sample data. The expression of a Kernel
estimator is reported below [139]:

f̂ (x) =
1

nh

n

∑
i=1

K
(

x− xi

h

)
(3.18)

where xi, with i = [1,2, · · · ,n], are random samples from the unknown distribution, n is the
sample size , K(·) is the kernel smoothing function and h is the bandwidth. The introduced
concepts will become useful for understanding the practical applications of the MC analysis
presented in the next chapter.
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3.3 Eigenvalue analysis

The impedance-based approach assesses locally the stability of a converter at the connec-
tion point. Nevertheless, for power system studies, where the holistic view of the system is
of interest, eigenvalue analysis is often preferred [31]. In contrast to the impedance-based
approach discussed in the previous subsection, eigenvalue analysis allows determining dom-
inant system modes, and by means of modal analysis, the system states mainly affecting the
relevant modes can be identified. These concepts are introduced in the following.

3.3.1 Eigenvalues and eigenvectors

The concept of eigenvalue of a n×n matrix A is introduced below [140].

Definition (Eigenvalue). Let A ∈ Cn×n, then the eigenvalues of A are the n roots of its
characteristic polynomial p(λ ) = det (λ I−A).

Eigenvalues may be real or complex and, if A is real, complex eigenvalues always occur in
conjugate pairs. For any eigenvalue of the matrix A λi, the two n−column vectors ΦΦΦiii and
ΨΨΨiii satisfying the following conditions:

AΦΦΦi = λiΦΦΦi ; ΨΨΨiA = λiΨΨΨi (3.19)

with i = 1,2, ...,n; are respectively called right and left eigenvectors. These are of the
form:

ΦΦΦi =
[
φ1i φ2i · · · φni

]T ; ΨΨΨi =
[
ψ1i ψ2i · · · ψni

]T (3.20)

Left and right eigenvectors corresponding to different eigenvalues are orthogonal, hence
[31]:

ΨΨΨ jΦΦΦi = 0 (3.21)

for i 6= j, otherwise:

ΨΨΨiΦΦΦi = Ci (3.22)

with Ci a non-zero constant. Due to the fact that eigenvectors are determined only with
a scalar multiplier, the normalized notation for the eigenvectors is normally preferred, and
therefore:

ΨΨΨiΦΦΦi = 1 (3.23)

Eigenvalues are sometimes called characteristic gains. The set of eigenvalues of A is called
the spectrum of A, while the largest of the absolute values of the eigenvalues of A is called
spectral radius, defined as [140], [141]:
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ρ(A), maxi|λi(A)| (3.24)

Eigenvalue analysis is one of the most common ways for assessing closed-loop stability in
linear control theory. Considering the linear system reported in (3.1), the system is stable
if and only if all the closed-loop poles are in the open left-half plane (LHP). The poles are
also equal to the eigenvalues of the state-space matrix A, and their calculation represents the
common way for calculating the poles of the closed-loop system [103].

Let us consider the linearized system of eq. (3.8) (where A j is indicated with A for sim-
plicity), and assume that the input of the system is a zero vector (free motion condition),
thus:

∆ẋ = A ∆x (3.25)

The motion of the system can be decomposed in a linear combination of n dynamic modes,
corresponding to the n eigenvalues of the state matrix A. Let us define the following ma-
trix:

ΦΦΦ =
[
ΦΦΦ1 ΦΦΦ2 · · · ΦΦΦn

]
=


φ11 . . . φ1n

... . . . ...

φn1 . . . φnn

 (3.26)

It can be demonstrated that the time response of the i-th state variable is given by [31]:

∆xi(t) = φi1c1eλ1t +φi2c2eλ2t + · · ·+φincneλnt (3.27)

where:

ci = ΨΨΨi∆x(0) (3.28)

is a scalar product representing the magnitude of the excitation of the i-th mode related to the
initial condition. Eq. (3.27) reveals that the response of the system is obtained as the sum of
n separated responses, indicated as dynamic modes, and each of the independent responses
decays with a time constant related to the corresponding eigenvalue λi. The following con-
siderations can be drawn:

• A real eigenvalue corresponds to a non-oscillatory mode.

– A negative real eigenvalue corresponds to a decaying mode, whose decaying
time is inversely proportional to the magnitude of the eigenvalue.

– A positive real eigenvalue corresponds to an aperiodic unstable mode.
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• Complex eigenvalues occur in conjugate pairs and correspond to oscillatory modes.
Representing the complex conjugate eigenvalues with the following notation:

λ1,2 = σ ± jω (3.29)

the frequency of oscillation in Hz is:

f =
ω

2π
(3.30)

while the following quantity:

ζ =− σ√
σ2 +ω2

(3.31)

is normally indicated as damping ratio, and represents the decay rate of the oscillatory
mode. Hence, the time constant of the amplitude decay can be calculated as:

τ =
1
|σ |

(3.32)

Finally, a negative value of ζ corresponds to an unstable undamped oscillatory mode,
which is the case of a pair of complex eigenvalues with positive real part.

3.3.2 Modal analysis

As indicated in eq. (3.27), each state can be expressed as a linear combination of system
modes. However, this relation can be observed from a more interesting perspective for the
purpose of the analysis, and namely that each mode is affected by a combination of system
states. This gives rise to the need for eliminating the cross-coupling between the states, in
order to assess to which extent each of the modes of interest is affected by a specific state.
This process is known as modal analysis [142], and it has been extensively used in the power
system community since decades [31]. In fact, in a complex multivariable system, which
might be the case of a large power system, modal analysis can provide indications about the
influence of each component, or each generator on the damping of system modes, especially
on the critical ones [143]. Here a distinction between dominant modes and critical modes
is needed. Indeed, dominant modes are those mainly affecting the dynamic of the system,
and therefore those eigenvalues whose real part is closer to the imaginary axis, whereas the
critical modes are poorly damped eigenvalues, which under particular conditions might lead
to system instability [144].

Let use define a state vector z, related to the state vector ∆x through the following relation:

∆x = ΦΦΦz (3.33)

where ΦΦΦ has been already introduced in (3.26). By substituting (3.33) in (3.25), the following
can be written:
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ż = ΦΦΦ
−1AΦΦΦz = ΛΛΛz (3.34)

where:

ΛΛΛ = diag{λ1,λ2, · · · ,λn} (3.35)

The result of this transformation is that uncoupled state equations have been obtained, thus
each of the variables z1,z2, · · · ,zn is associated only with a single mode. By considering the
normalization (3.23), (3.33) can be written as:

z = ΨΨΨ∆x (3.36)

where:

ΨΨΨ =
[
ΨΨΨ

T
1 ΨΨΨ

T
2 · · · ΨΨΨ

T
n
]T (3.37)

Eq. (3.33) and (3.36) lead to the following conclusions:

• The right eigenvector matrix ΦΦΦ is known as mode shape matrix and describes the ac-
tivity of the state variable when a particular mode is excited. More precisely, φki mea-
sures the activity of the k-th state variable on the i-th mode.

• The left eigenvector matrix ΨΨΨ identifies the combination of original state variables that
are present in the i-th mode. In the specific, ψik indicates the weighted contribution of
the k-th state variable to the i-th mode.

It is worth to notice that the elements of the aforementioned matrices are unit dependent,
since directly related to the state variables, and therefore impossible to compare. In or-
der to overcome this issue, the participation factors have been introduced [142]. These are
calculated by multiplying right and left eigenvectors, obtaining dimensionless quantities as-
sociating state variables and system modes. The participation matrix P is defined as [31]:

P =
[
p1 p2 · · · pn

]
(3.38)

where:

pi =
[
p1i p2i · · · pni

]T
=
[
φ1iψi1 φ2iψi2 · · · φniψin

]T (3.39)

with pki = φkiψik called participation factor, and φki indicating the k-th row and the i-th
column of the modal matrix ΦΦΦ, while ψik indicates the i-th row and the k-th column of the
modal matrix ΨΨΨ.

Participation factors have been widely used in the power system literature, due to their char-
acteristic of identifying participation of single machines or group of machines in critical



3 Approaches for stability analysis 65

modes. In view of the objectives of this work, this tool might become instead useful in order
to quantify participation of control states on system stability, and therefore sensitivity to con-
trol parameters. To this extent, it might be interesting to identify the sensitivity of specific
modes of interest to the elements of the state matrix A, a process usually indicated in the
power system literature with the term eigenvalue sensitivity analysis [31], [145], [146].

This is achieved by differentiating eq. (3.19) with respect to an element ak j of the system
matrix A:

∂A
∂ak j

ΦΦΦi +A
∂ΦΦΦi

∂ak j
=

∂λi

∂ak j
ΦΦΦi +λi

∂ΦΦΦi

∂ak j
(3.40)

Then, premultiplying eq. (3.40) by ΨΨΨi, yields:

ΨΨΨi
∂A

∂ak j
ΦΦΦi +ΨΨΨi(A−λiI)

∂ΦΦΦi

∂ak j
= ΨΨΨi

∂λi

∂ak j
ΦΦΦi (3.41)

According to eq. (3.23), and considering that (A−λiI) = 0, eq. (3.41) becomes:

ΨΨΨi
∂A

∂ak j
ΦΦΦi = ψikφ ji =

∂λi

∂ak j
(3.42)

due to the fact that all the elements of ∂A
∂ak j

are zero, except for the elements of the k-th row
and the j-th column.

Though the sensitivity of a system mode to the element of the system matrix ak j might
provide useful indications, for controller tuning purposes, an explicit correlation between a
critical mode λi and specific control parameters would actually represent a much useful indi-
cator. In order to obtain such information from (3.42), further elaboration is needed, since an
element ak j of the system matrix might result from a combination of control parameters, or
control parameters might appear in more than one element of A. Methods have been devel-
oped in the literature, in order to calculate the sensitivity of λi to a specific control parameter
p j [147], [148]. In this regard, a theorem is formulated in [148] (Theorem 2.2), which al-
lows directly calculating the sensitivity of the mode λi to a parameter p j, according to the
following equation:

∂λi

∂ p j
= ΨΨΨ

H
i

∂A
∂ p j

ΦΦΦi (3.43)

where ΨΨΨ
H
i is the complex conjugate transpose of ΨΨΨi. Hence, differentiation of the state ma-

trix A with respect to the parameter of interest p j is required, which can be performed either
numerically, or with the aid of programs allowing symbolic calculation, e.g. the "Symbolic
Math Toolbox" of MATLAB.
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Figure 3.6: Conceptual explanation of the CCM principle.

3.3.3 The component connection method (CCM)

In order to perform eigenvalue analysis, the state-space representation of the system is re-
quired. For a simple system including only few components, this can be obtained by writing
the system equations and, whether needed, linearizing around an operating point. Neverthe-
less, increasing the complexity of the system, this exercise might become quite tedious and
time-consuming. More practical approaches have been proposed in the literature, in order to
obtain the state-space representation of a complex system, such as the component connection
method (CCM) [149], [150]. Initially developed for studying the dynamic stability of large
power systems, it has been recently adopted by the power electronics community in order
to investigate the stability of grid-connected converters [151], [152]. This simple and intu-
itive technique allows connecting the state-space representations of separated subsystems in
a modular manner, so that the state-space representation of a complex system can be easily
obtained. This principle is schematically explained in Fig. 3.6, where a system composed
of converters, transformers, lines, and generators is shown. The objective is to obtain the
state-space representation of the system in the following form:

{
ẋsys = Fint xsys +Gint usys

ysys = Hint xsys +Jint usys
(3.44)

The system is then split in N subsystems, whose state-space representations are known.
Hence, indicating the generic representation of the subsystem X as:

{
ẋsubX = AsubX xsubX +BsubX usubX

ysubX = CsubX xsubX +DsubX usubX
(3.45)

with X = {1,2, · · · ,N}, the vector xsys =
[
xsub1 xsub2 · · · xsubN

]T contains all the states of
the N subsystems, while the matrices Fint , Gint , Hint and Jint are obtained as a combination
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of the state-space matrices of the single subsystems as follows:


Fint = Ad +BdL11(I−DdL11)

−1Cd

Gint = BdL11(I−DdL11)
−1DdL12 +BdL12

Hint = BdL21(I−DdL11)
−1Cd

Jint = L21(I−DdL11)
−1DdL12 +L22

(3.46)

where Ad , Bd , Cd and Dd are sparse block diagonal matrices defined as:
Ad = diag{Asub1,Asub2, · · · ,AsubN}
Bd = diag{Bsub1,Bsub2, · · · ,BsubN}
Cd = diag{Csub1,Csub2, · · · ,CsubN}
Dd = diag{Dsub1,Dsub2, · · · ,DsubN}

(3.47)

while L11, L12, L21 and L22 are sparse matrices called interconnection matrices, indicating
how inputs and outputs of the subsystems are connected to each other. Thus, defining usub

and ysub the vectors containing respectively inputs and outputs of the N subsystems:

usub =
[
usub1 usub2 · · · usubN

]T ; ysub =
[
ysub1 ysub2 · · · ysubN

]T (3.48)

the interconnection matrices relate inputs and outputs of the N subsystems according to the
following relation: {

usub = L11 ysub +L12 usys

ysys = L21 ysub +L22 usys
(3.49)

3.4 Robust stability analysis

Impedance-based analysis, as well as eigenvalue analysis, represent practical ways for sta-
bility assessment, and have been widely adopted in the power electronics community for
investigating stability of grid-connected converters [115]. It is worth to remark that it is al-
ways possible to describe a state-space model by means of transfer functions, and vice versa,
it is always possible to convert a system description by means of transfer functions into a
state-space representation [153]. However, the process of converting transfer functions into
state-space representation is not unique and, even though all the realization result equiva-
lent, different representations might have advantages compared to others. Nevertheless, for
the purposes of this work, it is only important to emphasize that the two representations are
equivalent in practice, and it is always possible to convert a system state-space representation
to a transfer functions description, and backwards. A practical example of such process is



3 Approaches for stability analysis 68

given in Section 4.3.2, where the state-space representations of the subsystems composing
the model of a GFL converter are derived from their transfer function descriptions.

In the case of a MIMO system, impedance-based analysis, as well as eigenvalue analysis
require the calculation of system eigenvalues. In the first case, in terms of the characteristic
loci of the return ratio L( jω), in the latter case in terms of the eigenvalues of the system
matrix A. It is, however, known from multivariable control theory that eigenvalues do not
provide a reliable estimation of stability margin for MIMO systems [103]. In fact, the main
difference between a SISO and a MIMO system is represented by the concept of directions,
and eigenvalues can only provide indications about the gains of the system when inputs and
outputs are in the same direction, namely the direction of the eigenvectors. Hence, eigen-
values represent a "poor measure of gain" for a MIMO system [103], [143], where instead
interactions among different channels generally take place. This aspect is in fact the un-
derlying principle behind robust control theory, and numerous examples of the limitations
occurring when analyzing the stability of MIMO systems by adopting standard SISO tools
have been documented in the literature [103], [140], [141].

In this section, the concept of singular values and the tools for robust stability analysis
adopted in this thesis are discussed, after having first introduced the following terminolo-
gies [140].

Definition (Nominal stability, robust stability, nominal performance, robust performance).
Given the description of an uncertainty model set ΠΠΠ and a set of performance objectives,
suppose P ∈ΠΠΠ is the nominal design model and C the resulting controller. Then the closed-
loop feedback system is said to have:

• Nominal Stability (NS) if C stabilizes the nominal plant model P .

• Robust Stability (RS) if C stabilizes every plant Px ∈ ΠΠΠ .

• Nominal Performance (NP) if the performance objectives are satisfied for the nominal
plant model P .

• Robust Performance (RP) if the performance objectives are satisfied for every plant
Px ∈ ΠΠΠ .

3.4.1 Singular values

The singular values are good measures of the size of a matrix because they provide infor-
mation about the largest gain for any input direction, representing therefore a most suitable
choice for the analysis of MIMO systems [140]. Defining an unitary matrix as [103]:

Definition (Unitary matrix). A matrix U ∈ Cn×n is unitary if

UH = U−1. (3.50)
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The following theorem explains the concept of singular value decomposition of a matrix
[140].

Theorem 4 ( Singular value decomposition (SVD)). Let A ∈ Cm×n. There exist unitary
matrices

U =
[
u1,u2, · · · ,um

]
∈ Cm×m ; V =

[
v1,v2, · · · ,vn

]
∈ Cn×n (3.51)

such that

A = UΣΣΣVH ; ΣΣΣ =

[
ΣΣΣ1 0

0 0

]
(3.52)

where

ΣΣΣ1 =


σ1 0 · · · 0
0 σ2 · · · 0
...

... . . . ...
0 0 · · · σp

 (3.53)

and

σ , σ1 ≥ σ2 ≥ ·· · ≥ σp , σ ≥ 0, p = min{m,n}. (3.54)

The proof of this theorem can be found in [140]. The quantities σ and σ are respectively in-
dicated as largest and smallest singular values, U is the unitary matrix of output singular vec-
tors ui, while V is the unitary matrix of input singular vectors vi. Singular values are some-
times called principal gains, and the associated directions are called principal directions
[103]. They can be expressed as the positive roots of the eigenvalues of the symmetric
matrix AHA, and namely:

σi(A) =
√

λi(AHA) (3.55)

The column vectors of U that have been denoted with ui above, represent the output
directions, which are orthogonal and of unit length (orthonormal):

‖ui‖=
√
|u1i|2 + |u2i|2 + · · · |umi|2 = 1 (3.56)

Similarly, the column vectors of V that have been denoted with vi above, represent the input
directions, which are also orthonormal. The following relation relates input and output di-
rections to the singular values:

Avi = σiui (3.57)
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3.4.2 Matrix norms

The generalization of the magnitude of a SISO transfer function |G( jω)| for the case when
G is a matrix is the concept of matrix norm. Below the concept of norm for a vector or a
matrix is introduced [103].

Definition (Norm) A norm of e (which may be a vector, matrix, signal or system) is a real
number, denoted ‖e‖, that satisfies the following properties:

(i) ‖e‖ ≥ 0 (positivity);

(ii) ‖e‖ = 0 if and only if e = 0 (positive definiteness);

(iii) ‖αe‖= |α|‖e‖, for any scalar α (homogeneity);

(iv) (triangle inequality):

‖e1 + e2‖ ≤ ‖e1‖+‖e2‖ (3.58)

More precisely, e is an element in a vector space V over the field C, and the properties above
must be satisfied ∀e,e1,e2 ∈ V and ∀α ∈ C. Furthermore, a norm on a matrix ‖A‖ is a
"matrix norm" if, in addition to the four properties listed above, it also satisfies the following
property:

(v) (multiplicative property or consistency condition):

‖AB‖ ≤ ‖A‖ · ‖B‖ (3.59)

In sight of the considerations related to the concept of directions in MIMO systems, norms
turn out to be very useful for the calculation of the maximum gains of a matrix. Assuming a
system with input vector w and output vector z, such that:

z = Gw (3.60)

the maximum gain for all the possible directions is given by the induced norm, defined as:

‖G‖ip , max
w6=0

‖z‖p

‖w‖p
(3.61)

where:

‖w‖p ,

(
∑

i
|wi|p

)1/p

(3.62)

and p = 1,2,∞. Considering the spectral radius defined in (3.24), the following theorem
states an important relation between eigenvalues and singular values of a matrix.
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Theorem 5. For any matrix norm (and in particular for any induced norm):

ρ(A)≤ ‖A‖ (3.63)

The proof of the theorem is reported in [103]. It states an important relation between the
eigenvalues of a matrix and a matrix norm, and namely that the largest eigenvalue of a matrix
is not necessarily corresponding to the largest gain of the matrix itself, but rather the largest
gain only in a specific direction.

The concepts reported above are particularly helpful for studying stability of multivariable
systems. For a stable proper system described by G(s), theH2 and theH∞ norms are useful
indicators, whereH stands for Hardy space. H2 is the set of stable and strictly proper transfer
functions, and theH2 norm represents a measure of the overall energy of the system, relating
input disturbance with output response [143]. H∞ represents instead the set of stable and
proper transfer functions, and the H∞ norm indicates the peak of the largest singular value
within the whole frequency range [103]:

‖G(s)‖∞ , max
ω

σ (G( jω)) (3.64)

In a SISO system, theH∞ norm is the peak value of the Bode plot, while in a MIMO system
it indicates the maximum gain in the principal direction. At the basis of robust stability
theory is the small-gain theorem, discussed in the following [103], [120], [140], [141].

3.4.3 Small-gain theorem and µ-analysis

The original formulation of the small-gain theorem represents a generalization of the Nyquist
criterion for non-linear MIMO systems, as it will be recalled in the next chapter. It provides
a sufficient condition for stability, resulting particularly useful in the context of input-output
stability of feedback systems [120]. An appropriate use of that theorem is the main idea be-
hind the robust stability theory; indeed, it might result too conservative if proper assumptions
are not taken. Among the possible techniques for robust stability analysis, the structured
singular value (SSV) analysis, commonly called µ-analysis, is an effective and mathemat-
ically accurate method for evaluating control robustness for MIMO applications. Widely
adopted in the control engineering community, the µ-analysis is based on the formulation of
the small-gain theorem reported below [140], [141], representing a necessary and sufficient
condition for stability for a set of plants around a nominal plant.

Theorem 6 (Small-gain Theorem). Suppose M(s) ∈ RH∞ (real rational subspace of H∞),
and let γ > 0. Then the interconnected system of Fig. 3.7 is well-posed and internally stable
for all ∆(s) ∈RH∞ with:

(i) ‖∆‖∞ ≤ 1/γ if and only if ‖M‖∞ < γ

(ii) ‖∆‖∞ < 1/γ if and only if ‖M‖∞ ≤ γ
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Figure 3.7: M−∆ loop for stability analysis.

The µ-analysis has been first introduced in [154], and it is based on the calculation of singu-
lar values rather than eigenvalues. It allows covering a set of possible system configurations
identified by a frequency-dependent uncertainty function instead of assessing stability only
for a particular condition. Thus, it avoids following a trial and error procedure based on
checking stability and performance for a large number of candidate plants, representing in-
stead the principle behind the MC analysis previously discussed.

Although well-known within the control engineering community, the µ-analysis has been
seldom utilized by the power system or by the power electronics community. Few exam-
ples can be found in [155], [156], where the impact of constant power load behaviour of
power electronics interfaced loads on the stability of the electrical power system has been ad-
dressed, whereas an application to power system studies can be found in [143]. Actually, this
approach might become very useful for studying stability of grid-connected converters in the
case of high power electronics-based penetration. In fact, the grid representation by means
of a Thévenin equivalent with constant impedance is widely adopted in the power electronics
community. The nature of the considered grid impedance is usually a resistive-inductive ele-
ment, whose parameters are calculated according to the information usually provided by the
SO, and related to the short-circuit power, and the X /R ratio of the fundamental component
of the grid impedance at the point of connection.

It is, however, well-known that this representation might be rather inaccurate, since the char-
acteristics of the grid can change substantially during the day [131]. Even though information
related to the excursions of short-circuit power and of X /R ratio within defined limits could
be in some cases provided by the SO, an accurate portrait of the grid impedance in frequency-
domain is still unlikely to be obtained, due to the unknown behaviour of the generating units
and loads connected to the grid. These, along with capacitors of underground cables and LCL
filters of other converters operating nearby, may cause unexpected resonances in the equiv-
alent grid impedance seen by the converter [152]. The µ-analysis tackles this problem by
including plant uncertainties in the investigation, and is, therefore, suitable for assessing the
robust stability of the converter in a grid with high-penetration of converter-based operating
units, whose behaviour is generally unknown.

With the term uncertainties, the differences between the real plant and the adopted model
is indicated. Causes for model uncertainties can be of different nature: neglected dynamics
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Figure 3.8: Example of common plant uncertainties for the case of a grid-connected con-
verter.

of sensors or actuators, parameter uncertainties, or unknown behaviour of the system com-
ponents. A practical example of source of uncertainties for the case of a grid-connected
converter is schematically shown in Fig. 3.8. Inaccurate knowledge of cable lengths, the
unknown or unmodeled presence of components like transformers or additional loads, or the
presence of other converters with unknown controllers operating nearby, might substantially
affect the frequency behaviour of grid impedance at the point of connection.

Inclusion of plant uncertainties

Including uncertainties in a model is equivalent to consider a model set rather than a specific
configuration, and different techniques can be adopted in order to fulfill this purpose. An
useful way is to assume that the uncertain behaviour is caused by an additive additional noise
signal with bounded power spectrum. The additive, the multiplicative, and the coprime factor
representations have been widely investigated in robust control theory [141], however the
multiplicative representation is probably the most common one, since the numerical values
of its weights result to be more informative [140]. It describes plant uncertainties by means
of a frequency dependent function of the following form:

Gm = (1+w0∆0) G ; with ‖∆o‖∞ ≤ 1 (3.65)

where ∆o is a block diagonal normalized matrix including all the possible perturbations,
‖∆o‖∞ represents its H∞ norm, wo is the multiplicative weight and G is the nominal plant.
A proper choice of the plant uncertainties allows including effects that are in fact certain,
e. g. parameter variations within defined ranges [140]. A conceptual example for the case
of a SISO transfer function representing the single-phase resistive-inductive impedance of a
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Figure 3.9: Conceptual explanation of the uncertainty function. (a) Magnitude of the trans-
fer function of a resistive-inductive impedance: (red dotted) nominal plant, (blue)
increasing SCR, (yellow) varying X/R ratio, (violet) considering high-frequency
effects. (b) Relative difference to nominal plant: (blue) increasing SCR, (yel-
low) varying X/R ratio, (violet) considering high-frequency effects, (red) possi-
ble weighting function.

hypothetical grid is shown in Fig. 3.9. Considering the impedance transfer function of the
nominal plant:

G( jω) = (Rg + jω Lg) (3.66)

where with Rg and Lg are indicated resistive and inductive values of the grid impedance,
respectively. Fig. 3.9 (a) shows the comparison between the nominal plant (red-dotted line),
the corresponding behaviour when a different SCR is considered (blue line), the magnitude
when the X/R ratio is changed (yellow), and the frequency portrait of the impedance when
additional resonant high-frequency effects are included (violet line). Indicating with Gp the
perturbed plant, the blue, the yellow, and the violet lines in Fig. 3.9 (b) represent the relative
difference Drel between each of the aforementioned plants and the nominal one. These are
calculated as follows [103]:

Drel( jω) =
∣∣∣Gp( jω)−G( jω)

G( jω)

∣∣∣ (3.67)

The red-continuous line in Fig. 3.9 (b), represents a possible choice of the uncertainty func-
tion, which beside covering all the possible effects that have been considered in Fig. 3.9 (a),
it would also include an additional degree of robustness to the analysis, due to the fact that a
wider set of plants is actually considered. It should be noted that this behaviour is typical of
real systems, and reflects the fact that the system is better understood at low frequency.
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Figure 3.10: Steps for µ-analysis: (a) general control configuration including model uncer-
tainties, (b) N∆-structure, (c) M∆-structure.

Calculation of the structured singular value µ

In order to perform the µ-analysis, the system has to be rearranged in the form shown in
Fig. 3.10 (a), where with G is indicated the generalized plant, while with C the generalized
controller. In order to obtain the structure of Fig. 3.10 (a), system uncertainties have to
be pulled out from the generalized plant G and gathered together in a block-diagonal matrix
indicated with ∆ in the figure, including all the perturbations to the nominal plant, and usually
normalized such that ‖∆‖∞ ≤ 1. It is worth to notice, that a structured ∆ is considered
in the analysis, as emphasized in Fig. 3.10. In fact, a diagonal uncertainty usually arises
from neglected dynamics in the individual input or output channels, which is always present
[103]. Furthermore, by using a block-diagonal uncertainty matrix, couplings between some
but not all channels can be represented, reflecting the fact that some MIMO uncertainties
do have effects across channels, e.g. in the P/Q dynamics of a power converter, an aspect
that will be further investigated in the following chapters. On the other hand, the use of an
unstructured uncertainty introduces non-physical couplings between channels, with the risk
of making the results of the robust stability analysis too conservative. Uncertainties can be
located at the input or at the output of the plant, and practical examples of the derivation
of the generalized plant considering system uncertainties will be shown in the next chapter.
Then the N∆-structure shown in Fig. 3.10 (b) can be obtained by means of a matrix lower
linear fractional transformation (LFT) between the generalized plant G and the controller C,
defined as [140]:

N = Fl(G,C)
∆
= G11 +G12 C(I−G22 C)−1G21 (3.68)

This represents a matrix function introduced by Doyle (1984) for the purpose of representing
uncertainties in matrices and systems [140], [141], and can be calculated by means of the
MATLAB command starp of the "Robust control" toolbox [157]. The M∆-structure shown
in Fig. 3.10 (c), is then derived considering that M = N11. The mathematical machinery
behind this formalism is not explored in this chapter, and the interested reader is referred to
[141] for a detailed derivation. Finally, the SSV µ is defined as follows [103].



3 Approaches for stability analysis 76

Definition (Structured singular value (SSV or µ)) Let M be a given matrix and let ∆ =

diag{∆i} denote a set of complex matrices with σ ≤ 1 and with a given block-diagonal
structure. The real non-negative function µ(M), called structured singular value, is defined
as:

µ(M)
∆
=

1
min

∆

{ σ | det(I−M∆) = 0 f or structured ∆}
. (3.69)

If no such structured ∆ exists, then µ(M)=0.

In other words, the SSV µ represents the smallest perturbation, or rather the smallest struc-
tured ∆ (measured in terms of the largest singular value σ(∆)), such that det(I−M∆) = 0.
The inverse of µ(M) can be interpreted as a stability margin with respect to the structured
uncertainty set affecting M. Hence, indicating the peak of µ(M) = β across the frequency
range ω , stability is guaranteed for all perturbations with appropriate structure and with re-
spect to the chosen uncertainty, such that:

max
ω

σ(∆)≤ 1
β

(3.70)

meaning that, if the µ-factor exceeds the magnitude of 1 at a defined frequency, there exists
a perturbation with σ = 1, such that the system I−M∆ is singular. Therefore, there exists
at least one plant among those identified by the defined uncertainty function for which the
closed loop system is unstable. As a consequence, the calculated stability margin is closely
related to the chosen uncertainty set, and it can be noted that it is generally more conservative
compared to the results obtained by means of eigenvalue analysis. This is a consequence of
the fact that the small-gain theorem is a necessary and sufficient condition for stability of an
entire set of uncertain plants, hence the calculated stability margin takes into account a set of
possible configurations, rather than just a particular condition. As a consequence, its results
are more informative compared to eigenvalues, which can only state whether the system in
its nominal configuration is stable or not.

In some cases, unstable plants may be located "very close" to stable plants, e.g. when stabil-
ity is heavily dependent on knowing the precise frequencies of certain resonances. A stability
margin takes account of such concerns by giving a measure of how much margin to insta-
bility remains in a particular choice of nominal plant and under the defined structure of the
uncertainty. Furthermore, it represents a mathematically accurate calculation of the stability
margin of a MIMO systems, which cannot be obtained by means of standard tools for SISO
system analysis [103], [140], [141], [143].
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4 Analysis of the interactions among converters

In the following, the approaches for stability analysis discussed in the previous chapter, are
employed in order to study the stability of GFL and GFM converters, as well as the interac-
tions among them, by giving particular emphasis to the effects caused by the synchronization
principle adopted by the converter. It is therefore assumed that a GFL converter uses a PLL
for synchronization purpose, whereas a VSM structure is considered in order to represent
the behaviour of a generic GFM converter, which is able of self-synchronization to the grid
without the need for a dedicated unit, due to the emulation of the power-synchronization
principle. Indeed, it has been remarked in Chapter 2, that a VSM is a particular implemen-
tation of a GFM converter, and, by properly choosing control parameters, the results can be
extended to several of the GFM converter structures discussed in Section 2.4.

A practical application of the impedance-based approach in order to study the interactions
among synchronization units of GFL converters, is first presented. Then eigenvalue analysis
is employed so as to investigate the stability of GFM converters, as well as their parallel
operation. Finally, a robust stability analysis by means of SSVs of the interactions between
GFL and GFM converters, along with the effects of the electrical distance between them, is
performed in the last part of this chapter.

4.1 Impedance-based analysis of the interactions among PLLs

Harmonic stability has been thoroughly investigated in the last decade [115]. Early studies
have been focusing on the resonance effects introduced by LCL converter filters, and the
interactions between current control loops and filters of converters operating nearby [116],
[117], [158]. However, the effects of synchronization loops of GFL converters, typically im-
plemented by means of PLLs or similar filter structures, have been often neglected. In fact,
due to the different bandwidths of the control loops typically employed by grid-connected
converters, and depending on the phenomena of interest, the use of simplified models is gen-
erally allowed, without significantly affecting the accuracy of the results [159]. Nevertheless,
recent studies have shown the importance of considering the synchronization mechanism
of grid-connected converters in their stability assessment, especially when operating under
weak grid conditions [66], [68], [69], [160]-[162].

Driven by the always more demanding grid code requirements introduced by SOs world-
wide [6], enhanced performances for grid-connected converters are requested, in order to
contribute to grid voltage stability by means of a prompt provision of reactive current in re-
sponse to a grid fault. In order to achieve this purpose, GFL converters, whose controllers are
often implemented in Synchronous Reference Frame (SRF) coordinates, require an accurate
knowledge of the grid voltage characteristics at the connection point in terms of magnitude
and phase. According to the aforementioned requirements, this translates in a need for in-
creasing the bandwidth of the synchronization unit adopted by the converter.
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Figure 4.1: Studied system for stability assessment of GFL converters operating nearby: (a)
scheme of the system, (b) simplified representation showing control loops.

In the following, the effects of PLL-bandwidth variations, along with the interactions among
synchronization units of GFL converters operating nearby, are investigated by means of
impedance-based analysis. Considering the limitations of this approach in assessing influ-
ence of parameters on the obtained results, a MC analysis is also performed, in order to
relate the aforementioned effects to the SCR of the grid at the point of connection. To this
extent, and according to the MIMO formulation of the problem, a norm-based stability mar-
gin is calculated, which, for the particular case under study, does not suffer from excessive
conservatism, thus providing a reliable estimation of the real system conditions.

4.1.1 Modeling of GFL converters for studying synchronization issues

The scheme of the studied system is reported in Fig. 4.1 (a). The case of an high-voltage
grid is examined, and several converters operating nearby, sharing the same network bus, are
considered. Seen from the bus, the grid is represented by means of a Thévenin equivalent,
whose impedance is varied in order to emulate a weaker or a stronger connection point. It is
assumed that each converter represents an aggregate model of several units having the same
characteristics.

Due to the fact that interactions between the PLL and other converter control loops (current
control, DC-link voltage/active power control, reactive power control, voltage feed-forward,
etc..) have been thoroughly addressed in the literature in [66], [68], [69], and do not represent
the goal of this investigation, the simplified model shown in Fig. 4.1 (b), is adopted in the fol-
lowing, which allows isolating the effects of the synchronization units from the other control
loops. Indeed, the converters depicted in the figure, are supposed to behave as perfect current
sources, whose output currents are calculated by transforming the given setpoints from the
dq to the abc reference frame by means of the angle estimated by the PLL. The simplifica-
tion of neglecting the other converter control loops is justified by the difference among the
control bandwidths in question. In fact, the design guidelines for the current control of a grid-
connected converter usually lead to a bandwidth of this control loop in a definitely higher
range compared to the one of the synchronization loop [116], [117], whereas the bandwidths
of the outer control loops (active/reactive power loops, DC-link voltage control, etc...) are
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Figure 4.2: Equivalent system representation for impedance-based analysis.

usually way lower than it. Moreover, the simplification considered here has been adopted
in the literature in several other works [163], [164], and to this extent, the Hysteresis Cur-
rent Control (HCC) is among the current control implementations cited in the literature for
modeling the performances of controllers for real industrial applications, which ensures an
extremely high (ideally infinite) bandwidth [165]. Finally, the impedance Zc1 and Zc2 shown
in Fig. 4.1 (b), account for the impedance of the medium-voltage/high-voltage transformer
of each converter, along with those of the respective lines ZL1 and ZL2.

Equivalent output admittance and equivalent grid impedance

Fig. 4.2 shows the equivalent representation of the system depicted in Fig. 4.1 (a), suitable
for impedance-based analysis. Each converter is modeled by means of a Norton equiva-
lent, while the grid by means of a Thévenin equivalent representation. According to the
MIMO formulation necessary for considering the effects of the PLL, all the admittances and
impedances are represented by matrix transfer functions. The equivalent grid impedance
seen by the Converter 1 can be calculated as [166]:

Zgeq(s) = Zc1(s)+
1

1
Zg(s)

+Yo2(s)+ ...+Yon(s)
(4.1)

where Yon(s) of the n-th converter is obtained from Zcn(s) and Youtn(s) as follows:

Yon(s) =
1

Zcn(s)+ 1
Youtn(s)

(4.2)

Considering only the PLL and neglecting the other control loops of the converter, the output
admittance of each converter is expressed by the following equation [66]:

Yout(s) =

[
0 IqHPLL(s)

0 −IdHPLL(s)

]
(4.3)

with Id and Iq indicating respectively the d and q components of the converter current at
the operating point, and HPLL(s) represents the transfer function of the detected angle ∆θPLL

according to a variation of the q component of the voltage ∆vq, already derived in Section
2.3, and reported below for simplicity [66]:
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HPLL(s) =
∆θPLL(s)
∆vq(s)

=
LF(s)

s+VdLF(s)
(4.4)

Vd in (4.4), represents the d component of the voltage at the operating point, while LF(s) is
the transfer function of the loop filter of the SRF-PLL, already given in eq. (2.8):

LF(s) = kp +
ki

s
(4.5)

with kp and ki proportional and integral gains, respectively. Finally, indicating with ωg

the system frequency, the representation of a generic resistive-inductive impedance in dq-
coordinates is reported below:

ZRL(s) =

[
sL+R −ωgL

ωgL sL+R

]
(4.6)

4.1.2 Norm calculation for stability margin assessment

According to the considerations about the GNC, and the limitations of system eigenvalues
in providing a real measure of the stability margin for a MIMO system discussed in Sec-
tion 3.4, methods have been proposed in the literature, defining a stability margin based on
norm calculations of Yout and Zgeq [130], [167]-[169]. However, even though a problem
formulation suitable for design purposes can be achieved, the resulting margin might suffer
from excessive conservatism. On the other side, if proper assumptions are verified, the norm
calculation can provide a reliable estimation of system stability margin without the shortage
of resulting too conservative. To this extent, let us consider the problem formulation of the
impedance-based approach expressed by (3.15), and reported below for simplicity:

H(s) =
(
I+L(s)

)−1 (4.7)

It has been observed in Section 3.2, that (4.7) resembles the closed loop transfer function
of a negative feedback control system, where the forward gain is unity and the feedback
gain is the return ratio L(s). In order to obtain a stability margin calculation consistent with
the robust control theory discussed in the previous chapter, the original formulation of the
small-gain theorem also valid for non-linear systems mentioned in Section 3.4.3, can be
directly applied to the return ratio. This states that, given a system with a stable loop transfer
function L(s), a sufficient condition that guarantees the stability of the closed-loop system
is represented by ‖L‖ < 1 [103], being this valid for each matrix norm complying with the
definition reported in Section 3.4.2. Thus, the following stability margin is introduced:

Sm = 20 log
(

1
‖L‖∞

)
(4.8)
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Figure 4.3: Largest singular value of Yout calculated for two different values of the PLL-
bandwidth. (Blue) fc=50 Hz; (red) fc= 100 Hz.

In fact, according to Theorem 5 reported in Section 3.4.2, which states that given a matrix
A, its largest singular value σ(A) is always ≥ ρ(A) (spectral radius of A), the condition that
the σ ≤ 1 ∀ω , ensures that the characteristic loci of the return ratio λi(L( jω)) will never
encircle the point (-1, j0), simply due to the fact that the Nyquist contour will be always
limited to the unit circle. A similar concept has been proposed in [169], where a stability
margin calculation suitable for design purposes has been pursued. According to the property
of a matrix norm (3.59), the following is valid:

‖L‖∞ = ‖ZgeqYout‖∞ ≤ ‖Zgeq‖∞‖Yout‖∞ (4.9)

The following stability margin calculation has been then proposed in [169]:

Sm1 = 20 log
(

1
‖Zgeq‖∞‖Yout‖∞

)
(4.10)

The idea behind this proposal is that, given the equivalent output impedance Zgeq, the con-
verter output admittance Yout can be designed accordingly, so as to satisfy the condition
that the product of their norms will never exceed the unity. Nevertheless, such formula-
tion noticeably increases the conservatism of the calculated norm. This is demonstrated by
the example reported in Fig. 4.3, where the largest singular value of Yout(s), the latter ob-
tained according to (4.3), is calculated for two different values of the PLL-bandwidth, and
namely for fc = 50 Hz and fc = 100 Hz. Here fc indicates the cut-off frequency of the PLL
open-loop transfer function according to [61]. This result indicates that the variation of the
PLL-bandwidth only shifts the curve in the x-axis, while max

ω
σ(Yout( jω)) = ‖Yout‖∞ is

not affected by this variation, demonstrating that the calculated stability margin according to
(4.10) is too conservative.
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Table 4.1: Simulation parameters
Description Symbol Value Description Symbol Value

Short-circuit power Ssc 100 MVA Rated grid frequency fg 50 Hz
Line-to-line voltage VLL 110 kV (rms) L connection impedance Lc Lg/3

X/R ratio X/R 10 R connection impedance Rc Rg/3

Application to the studied case

The stability margin calculation proposed in (4.8), is now applied to the studied case. Let us
consider the case of three converters of the same size operating nearby, and injecting their
rated power. Settled the Short-Circuit Ratio (SCR) of the grid at the connection bus, and the
short-circuit power Ssc, the rated power Prated of each converter is calculated as:

Prated =
Ssc

Ncon SCR
(4.11)

where Ncon indicates the number of converters considered for the investigation. For sake of
simplicity, the impedances between the converters and the connection bus, indicated with
Zc1, Zc2, and Zc3 in Fig. 4.2, have been set to one-third of the grid impedance Zg, assuming
also the same X/R ratio. The PLL-bandwidths of the converters 2 and 3 are set to fc2 = 100
Hz, and fc3 = 50 Hz, respectively, while the PLL-bandwidth of Converter 1 is varied in the
range fc1 = [50 ; 300] Hz. Then the SCR is varied within the range SCR = [1.5 ; 3.5], and
converter stability is assessed first by calculating the eigenvalues of (4.7), used to identify
stable and unstable operating points, and then by means of the stability margin Sm reported
in (4.8). The results of these two calculations are shown in Fig. 4.4 (a) and (b), respectively,
while system parameters are shown in Table 4.1. It can be noticed, that the stability bor-
ders between stable an unstable region perfectly match with both calculations, revealing the
accuracy of the calculated stability margin.
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Figure 4.5: Ldq and Lqq: (Blue continuous line) SCR=3, (red dashed line) SCR=2.5.

Nevertheless, according to the considerations related to the conservatism of the norm calcu-
lation compared to the results of eigenvalue analysis, a certain discrepancy between the two
calculations was expected, which is not visible from the results shown in Fig. 4.4. The reason
for that accurate match for the particular case under study, is explained in the following. In
fact, according to the expression of the return ratio:

L(s) =

[
Ldd(s) Ldq(s)

Lqd(s) Lqq(s)

]
=

[
Zgeq dd(s) Zgeq dq(s)

Zgeq qd(s) Zgeq qq(s)

] [
Yout dd(s) Yout dq(s)

Yout qd(s) Yout qq(s)

]
(4.12)

It can be noticed that the resulting L(s) is given by:

L(s) =

[
0 Zgeq dd(s)Yout dq(s)+Zgeq dq(s)Yout qq(s)

0 Zgeq qd(s)Yout dq(s)+Zgeq qq(s)Yout qq(s)

]
(4.13)

where the only two elements of the matrix different from zero are Ldq(s) and Lqq(s). Solving
the characteristic equation of (4.13), the two eigenvalues of the matrix are given by λ1(s) = 0,
and λ2(s) = Lqq(s), meaning that one element of the matrix directly corresponds to the only
eigenvalue different from zero. As a consequence, stability can be assessed by looking at the
Nyquist plot or, equivalently, at the Bode plot of this quantity. For the condition SCR = 3 and
fc = 250 Hz, precisely at the border between stable and unstable region according to Fig. 4.4,
magnitude and phase of Ldq( jω) and Lqq( jω) are shown in Fig. 4.5, and indicated by the
continuous blue lines. The dashed red lines in the figure, indicate instead the same quantities
calculated reducing the value of the SCR to 2.5, corresponding to an unstable operating
condition according to Fig. 4.4. It is shown that in both cases, Lqq( jω) approaches the unit
circle (0 dB in the Bode plot) with a phase of −180◦, corresponding exactly to the point (-1,
j0) of the complex plane. Additionally, the magnitudes of Ldq( jω) and Lqq( jω) are shown
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Figure 4.6: Magnitude of Ldq and Lqq vs. σ : (a) SCR=3; (b) SCR=2.5.

in Fig. 4.6, along with the largest singular value σ(L( jω)) for the two examined cases. This
figure indicates that the peak of the largest singular value of (4.13) always corresponds to the
peak of the only eigenvalue different from zero. Thus, the following is valid:

‖L‖∞ = ‖Lqq‖∞ = ‖λ2‖∞ (4.14)

This result, along with the Bode plot shown in Fig. 4.5, demonstrates that, with the as-
sumptions done for the specific case under study, eq. (4.8) provides an exact measure of the
stability margin of the studied system without being conservative, due to the fact that the
peak of the largest singular value of the matrix always corresponds to the peak of the only
eigenvalue different from zero (Fig. 4.6), which always approaches the unit circle with a
phase of −180◦ (Fig. 4.5).

Simulation results

In order to validate the performed analysis, the studied system has been simulated in MAT-
LAB/Simulink/PLECS. The converters have been modeled by means of controlled current
sources as shown in Fig. 4.1, and the results of the stability map shown in Fig. 4.4, have
been verified by means of time-domain simulations. An example is shown in Fig. 4.7. Ac-
cording to the stability map shown in Fig. 4.4, and for a SCR = 3, fc1 has to be increased
over 250 Hz in order to cause instability, while decreasing the SCR to a value of 2.5, the
critical PLL-bandwidth is reduced to fc1 ≈ 190 Hz. Fig. 4.7 (a) shows the results of the
performed simulations. The power of each converter is gradually increased up to its rated
value, reaching a steady-state operating point after few periods. The SCR is set to 3 and the
PLL parameters of converter 2 and 3 are set so as to obtain fc2 = 100 Hz and fc3 = 50 Hz,
while the PLL-bandwidth of the first converter is varied from fc1 = 180 Hz to fc1 =200 Hz
at time t = 0.4 s. The same simulation has been repeated varying the value of the impedances
in the model so as to correspond to a value of SCR 2.5, and the results are shown in Fig. 4.7
(b). The three converters become unstable only in the second case, and for a value of the
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Figure 4.7: Simulation results: fc1 from 180 Hz to 200 Hz at t = 0.4 s, fc2= 100 Hz, fc3= 50
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Weibull distribution 1

Mean = 112.21

a = 120

b = 7

0 50 100 150 200
PLL f

c
 [Hz] 

 (a) 

0

0.005

0.01

0.015

0.02

0.025

pd
f

Weibull distribution 2

Mean = 130.96

a = 140

b = 7

0 50 100 150 200
PLL f

c
 [Hz] 

 (b)

0

0.005

0.01

0.015

0.02

0.025

pd
f

Weibull distribution 3

Mean = 149.81

a = 160

b = 7

0 50 100 150 200
PLL f

c
 [Hz] 

 (c)

0

0.005

0.01

0.015

0.02

0.025

pd
f

Figure 4.8: Probability density functions of PLL-bandwidths adopted for the MC analy-
sis: (a) distribution 1, (b) distribution 2, (c) distribution 3.

PLL-bandwidth corresponding to the critical one reported in Fig. 4.4, hence confirming the
results predicted by the performed frequency-domain analysis.

4.1.3 Monte-Carlo analysis

It has been shown in the previous subsections, that for the specific system configuration under
study, it is possible to calculate a norm-based stability margin, whose lack of conservatism
can be mathematically proven. The limitations of the impedance-based approach in assessing
the effects of parameter variations on system stability, have been discussed in Section 3.2.
To this extent, the stability margin calculation discussed in the previous sections, along with
a MC simulation approach, can provide an useful insight into parameters sensitivity.

In the following, a MC analysis is performed in order to assess how the interactions between
synchronization units of converters operating nearby are affected by the grid conditions. In
order to generate the random samples needed for the analysis, three PLL-bandwidth distri-
butions are first identified, and reported in Fig. 4.8. These represent three Weibull distribu-
tions, whose parameters are also reported in the respective figures. Similar to the example
of Fig. 3.5 (a), the scale parameters a has been varied, while the shape parameter b has
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Figure 4.9: Simulation results: (a) SCR = 4, (b) = SCR = 3. (Violet bars) only Converter 1
in operation, (Blue bars) pd f from Weibull distribution 1, (blue line) pd f fitting
from Weibull distribution 1, (red bars) pd f from Weibull distribution 2, (red line)
pd f fitting from Weibull distribution 1, (green bars) pd f from Weibull distribu-
tion 3, (green line) pd f fitting from Weibull distribution 3.

been maintained constant, causing a shift of the distribution on the x-axis. The resulting
mean value for each distribution is also reported in the figure, along with the kernel den-
sity estimators represented by the red lines. System parameters are reported in Table 4.1,
with the exception of the impedances between converters, which have been set to constant
values equal for the three converters. These represent the impedances of the corresponding
transformers plus connection lines between the transformers and the network bus, whose in-
ductive and resistive components are set to Lc = 0.045 pu and Rc= 0.006 pu, respectively.

Fig. 4.9 shows the results of the performed MC analysis. The violet bars in the figure, cor-
respond to the calculated stability margin when only one converter is in operation, injecting
its rated power, and with a fc1 = 100 Hz, while it is assumed that the other two converters
are switched OFF. Subsequently, maintaining fc1 constant to 100 Hz, random values for the
PLL-bandwidths of the other two converters are drawn from each of the distributions shown
in Fig. 4.8, and hundreds of simulations have been performed, also assuming that each con-
verter injects its rated power. This process has been repeated for two different values of the
grid SCR, namely for SCR = 4 and SCR = 3, and the results are reported in Fig. 4.9 (a)
and (b), respectively, where the obtained pd f s are shown, along with the respective kernel
approximations. Following conclusions can be drawn:

• The shift of the violet bar toward lower values of the x-axis, indicates a reduction of
the converter stability margin when the converter operates alone and the grid SCR is
reduced.

• The presence of other converters operating nearby further reduces the resulting stabil-
ity margin, becoming this trend more accentuated when the average PLL-bandwidth
of the converters operating nearby is increased.
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Figure 4.10: Effects of the inner current control loop on the obtained results: (a) control
structure considered for the analysis; (b) small-signal model of the converter
including a PI-based inner current control loop.

• Each distribution results more spread in the x-axis, the lower the grid SCR becomes.
This trend reveals that the effects of the interactions among synchronization units of
converters operating nearby become stronger by reducing the grid SCR.

4.1.4 Effects of the inner current control loop

The converter control structure adopted for the analysis, and presented in Section 4.1.1, is
strongly simplified, and the effects of several control loops have been neglected. However,
these simplifications allow highlighting the effects of the interactions among synchronization
units of converters operating nearby, yet obtaining qualitatively valid results. One of the
assumptions made for the analysis, concerns the behaviour of the inner current control loop,
which has been modeled as a unitary gain, resulting in an ideal current source behaviour of
the converter. In the following, the effects due to the inclusion of an inner current control
loop on the performed analysis are investigated.

To this extent, various current control techniques are employed in real industrial applica-
tions. Beside the standard current control approaches extensively mentioned in the academic
literature, and based on PI or PR controllers [25], other non-linear techniques are also widely
used. These comprise for example the already mentioned HCC [170], which directly controls
the states of the converter without the need for a PWM modulation, as well as sliding mode
controls [112], [171], or model predictive controllers [172], [173], also broadly adopted for
wind applications [174]. Nevertheless, the modeling of PI current controllers in the SRF has
been widely documented in the literature for the purposes of impedance-based analysis [66],
[160], and is considered in the following.

In order to show the effects of an inner current control loop on the results of the stability anal-
ysis performed in this section, the case of a single converter connected to the grid by means
of an inductive filter is considered. The considered control structure is shown in Fig. 4.10
(a), while the corresponding small-signal model including the effects of the PLL is shown
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in Fig. 4.10 (b). Beside Zg, seven 2×2 transfer function matrices appear in Fig. 4.10 (b),
reported below for sake of clarity, but whose derivation has been comprehensively discussed
in the literature [66], [68], [160], and thus not repeated here.

The transfer function matrix Gd
PLL(s) represents the effects of the PLL on the duty-cycle of

the converter and is defined as:

Gd
PLL(s) =

[
0 −DcqHPLL(s)

0 DcdHPLL(s)

]
(4.15)

where HPLL(s) has been reported in eq. (4.4), and Dcd and Dcq are the d and q components
of the duty-ratio at the operating point, respectively [160]. Gi

PLL(s) corresponds to the ma-
trix already defined in eq. (4.3), which, assuming a perfect current source bahviour of the
converter, directly coincides with the equivalent output admittance, and represents instead
the effects of the PLL on the measured converter currents in this case. Indicating with kpi,
and kii the proportional and the integral gain of the PI controller, respectively, the transfer
function matrices Gcc(s), accounting for the current control, and Gdec(s), representing the
contribution of the decoupling terms, are defined as follows:

Gcc(s) =

[ skpi+kii
s 0

0 skpi+kii
s

]
(4.16)

Gdec(s) =

[
0 −3ωgL f

VDC
3ωgL f
VDC

0

]
(4.17)

where L f indicates the filter inductance, and VDC the value of the converter DC-link voltage.
Defining Tdel = 1.5/ fs, with fs converter switching frequency, the matrix Gdel(s) models the
effects of the delay introduced by the modulation:

Gdel(s) =

1−s(Tdel/2)
1+s(Tdel/2) 0

0 1−s(Tdel/2)
1+s(Tdel/2)

 (4.18)

Yol(s) accounts for the open loop output admittance of the converter without considering the
control:

Yol(s) =
1

(sL f +R f )2 +(ωgL f )2

[
sL f +R f ωgL f

−ωgL f sL f +R f

]
(4.19)

with R f representing the resistive component of the filter impedance. Gid(s) is the transfer
function between the duty-ratio of the converter and the inductor current, and is given by:

Gid(s) =−VDCYol(s) (4.20)
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Table 4.2: Simulation parameters
Description Symbol Value Description Symbol Value

Converter nominal power Sn 300 kVA Filter inductance L f 0.1 pu
Line-to-line voltage VLL 400 V (rms) Filter resistance R f 0.04 pu
Rated grid frequency fg 50 Hz DC-link voltage VDC 750 V
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Figure 4.11: Stability borders calculated analytically. (Red-dashed) ideal current source
model; (continuous-blue) fs =10 kHz; (continuous-violet) fs = 20 kHz;
(continuous-green) fs = 40 kHz.

The equivalent output impedance of the converter can be then calculated according to the
following equation [66]:

ZoCC(s) =
(

Yol(s)+Gid(s)Gdel(s)Gd
PLL(s)+Gid(s)Gdel(s)

(
−Gci(s)+Gdec(s)

)
Gi

PLL(s)
)−1

×
(

I+Gid(s)Gdel(s)
(
Gci(s)−Gdec(s)

))
(4.21)

Considering the system parameters reported in Table 4.2, the borders between stable and
unstable operating regions are shown in Fig. 4.11, which have been obtained calculating
the eigenvalues of (4.7). The control parameters of the PI current control have been tuned
according to the technical optimum technique [25], while different switching frequencies of
the converter have been taken into account. The red-dashed line represents the results ob-
tained by considering the perfect current source behaviour of the converter, while the three
continuous lines represent the results obtained considering different converter switching fre-
quencies, and namely fs = 10 kHz (blue line), 20 kHz (violet line), and 40 kHz (green line).
Following conclusions can be drawn:

• The conditions proving the non-conservative nature of the results obtained by emply-
ing the proposed norm calculation are not fulfilled when the full-model is considered,
and the calculated stability margin by means of eq. (4.8) does not provide a reliable
estimation of the real system conditions any longer. As a consequence, another stabil-
ity margin calculation for MIMO systems should be adopted in order to perform a MC
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analysis similar to the one presented in Section 4.1.3.

• The calculation of the equivalent output admittance of the converter by means of eq.
(4.21) noticeably increases the computational burden, especially when more than one
converter is included in the analysis. The use of a software allowing symbolic calcu-
lation might help in this process, as also suggested in [68]. The results shown in Fig.
4.11, have been obtained with the aid of the symbolic toolbox of MATLAB.

• Compared to the results obtained by considering the perfect current source behaviour
of the converter, instability tends to occur at lower PLL-bandwidths when the inner
current control loop implemented by means of PI controllers is included in the analysis,
becoming this effect more accentuated for higher values of the grid SCR. Nevertheless,
Fig. 4.11 indicates that the use of a simplified converter model can still provide reliable
results in view of the qualitative analysis pursued in this section, with the advantage of
noticeably reducing model complexity.

4.2 Eigenvalue-based stability analysis of GFM converters

The interactions between synchronization units of GFL converters operating nearby have
been investigated in the previous section, by employing the impedance-based approach. In
this section, stability of GFM converters is investigated by means of eigenvalue analysis. Ac-
cording to the considerations reported in Section 2.4, several possible combinations of the
inner and outer loops can be chosen in order to implement the control of a GFM converter. In
the following, the VSM implementation labeled as synchronverter is adopted for the analysis
[40], [41]. In fact, it has been discussed in Section 2.4, how by properly choosing the syn-
chronverter parameters, several of the power-synchronization loops among those reported in
the literature can be reproduced. Eigenvalue analysis is first applied to the case of a sin-
gle GFM converter operating alone, and a simplified tuning procedure is proposed. Then the
analysis is extended to the case of two GFM converters operating in parallel, and modal anal-
ysis is performed. This allows identifying the states mainly affecting critical system modes,
and possible countermeasures for ensuring stable operation are evaluated.

4.2.1 Small-signal model of LCL filter-based synchronverter

The motivation behind the widespread use of the synchronverter in the GFM literature have
been reported in Section 2.4.1. It became very popular in the last decade, due to its simple
and intuitive working principle, and due to its capability of self-synchronization to the grid
without the need of a dedicated unit, both for pre-synchronization purposes, as well as during
normal operation. A significant amount of literature has been published regarding synchron-
verter stability analysis, and control parameter tuning [78], [79], [98], [175]-[177]. Some of
the aforementioned works rely on strong assumptions, such as an high grid SCR [98], [175],
whereas other works have presented approaches based on reduced-order models of the sys-
tem, and propose pole placement at prescribed locations as optimal tuning procedure [78].
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Figure 4.12: Scheme of the system under study: LCL filter-based synchronverter connected
to the grid.

Eigenvalue analysis is often preferred for stability assessment and parameter tuning of syn-
chronverters (and VSMs in general) [79], in comparison to the impedance-based approach,
where only few examples are reported, e. g. in [176], and [178]. Due to the MIMO nature
of the system caused by the coupling between active and reactive power loops, that cannot
be neglected in many real applications, a multivariable approach for stability analysis is the
most suitable choice, which will be addressed in the next section. Furthermore, the effects
caused by the presence of a converter filter, usually implemented by LC or LCL structures,
are often neglected in the mentioned literature.

In the following, the small-signal model of a synchronverter connected to the grid by means
of an LCL filter is presented, along with a simple design procedure, introduced in order to
choose realistic control parameters for the stability analysis performed in the next section.

Small-signal model

Fig. 4.12 shows the scheme of the studied system, namely a synchronverter connected to the
grid through an output LCL filter. The linearized system model is obtained by splitting the
system into two independent subsystems, namely the control C and the plant Π , composed
of the filter and the grid. Fig. 4.13 shows the elements of the input and output vectors of the
linearized subsystems, indicated respectively with uc and yc for the control subsystem, and
uπ and yπ for the plant subsystem. The interconnected system, whose inputs and outputs
are indicated in the figure by the dark blue and dark red arrows, respectively, is obtained by
means of the CCM method, already introduced in Section 3.3.3.

The synchronverter structure presented in Fig. 4.12, is composed of two separated loops, one
for the active power P, and the other one for the reactive power Q, which have been examined
in detail in Section 2.4. The active power loop emulates the frequency droop mechanism of
a SM, described by the well-known swing equation already reported in (2.16), and repeated
here for simplicity:

Jω̇ = Tm−Te−Dpω (4.22)
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Figure 4.13: Inputs and outputs of the two linearized subsystems.

with J representing the mechanical (virtual) moment of inertia, ω the virtual rotor speed, Dp

is the feedback gain accounting for the (virtual) mechanical friction of the machine, Te is
the electrical torque, and Tm is the mechanical one. As already pointed out in Section 2.4.1,
Dp does not only represent the virtual mechanical friction, but it also accounts for the active
power-frequency P− f droop coefficient of the control. However, the modification to the
synchronverter structure proposed in [80], elaborated in order to decouple the dynamic of
the control from the droop coefficient, and compensate for the lack of this additional degree
of freedom, is not considered here. Furthermore, it has been mentioned in Section 2.4.1 that
the P− f droop action can be disabled by means of a PI controller, yet it is assumed for
simplicity that the droop control is always activated (PI action off).

The reactive power loop is conceptually similar to the active power loop. A reactive power-
voltage droop Q−V reacts to a voltage deviation ∆V from its nominal/reference value with
a reactive power setpoint variation ∆Q, according to the following equation:

∆Q =−Dq∆V (4.23)

The instantaneous reactive power measured at the converter terminals is then compared to
its power setpoint Qset , and added to the output of the Q−V droop. An integrator with gain
1/K processes the sum of these quantities, producing the virtual mutual flux M f i f , which
multiplied by the rotor speed ω , produces the amplitude of the virtual back-emf Ep. The
linearization of this product yields:

∆Ep = M f i f 0 ∆ω +∆M f i f ω0 (4.24)

where quantities with subscript "0" denote values at the operating point. As discussed in
Section 2.4, the virtual back-emf voltages e∗ are directly used for the PWM in the original
synchronverter structure. Thus, the amplitude E and the phase θc of the converter voltage
correspond to the amplitude of the virtual back-emf Ep, and the virtual rotor angle θ .

Defining with xc = [∆M f i f ∆ω ∆θ ] the state vector of the control subsystem, the state-
space matrices Ac, Bc, Cc, and Dc are given by:
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Ac =


0 0 0

0 −Dp
J 0

0 1 0

 ; Bc =


0 0 1

K −
1
K −

Dq
K

1
ω0J −

1
ω0J 0 0 0

0 0 0 0 0

 ;

Cc =

[
ω0 M f i f 0 0

0 0 1

]
; Dc =

[
02×5

]
. (4.25)

The state-space description of the plant is obtained by writing the equations in dq coordi-
nates, and adding small perturbations: C f

d∆vc f d
dt = ∆iL f 1d−∆iL f 2d +ω0C f ∆vc f q

C f
d∆vc f q

dt = ∆iL f 1q−∆iL f 2q−ω0C f ∆vc f d

(4.26)



L f 1
d∆iL f 1d

dt =−E0 sinθ0∆θ −∆E cosθ0−∆vc f d+

−R f 1∆iL f 1d−Rc f (∆iL f 1d−∆iL f 2d)+ω0L f 1∆iL f 1q

L f 1
d∆iL f 1q

dt = E0 cosθ0∆θ +∆E sinθ0−∆vc f q+

−R f 1∆iL f 1q−Rc f (∆iL f 1q−∆iL f 2q)−ω0L f 1∆iL f 1d

(4.27)



(L f 2 +Lg)
d∆iL f 2d

dt = ∆vc f d +Rc f (∆iL f 1d−∆iL f 2d)+

−(R f 2 +Rg)∆iL f 2d +ω0(L f 2 +Lg)∆iL f 2q

(L f 2 +Lg)
d∆iL f 2q

dt = ∆vc f q +Rc f (∆iL f 1q−∆iL f 2q)+

−(R f 2 +Rg)∆iL f 2q−ω0(L f 2 +Lg)∆iL f 2d

(4.28)

linearization is required in order to calculate active and reactive power, as well as the ampli-
tude of the voltage V measured at the connection point. In fact, according to [56], P and Q
can be calculated from the dq components of voltages and currents as: P = 3

2(iL f 2dvPCCd + iL f 2qvPCCq)

Q = 3
2(iL f 2dvPCCq− iL f 2qvPCCd)

(4.29)

where vPCCd and vPCCq are the d and q components of the voltages at the PCC respectively,
while iL f 2d and iL f 2q are the components of the current flowing into the grid, which in this
case corresponds to the current flowing through L f 2 and Lg. Linearizing eq.(4.29) yields: ∆P = 3

2(IL f 2d0∆vPCCd +VPCCd0∆iL f 2d +VPCCq0∆iL f 2q + IL f 2q0∆vPCCq)

∆Q = 3
2(VPCCq0∆iL f 2d + IL f 2d0∆vPCCq−VPCCd0∆iL f 2q + IL f 2q0∆vPCCd)

(4.30)
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where VPCCd0, VPCCd0, IL f 2d0, and IL f 2d0 indicate voltages and currents at the operating point,
and:

 ∆vPCCd = ∆vc f d +Rc f (∆iL f 1d−∆iL f 2d)−R f 2∆iL f 2d−L f 2
diL f 2d

dt +ω0L f 2∆iL f 2q

∆vPCCq = ∆vc f q +Rc f (∆iL f 1q−∆iL f 2q)−R f 2∆iL f 2q−L f 2
diL f 2q

dt −ω0L f 2∆iL f 2d

(4.31)

The amplitude of the voltage at the PCC can be obtained as follows:

V =
√

v2
PCCd + v2

PCCq (4.32)

Indicating with ∆dq0 =
(
V 2

PCCd0 +V 2
PCCq0

)
, the linearization of (4.32) produces:

∆V =
VPCCd0∆vPCCd +VPCCq0∆vPCCq√

∆dq0
(4.33)

Defining with xπ = [∆vc f d ∆vc f q ∆iL f 1d ∆iL f 1q ∆iL f 2d ∆iL f 2q] the state vector of the
plant subsystem, the state-space matrices Aπ , Bπ , Cπ , and Dπ are given by:

Aπ =



0 ω0
1

C f
0 − 1

C f
0

−ω0 0 0 1
C f

0 − 1
C f

− 1
L f 1

0 −R f 1+Rc f
L f 1

ω0
Rc f
L f 1

0

0 − 1
L f 1

−ω0 −
R f 1+Rc f

L f 1
0 Rc f

L f 1
1

Lg+L f 2
0 Rc f

Lg+L f 2
0 −Rc f+R f 2+Rg

Lg+L f 2
ω0

0 1
Lg+L f 2

0 Rc f
Lg+L f 2

−ω0 −Rc f+R f 2+Rg
Lg+L f 2


;

BT
π =

0 0 cosθ0
L f 1

sinθ0
L f 1

0 0

0 0 −V0 sinθ0
L f 1

V0 cosθ0
L f 1

0 0

; Dπ =
[
03×2

]
;

CT
π =

3
2



IL f 2d0
Lg

Lg+L f 2
−IL f 2q0

Lg
Lg+L f 2

2
3

VPCCd0√
∆dq0

Lg
Lg+L f 2

IL f 2q0
Lg

Lg+L f 2
IL f 2d0

Lg
Lg+L f 2

2
3

VPCCq0√
∆dq0

Lg
Lg+L f 2

IL f 2d0
Rc f Lg

Lg+L f 2
−IL f 2q0

Rc f Lg
Lg+L f 2

2
3

VPCCd0√
∆dq0

Rc f Lg
Lg+L f 2

IL f 2q0
Rc f Lg

Lg+L f 2
IL f 2d0

Rc f Lg
Lg+L f 2

2
3

VPCCq0√
∆dq0

Rc f Lg
Lg+L f 2[

IL f 2d0
L f 2Rg−LgR f 2−Rc f Lg

Lg+L f 2
+VPCCd0

] [
VPCCq0− IL f 2q0

L f 2Rg−LgR f 2−Rc f Lg
Lg+L f 2

] 2
3

VPCCd0√
∆dq0

RgL f 2−R f 2Lg−Rc f Lg
Lg+L f 2[

IL f 2q0
L f 2Rg−LgR f 2−Rc f Lg

Lg+L f 2
+VPCCq0

] [
IL f 2d0

L f 2Rg−LgR f 2−Rc f Lg
Lg+L f 2

−VPCCd0
] 2

3
VPCCq0√

∆dq0

RgL f 2−R f 2Lg−Rc f Lg
Lg+L f 2


.

(4.34)
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The general state-space representation of the interconnected system has been reported in
(3.44), and is shown below for simplicity:{

ẋsys = Fint xsys +Gint usys

ysys = Hint xsys +Jint usys
(4.35)

where usys = [∆Pset ∆Qset ]
T , ysys = [∆P ∆Q]T , and xsys = [xc xπ ]

T . The matrices Fint , Gint ,
Hint and Jint are calculated according to (3.46), with Ad , Bd , Cd and Dd given by:

Ad = diag{Ac,Aπ}
Bd = diag{Bc,Bπ}
Cd = diag{Cc,Cπ}
Dd = diag{Dc,Dπ}

(4.36)

Finally, defining the following vectors usub = [uc uπ ]
T , and ysub = [yc yπ ]

T , the interconnec-
tion matrices for the considered case study are given below:

L11 =



0 0 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 1 0

0 0 0 0 1

1 0 0 0 0

0 1 0 0 0


; L12 =



1 0

0 0

1 0

0 0

0 0

0 0

0 0


; LT

21 =



0 0

0 0

1 0

0 1

0 0


; L22 =

[
02×2

]
. (4.37)

The initial operating conditions can be obtained by solving the following system of equations
obtained from the linearization process of (4.26)-(4.28):

Vg =VPCCd0−RgIL f 2d0 +ω0LgIL f 2q0

0 =VPCCq0−RgIL f 2q0−ω0LgIL f 2d0

E0 cosθ0 =Vcd0 +(Rc f +R f 1)IL f 1d0−Rc f IL f 2d0−ω0L f 1IL f 1q0

E0 sinθ0 =Vcq0 +(Rc f +R f 1)IL f 1q0−Rc f IL f 2q0 +ω0L f 1IL f 1d0

0 = IL f 1d0− IL f 2d0 +ω0C fVcq0

0 = IL f 1q0− IL f 2q0−ω0C fVcd0

Vg =Vcd0 +Rc f IL f 1d0−RsumIL f 2d0 +ω0(Lg +L f 2)IL f 2q0

0 =Vcq0 +Rc f IL f 1q0−RsumIL f 2q0−ω0(Lg +L f 2)IL f 2d0

(4.38)

where Vg is the amplitude of the grid voltage, and Rsum accounts for the sum of Rc f , R f 2, and
Rg.
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Figure 4.14: (a) Simplified frequency droop loop, (b) simplified active power loop.

4.2.2 Parameter tuning and eigenvalue analysis

In order to investigate the behaviour of the synchronverter under different grid conditions,
a simple and intuitive approach for tuning the control parameters is adopted in the follow-
ing. It aims to the optimization of the step response of the converter in terms of rise-time,
overshoot, and settling-time. Active and reactive power loops are considered separately, and
the transfer functions of each loop are approximated to second-order equations. Control pa-
rameters are then calculated in order to obtain a damping ratio of the resulting approximated
transfer function of 1/

√
2 which, according to control theory [67], represents the optimal

parameter tuning of a second-order system. It is, however, worth to notice, that the adopted
simplifications might result in design errors, with possible repercussions on control perfor-
mances. In fact, even if the full-order model of the system would be considered, separating
the two loops might lead to erroneous results due to the cross-coupling between active and
reactive power taking place in the real system. Thus, the tuning procedure presented below
will be refined in the next section, in order to consider the MIMO nature of the system.

According to the control structure shown in Fig. 4.12, four parameters need to be tuned, and
namely the P− f droop coefficient Dp, and the virtual moment of inertia J of the active
power loop, along with the Q−V droop coefficient Dq, and the K factor of the reactive
power loop. However, droop coefficients are usually fixed in order to comply with grid code
requirements, and typical values are in the range of 5 % [31]. Considering this indication as
a design guideline, only J and K can be adjusted in order to improve the dynamic behaviour
of the system. Nevertheless, the procedure reported below can be also adopted for the case
that the four parameters are freely adjustable. Furthermore, the design of the filter hardware
components is not explicitly addressed in this work, yet it is assumed that filter parameters
are tuned according to the filter design procedure reported in [179].

The simplified scheme of the synchronverter frequency droop loop is shown in Fig. 4.14 (a),
and it is described by the following first-order transfer function:

∆ω

∆T
(s) =

1
Dp

1+ s J
Dp

=
K f

1+ s τ f
(4.39)

Fig. 4.14 (b) shows the simplified scheme of the active power closed-loop. A first-order
transfer function is adopted in order to account for the filter and the grid, which is given
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Figure 4.15: (a) Simplified reactive power loop scheme, (b) simplified Q−V loop scheme.

by the ∆P
∆θ

transfer function of the plant Π . This represents a second-order transfer function
with two poles, whose time constants are indicated with τ1 and τ2, respectively. The transfer
function ∆P

∆θ
approximation is given by:

PT 1P(s) =
Ssp

1+ s τre f p
(4.40)

where Ssp is the steady-state value of ∆P
∆θ

, and τre f p is the time constant of its dominant pole.
Under the assumption that the virtual moment of inertia J is chosen sufficiently small (e. g.
τ f ≈ τre f p/10), the dynamic of the frequency droop loop can be neglected, and the power
loop is approximated to the following second-order transfer function:

Papp(s) =
1

T 2
p s2 +2ζpTps+1

(4.41)

where Tp and ζp represent the inverse natural frequency and the damping ratio of the approx-
imated transfer function, respectively:

Tp =

√
τre f p ωn Dp

Ssp
; ζp =

1
2

√
Dp ωn

τre f p Ssp
(4.42)

Therefore, assuming that DP is already set in order to comply with the steady-state perfor-
mance requirements, the damping of the simplified second-order active power loop cannot
be influenced otherwise [80]. If instead DP is freely adjustable, it can be tuned so as to obtain
a resulting ζp = 1/

√
2. It is worth to remark, that the choice of J indicated above, makes the

control behaving similarly as the droop controller already discussed in Section 2.4, while the
effects of this parameter on the converter dynamic, as well as on its stability are investigated
in the following of this chapter.

A similar approach is proposed here for the tuning of the reactive power loop. Nevertheless,
due to the Q−V droop, two separated loops are identified, and namely a reactive power
and a voltage control loop, respectively shown in Fig. 4.15 (a) and (b). Also in this case,
the transfer functions ∆Q

∆Ep
and ∆V

∆Ep
of the plant Π are approximated to first-order transfer

functions, indicated as PT 1Q and PT 1V , respectively:

PT 1Q(s) =
Ssq

1+ s τre f q
; PT 1V (s) =

Ssv

1+ s τre f v
(4.43)
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Figure 4.16: Model validation: (blue) EMT simulations, (red) linearized model. (a) ∆P
∆Pset

, (b)
∆Q

∆Pset
, (c) ∆P

∆Qset
, (d) ∆Q

∆Qset
.

where Ssq and Ssv are the steady-state values of ∆Q
∆Ep

and ∆V
∆Ep

, respectively, while τre f Q and
τre fV are the time constants of the respective dominant poles. The resulting damping factors
of the two approximated transfer functions are reported below:

ζq =
1
2

√
K

τre f q ωn Ssq
; ζv =

1
2

√
K

τre f v ωn Dq Ssv
(4.44)

In case that Dq can be arbitrarily modified, K and Dq can be selected such that ζq = ζv =

1/
√

2. Otherwise, the highest value of K resulting from the two calculations is chosen.

Simulation results

In order to test the performances of the converter when the parameters are tuned by adopting
the presented procedure, a real case of study is considered, whose parameters are reported in

Table 4.3: Parameters of the simulated system
Description Symbol Value Description Symbol Value

Rated converter power Sn (kVA) 300 Grid resistance Rg (pu) 0.005
Grid short-circuit ratio SCR 20 Filter resistance R f 1 = R f 2 (pu) 0.02

X/R ratio grid impedance X/R 10 Damping resistance Rc f (pu) 0.18
Lint-to-line voltage VLL (V rms) 400 Capacitor filter C f (pu) 0.05

Rated grid frequency fg (Hz) 50 P Droop coefficient Dp (5%) 60.8
Grid inductance Lg (pu) 0.05 Q droop factor Dq (5%) 18371

Converter-side inductance L f 1 (pu) 0.08 Virtual moment of inertia Jopt 0.0638
Grid-side inductance L f 2 (pu) 0.02 K factor Kopt 37459
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Figure 4.17: Effects of parameter variations on the dynamic response of the system. Varia-
tion of parameter J within the range

[
Jopt/50 ; 50 Jopt

]
: (a) ∆P

∆Pset
, (b) ∆Q

∆Pset
, (c)

∆P
∆Qset

, (d) ∆Q
∆Qset

. Variation of parameter K within the range
[
Kopt/4 ; 4 Kopt

]
: (e)

∆P
∆Pset

, (f) ∆Q
∆Pset

, (g) ∆P
∆Qset

, (h) ∆Q
∆Qset

.

Table 4.3. The LCL filter parameters are chosen according to the design procedure reported
in [179], while the control parameters result from the tuning procedure described above.

Firstly, the linearized model of Fig. 4.13 is validated against time-domain simulations. The
system shown in Fig. 4.12 has been implemented in MATLAB/Simulink/PLECS, where the
converter has been replaced by means of controlled voltage sources reproducing the signal
e∗ calculated by the control, thus neglecting the high-frequency switching effects of the
converter. The comparison between EMT simulations and the results of the linearized model
to steps of active and reactive power setpoints of 0.3 pu are shown in Fig. 4.16. A good
match between the two models for the direct transfer functions ∆P

∆Pset
and ∆Q

∆Qset
, as well as for

the cross-coupling effects ∆Q
∆Pset

and ∆P
∆Qset

can be appreciated in the figure. It is worth to notice,
that the reactive power in Fig. 4.16 (d), does not reach the given setpoint of 0.3 pu due to
the effect of the droop control, which modifies the reactive power injection according to the
measured voltage at the PCC.

Fig. 4.17 shows the effects of parameter variations on the step response of the converter. The
red curves indicate the dynamic responses of the system when the parameters correspond to
those indicated in Table 4.3. Then the factor J is varied within the range

[
Jopt/50 ; 50 Jopt

]
,

while the parameter K is maintained constant and equal to Kopt . The results are reported in
Fig. 4.17 (a)-(d), where green curves indicate the response when the corresponding parameter
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Figure 4.18: Location of system eigenvalues for nominal operating conditions: (a) overview,
(b) zoom in the range of λ1-λ5, (c) zoom in the range of λ6-λ9.

is lower than the estimated optimal value, whereas blue curves when the parameter is chosen
to be higher than it. Similarly, the effects due to the variation of the parameter K on the
dynamic response of the converter are shown in Fig. 4.17 (e)-(h), where K is varied in the
range

[
Kopt/4 ; 4 Kopt

]
, while J = Jopt . It can be noticed, that though the simplified tuning

procedure, the chosen control parameters provide acceptable results, according to the initial
objective of achieving a satisfying dynamic response of the system in terms of rise-time,
settling time, and overshoot. It can be also noticed, that the increase of the parameter J tends
to introduce low-frequency oscillations in the response, while an increase of the parameter K
increases system damping, effects that will be further investigated in the following by means
of eigenvalue analysis. Finally, the results shown in the figure, also emphasize the cross-
coupling effects between control loops, since variations of control parameters of one control
loop generally affect the whole system dynamic.

Eigenvalue analysis

In the following, the effects of parameter variations on system stability are studied by means
of eigenvalue analysis. The linearized system model developed above contains nine eigenval-
ues which, under nominal operating conditions, are located in the complex plane as shown in
Fig. 4.18. These can be grouped into two clusters: the eigenvalues λ1-λ5 far from the imag-
inary axis, and λ6-λ9, located closer to the origin, and representing therefore the dominant
system modes, as discussed in Section 3.3. The easiest way for assessing the effects of pa-
rameter variations on system eigenvalues is to perform sweeps of the parameters of interest
and observe the migration of system eigenvalues. Due to the simple system configuration,
this approach is adopted in the following, in order to investigate the effects of the control
parameters J and K, along with the variation of the grid SCR, on system stability.
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]
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in the range of λ6-λ9.

Fig. 4.19 shows the migration of the nine eigenvalues of the system for a sweep of the pa-
rameter J in the range

[
Jopt/20 ; 20 Jopt

]
. Colors have the same meaning as in Fig. 4.17,

hence, red dots indicate nominal conditions and correspond to the positions indicated in
Fig. 4.18, green points correspond to the location of the eigenvalues for lower values of the
corresponding parameter, blue points for higher values, and the direction of the arrows indi-
cate the migration of the eigenvalues for an increase of the corresponding parameter. It can
be noticed, that an increase of the parameter J causes a migration of the eigenvalues λ2-λ5

leftwards. The real eigenvalue λ1 is particularly sensitive to this variation, and together with
λ8, they become a couple of complex conjugated poles when the parameter J is increased
above the chosen value Jopt . Indeed, this parameter has been calculated so as to approximate
the active power loop by means of a second-order transfer function. Therefore, the chosen
value would basically correspond to an inertia factor close to zero, while an increase of this
parameter over the indicated Jopt introduces additional oscillatory modes in the dynamic re-
sponse of the system. Particularly interesting is the behaviour of the complex conjugate pair
λ6-λ7, which might become critical for a further increase of the parameter J over Jopt , and
correspond to the low frequency modes that have been observed in Fig. 4.17 (a).

Fig. 4.20 shows the migration of the system eigenvalues for a variation of the parameter
K within the range

[
Kopt/5 ; 5 Kopt

]
. Fig. 4.20 (a) shows that the eigenvalues of the first

identified group move leftwards according to an increase of the parameter K, and tend to
cluster to an area not far from the red dots, corresponding to the nominal conditions. On the
contrary, the two real poles λ8 and λ9 move rightwards for an increase of the parameter, and
the latter becomes the dominant pole when K approaches the maximum value of the chosen
range of variation. Nevertheless, the most interesting result is that an increase of K tends
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Figure 4.21: Migration of system eigenvalues for a sweep of SCR within the range
[
2 ; 20

]
:

(a) zoom in the range of λ1-λ5, (b) zoom in the range of λ6-λ9.

to stabilize the system, since the pair of complex conjugate poles λ6 and λ7 become critical
for lower values of K, and destabilize the system when K becomes lower than Klim ≈ 8500,
effects that can be clearly observed in Fig. 4.17.

Finally, Fig. 4.21 shows the effects of the variation of the grid SCR on system eigenvalues,
whose nominal value (SCR=20) represents the case of a strong grid. The parameter is varied
in the range

[
2 ; 20

]
, and the migration of all system eigenvalues is reported in the figure.

Except from λ1, an increase of the grid SCR causes the movement of all system eigenvalues
leftwards. Limiting the stability analysis to system eigenvalues, this result would lead to the
conclusion that the system becomes less stable for operation under weak grid conditions. To
this extent, such conclusions have been drawn in [180], where similar effects as those shown
in Fig. 4.21 have been observed, according to a stability investigation of a synchronverter-
dominated microgrid. Nevertheless, it is interesting to notice that the system remains stable
even for the lowest SCR considered here, while the robust stability analysis performed in
the following of this chapter, will reveal some interesting aspects related to this operating
condition, which cannot be explicitly deduced by means of eigenvalue analysis.
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Figure 4.22: Scheme of the system under study: two LCL filter-based synchronverters oper-
ating in parallel.

4.2.3 Parallel operation of GFM converters

In the following, the eigenvalue analysis reported above for one synchronverter, is extended
to the case of two synchronverters operating in parallel. The system under study is the one
shown in Fig. 4.22, while the state-space description of the interconnected system is obtained
as in the previous case, namely by dividing the overall system into a control subsystem and
the plant, as shown in Fig. 4.13. However, apart from the control subsystem, whose state-
space equations remain unchanged, obtaining the state-space representation of the new plant
by writing down the equations, and linearizing around an operating point, might become
a quite tedious exercise. Therefore, the CCM method is again employed here, however in
order to obtain the state-space description of the new plant, while the process for obtain-
ing the interconnected system, described in the previous subsection, remains unvaried. The
scheme of the whole system suitable for applying the CCM is reported in Fig. 4.23, while
the subsystems composing it are described in the following.

LCL filter

Choosing the inductor currents iL f 1 and iL f 2, along with the capacitor voltage vc as state-
variables, the state-space equations of the LCL filter subsystem are obtained similarly as in
(4.26)-(4.28). However, in this case, not only the control outputs, but also the measured volt-
age at the PCC is among the inputs of this subsystem, while the output is represented by the
grid-side current iL f 2. Writing the equations in dq coordinates, the input and output vectors
are therefore uLCL = [∆Ep ∆θ ∆vPCCd ∆vPCCq]

T , and yLCL = [∆iL f 2d ∆iL f 2q]
T , respectively,

while the resulting state-space matrices are reported below:
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Figure 4.23: Equivalent system representation for applying CCM.

ALCL =



−Rc f−R f 1
L f 1

ω0 − 1
L f 1

0 Rc f
L f 1

0

−ω0
−Rc f−R f 1

L f 1
0 − 1

L f 1
0 Rc f

L f 1
1

C f
0 0 ω0 − 1

C f
0

0 1
C f

−ω0 0 0 − 1
C f

Rc f
L f 2

0 1
L f 2

0 −Rc f−R f 2
L f 2

ω0

0 Rc f
L f 2

0 1
L f 2

−ω0
−Rc f−R f 2

L f 2


; DLCL =

[
02×4

]
;

BLCL =



cosθ0
L f 1

−V0 sinθ0
L f 1

0 0
sinθ0
L f 1

−V0 cosθ0
L f 1

0 0

0 0 0 0

0 0 0 0

0 0 − 1
L f 2

0

0 0 0 − 1
L f 2


; CLCL =

[
0 0 0 0 1 0

0 0 0 0 0 1

]
. (4.45)

Grid

The grid model is represented by a Thévenin equivalent at the PCC. The input of this sub-
system is the sum of the two converter currents, while the voltage at the PCC represents its
output. In order to obtain the information about the voltage at the connection point, another
state has been introduced in the model, by adding a shunt capacitor at the input terminal, as
shown in Fig. 4.24. In fact, choosing very high values for the shunt components Rs and Cs, it
can be assumed that the input current ig flows entirely into the grid, and the PCC voltage is
represented by the voltage vcs across the shunt capacitor. This expedient is equivalent to the
solution commonly adopted by EMT simulation software, and namely equipping a current
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Figure 4.24: Equivalent grid subsystem model for CCM.

source element with a large parallel impedance, in order to ensure simulation convergence.
Analogously, the ”dummy” capacitor introduced in Fig. 4.24, does not have a physical mean-
ing, but it only serves as a mean for introducing an additional state in the subsystem. Similar
solutions have been also reported in the literature, e. g. in [152] or in [181], where, however,
an additional inductor has been also introduced in the shunt branch, increasing the order of
the subsystem model. The equations of the grid subsystem are given below:


Lg

diLg
dt = Rs(ig− iLg)+ vcs− vg−RgiLg

Cs
dvcs
dt = ig− iLg

(4.46)

Writing (4.46) in dq coordinates, and defining the following input and output vectors:


ug = [∆igd ∆igq ∆Vg]

T

yg = [∆vgd ∆vgq]
T

(4.47)

the state-space matrices of the grid subsystem are reported below:

Ag =


−Rs−Rg

Lg
ω0

1
Lg

0

−ω0
−Rs−Rg

Lg
0 1

Lg

− 1
Cs

0 0 ω0

0 − 1
Cs

−ω0 0

 ; Bg =


Rs
Lg

0 −1

0 Rs
Lg

0
1

Cs
0 0

0 1
Cs

0

 ;

Cg =

[
0 0 1 0

0 0 0 1

]
; Dg =

[
02×3

]
. (4.48)

P, Q, and V calculation

Calculation of active and reactive power of each converter, along with the amplitude of the
PCC voltage have been reported in (4.30)-(4.33). These involve algebraic equations and, in
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order to obtain a state-space description of the subsystem, first-order low-pass filters with a
cut-off frequency ωc f are employed. Hence, eq. (4.30), (4.32), and (4.33) become:

∆P =
( ωc f

s+ωc f

)3
2(IL f 2d0∆vgd + IL f 2q0∆vgq +Vgd0∆iL f 2d +Vgq0∆iL f 2q

∆Q =
( ωc f

s+ωc f

)3
2(−IL f 2q0∆vgd + IL f 2d0∆vgq +Vgq0∆iL f 2d−Vgd0∆iL f 2q)

∆V =
( ωc f

s+ωc f

)Vgd0∆vgd+Vgq0∆vgq√
∆dq0

(4.49)

where ∆dq0 = (V 2
gd0 +V 2

gq0), and iL f 2dq =
{

iL f 2dqI, iL f 2dqII
}

. Values at the operating point,
indicated with the subscript "0", can be calculated with a similar procedure as reported in
(4.38). Choosing a proper value for ωc f ensures that this element does not affect the system
dynamic. Defining input and output vectors of the subsystem as:


uPQ = [∆iL f 2dI ∆iL f 2qI ∆iL f 2dII ∆iL f 2qII ∆vgd ∆vgq]

T

yPQ = [∆P1 ∆Q1 ∆P2 ∆Q2 ∆V ]T
(4.50)

the corresponding state-space matrices are given by:

APQ =−ωc f

[
I(5)
]

; CPQ =
[
I(5)
]

; DPQ =
[
05×6

]
;

BPQ = ωc f
3
2



Vgd0 Vgq0 0 0 IL f 2dI0 IL f 2qI0

Vgq0 −Vgd0 0 0 −IL f 2qI0 IL f 2dI0

0 0 Vgd0 Vgq0 IL f 2dII0 IL f 2qII0

0 0 Vgq0 −Vgd0 −IL f 2qII0 IL f 2dII0

0 0 0 0 Vgd0√
∆dq0

Vgq0√
∆dq0


. (4.51)

Interconnected system

The state-space matrices of the interconnected system Fint , Gint , Hint and Jint are obtained
as reported in (3.46), where, for the specific case under study, the required matrices Ad , Bd ,
Cd , and Dd , are given by:

Ad = diag{Ac2,ALCL1,ALCL2,Ag,APQ}
Bd = diag{Bc2,BLCL1,BLCL2,Bg,BPQ}
Cd = diag{Cc2,CLCL1,CLCL2,Cg,CPQ}
Dd = diag{Dc2,DLCL1,DLCL2,Dg,DPQ}

(4.52)

Defining the following vectors:
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usub =
[
uc2 uLCL1 uLCL2 ug uPQ

]T
ysub =

[
yc2 yLCL1 yLCL2 yg yPQ

]T
uplant =

[
∆Ep1 ∆θ1]

T

yplant =
[
∆P1 ∆Q1 ∆V ]T

(4.53)

The interconnection matrices L11, L12, L21, and L22 satisfy the following equations: usub =
[
L11
]22×13 ysub +

[
L12
]22×2 uplant

yplant =
[
L21
]3×13 ysub +

[
L22
]3×2 uplant

(4.54)

These are reported in the Appendix (Section 9.1) for sake of completeness. In the following,
the derived model is validated against time-domain EMT simulations.

Model validation

In order to validate the obtained linearized model of the two synchronverters operating in
parallel, the system depicted in Fig. 4.22 has been simulated in MATLAB/Simulink/PLECS,
and the results are shown in Fig. 4.25. As for the case of one synchronverter operating
alone, average models for the two converters have been employed. It is assumed that the two
converters have the same parameters, shown in Table 4.3, and steps of active and reactive
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Figure 4.26: Location of system eigenvalues when the K parameter of the two converters is
K1=K2=12000. (a) Overview, (b) zoom.

power setpoints of Converters 1 and 2 of 0.3 pu have been simulated. Fig. 4.25 shows the
comparison between the results obtained with the two models, where the cross-coupling
effects between active and reactive power within the same converter, as well as the cross-
coupling between the two converters are depicted. The results shown in Fig. 4.25 (a)-(d)
account for the transfer functions relating quantities within Converter 1, and are similar to
the results already shown in Fig. 4.16. Fig. 4.25 (e)-(h) show the cross-coupling effects
between quantities in the two converters, concluding that a satisfying match between the two
models can be observed also in this case.

4.2.4 Modal analysis

According to the eigenvalue analysis reported above, the converter is apparently far from an
unstable operating condition when the control parameters are chosen by adopting the pre-
sented tuning procedure. The effects of parameter variations on system eigenvalues have
been investigated, indicating how control parameters can influence the stability of the con-
verter when operating alone. In the following, eigenvalue analysis is performed in order to
study the parallel operation between two synchronverters. Under the assumption that the
two converters are identical, they are also tuned with the same parameters, reported in Table
4.3. However, the value of the parameter K of both converters is reduced, so as to bring the
system to an operating condition close to the stability borders.

The location of the twenty-seven system eigenvalues of the resulting interconnected system
for the case when the two converters have the same parameter K1 = K2 =12000, are shown
in Fig. 4.26, with the exception of the eigenvalues λ1-λ4, located far from the imaginary axis.



4 Analysis of the interactions among converters 109

-400 -350 -300 -250 -200 -150 -100 -50 0 50
Real [1/s]

-600

-400

-200

0

200

400

600

Im
ag

in
ar

y 
[r

ad
/s

]

Migration critical system modes - 1 Conv. vs. 2 Conv.
One Converter
Two Converters

16

17

18

19

Figure 4.27: Migration of critical system modes λ16-λ19, (green) one synchronverter, (red)
two synchronverters, K1 = K2 = 10500.

As it can be better appreciated in Fig. 4.26 (b), the critical system modes are represented by
the two couples of complex conjugated poles λ16-λ17, and λ18-λ19. According to the anal-
ysis performed for the synchronverter operating alone, it has been revealed that the system
becomes unstable for values of K < Klim ≈ 8500. However, when the second synchronverter
is connected in parallel, the new K value causing instability becomes Klim ≈ 11800. This
condition is clearly shown in Fig. 4.27, where the location of the critical system modes for
the case when only one converter is in operation (blue circles), is compared to the case when
the second converter is connected in parallel (red dots). The figure has been obtained by
setting the factor K of both converters to a value of 10500, which is not critical when only
one converter is in operation, but causes system instability when the second converter is
connected in parallel.

Participation factors

It has been emphasized in Section 3.3.2, that participation factors allow assessing the contri-
bution of system states to system modes. In the following, a modal analysis is performed, in
order to identify the states mainly affecting the pairs of complex conjugated poles λ16-λ17,
and λ18-λ19, identified here as critical system modes. It is still worth to remark, that par-
ticipation factors do not explicitly provide indications about influence of control or system
parameters on the modes of interest. To this extent, the eigenvalue sensitivity analysis, which
can be performed according to (3.42), and which allows calculating the influence of a pre-
cise element of the state-matrix A on a specific mode, might become helpful. However, since
elements of the state matrix are generally obtained by combinations of parameters, more pre-
cise information can be gained by means of the differentiation of the elements of the system
matrix with respect to a particular parameter of interest, according to eq. (3.43). Either way,
an explicit representation of the state matrix is needed, which might not be always available,
especially when increasing the size of the system under study, and approaches like the one
adopted here become necessary. In fact, the state matrix of the interconnected system has
been obtained by adopting the CCM and, therefore, the explicit representation of the matrix
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Table 4.4: Participation factors

State no Description Subsystem p16-p17 p18-p19

1, 4 ∆M f i f 1, ∆M f i f 2 Control 1 0.0511 0.1067
2, 5 ∆ω1, ∆ω2 and 0.0118 0.0091
3, 6 ∆θ1, ∆θ2 Control 2 0.0534 0.0875
7, 13 ∆iL f 1dI , ∆iL f 1dII 0.0534 0.1109
8, 14 ∆iL f 1qI , ∆iL f 1qII LCL 1 0.0779 0.1252
9, 15 ∆vc f dI , ∆vc f dII and 0 0

10, 16 ∆vc f qI , ∆vc f qII LCL 2 0.0001 0.0001
11, 17 ∆iL f 2dI , ∆iL f 2dII 0.0132 0.0274
12, 18 ∆iL f 2qI , ∆iL f 2qII 0.0192 0.0309

19 ∆igd 0.2429 0
20 ∆igq Grid 0.01941 0
21 ∆usd 0 0
22 ∆usq 0 0
23 ∆P1 0.0006 0.0005
24 ∆Q1 0.0008 0.0016
25 ∆P2 P,Q,V 0.0006 0.0005
26 ∆Q2 Calc. 0.0008 0.0016
27 ∆V 0.0001 0

is not necessarily available, unless a toolbox allowing symbolic calculation is employed.

Multiplying the elements of the left and the right eigenvectors, as reported in (3.39), partici-
pation factors can be calculated. However, since for the case under study the eigenvalues of
interest are represented by couples of complex conjugated poles, the participation factors are
calculated according to the following equation [182]:
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Figure 4.29: Migration of critical system modes according to parameter sweeps: (a) K1 =
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]
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(c) SCR variation in the range
[
2 ; 20

]
, K1 = K2 = 10500.

pki =
|ψik||φki|

∑
n
i=1 |ψik||φki|

(4.55)

where the same notations as in (3.39) apply. Other techniques have been proposed for cal-
culating participation factors in case of complex eigenvalues, which take into account only
the real part of the elements of the eigenvectors [183], but those methods are not considered
here. The calculated participation factors p16−p19 are shown in Fig. 4.28, specifying also to
which subsystem each element is related, while their amplitudes are reported in Table 4.4.

A careful analysis of the obtained results reveals that the states mainly affecting λ16 and
λ17 are those of the grid subsystem ∆igd and ∆igq, while the modes λ18 and λ19 are partic-
ularly susceptible to the control states ∆M f i f , and the converter side filter currents ∆iL f 1d

and ∆iL f 1q. This suggests that, whether it would be possible to identify parameters directly
related to the aforementioned states, it could be assumed that the participation factors can
be somehow directly related to those parameters. Aided by the particularly simple control
configuration of the synchronverter examined here, it is reasonable to assume that the param-
eter K can be directly related to the state ∆M f i f , and namely an increase of this parameter
can provide some damping to the aforementioned state. Similarly, the filter impedance, as
well as the grid impedance, can be directly related to the states ∆iL f 1d-∆iL f 1q, and ∆igd-∆igq,
respectively. To confirm these assumptions, Fig. 4.29 shows the migration of the critical
system modes λ16-λ17, and λ18-λ19 according to variations of the aforementioned parame-
ters. Colors have the same meaning as in Fig. 4.19 - 4.21, namely red dots account for the
location of the eigenvalues at the considered operating condition, blue points are obtained
for higher values of the parameter of interest, green points for lower values, and the arrows
indicate the increase of the parameter. By examining these results, following conclusions
can be drawn:

• As expected, an increase of the parameter K of both converters moves the critical
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modes leftwards, bringing the system into a stable operating condition. Furthermore,
the influence of this parameter is stronger for λ18-λ19 than for λ16-λ17, in accordance
with the participation factors shown in Fig. 4.28.

• An increase of the filter impedance causes a significant migration of all the critical
eigenvalues leftwards, ensuring again a stable operating condition. This represents an
important aspect, which will be further investigated in the next section.

• A reduction of the SCR, hence an increase of the grid impedance, provides additional
damping to the modes λ16-λ17. However, as predicted by the participation factors, it
does not affect the λ18-λ19 , which are barely influenced by this variation, and remain
on the right half plane.

4.3 Robust stability analysis of the interactions among GFL and GFM
converters

In this section, interactions between GFM and GFL converters are investigated. Differently
from Section 4.1, where the interactions between synchronization units of GFL converters
have been investigated by means of impedance-based analysis, and Section 4.2, where the
stability of GFM converters has been addressed by means of eigenvalue analysis and modal
analysis, in this section, the robust stability of GFL and GFM converters is examined by
performing the µ-analysis introduced in Section 3.4.3. It is however worth to remark, that
the impedance-based approach adopted in Section 4.1, has been formulated in terms of a
norm calculation, which allows assessing a stability margin for the MIMO system under
study according to the small-gain theorem, thus complying with robust control theory. On
the contrary, the analysis performed for GFM converters has been solely based on eigenvalue
analysis, and therefore the µ-approach is first applied to this case study.

4.3.1 Robust stability of GFM converters

In order to perform the µ-analysis, the state-space representation of the system is required.
For GFM converters, this has been already obtained in the previous section, both for the
case of a single converter, as well as for the case of two converters operating in parallel.
Furthermore, the adopted system representation shown in Fig. 4.13, where the system under
study is split into a control part and the plant, results particularly suitable for the purposes of
the investigation. In fact, according to the steps for the µ-analysis discussed in Section 3.4.3,
and reported in Fig. 3.10, the general control configuration including model uncertainty is
necessary, whose structure for the particular case under study is depicted in Fig. 4.30.

Two multiplicative input uncertainties are included in the generalized plant G at the input
channels u1 and u2, indicated with Wδ1 and Wδ2 in the figure. These represent frequency
dependent functions, properly chosen so as to include a desired uncertain behaviour of the
plant in the analysis. Yet, it has been explained in Section 3.4.3, that a proper choice of
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Figure 4.31: Frequency behaviour of the uncertainty function chosen for the analysis.

the uncertainty function is fundamental for the purposes of the µ-analysis, due to the fact
that the obtained results are strongly related to it. Fig. 4.31 shows the chosen uncertainty
function considered in the following. As already explained in the example of Fig. 3.9, it
presents the typical behaviour of multiplicative uncertainties, namely lower amplitude at
lower frequencies, rising up to higher values in the high-frequency range. In the specific, the
chosen uncertainty presents an amplitude of 50% in the low-frequency range, accounting for
eventual parameter uncertainties, increasing till 500 % at very high frequencies, in order to
consider the effects caused by the presence of other converters operating nearby, as discussed
in Section 3.4.3. Furthermore, the chosen uncertainty, along with the diagonal structure
adopted here, allows addressing, among others, the effects due to neglected dynamics in the
input channels (sensors), or in the individual output channels (actuators) of the considered
plant, which have not been explicitly included in the model, but are always present in a real
system [103]. The outputs of the generalized plant G are the inputs of the control subsystem,
and are represented by the vector v =

[
v1 v2 v3 v4 v5], which also include the active and

reactive power setpoints Pset and Qset , respectively.
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Figure 4.32: Effects of the variation of the parameter J within the range
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Jopt/20 ; 20 Jopt

]
on the robust stability of the converter.
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Figure 4.33: Effects of the variation of the parameter K within the range
[
Kopt/5 ; 5 Kopt

]
on the robust stability of the converter.

Robust stability analysis of LCL filter-based synchronverter

In the following, the µ-analysis is performed to the case study examined in Section 4.2.1,
represented by a single LCL filter-based synchronverter connected to the grid. Analogously
to the eigenvalue analysis performed in Section 4.2.2, effects of control parameter variations,
as well as grid conditions on the robust stability of the converter are investigated.

Fig. 4.32 shows the results of the µ-analysis according to the variation of the factor J of the
power control loop. Colors have the same meaning as in Fig. 4.19 - 4.21, hence the red curve
represents the µ-factor calculated under nominal operating conditions, and corresponding
to the parameters reported in Table 4.3. The highest peak of µ = 0.658 is reached for a
frequency of ≈ 270 rad/s, showing a satisfying stability margin according to the chosen
uncertainty description. Even though an increase of the parameter tends to augment the
robustness of the control at higher frequencies, an excessive increase of this parameter causes
an increase of the µ-factor in the low frequency range, and reaches almost the unity for a
value of J = 20 Jopt , indicating a reduction of the stability margin in the sub-synchronous
region. This is consistent with the results of the eigenvalue analysis shown in Fig. 4.19,
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Figure 4.34: Effects of the variation of the SCR within the range
[
2; 20

]
on the robust sta-

bility of the converter.

where it has been shown that the increase of the parameter J reduces the damping of two
low-frequency poles, which move toward the imaginary axis and become dominant. This
represents an important aspect that needs to be considered during the design procedure, and
will be further discussed in the following.

The effects of the parameter K on the robust stability of the synchronverter are shown in
Fig. 4.33. An increase of the parameter K above the value calculated by means of the pro-
posed tuning procedure, does not substantially enhance the robustness of the control, which
is instead noticeably worsened by a decrease of the parameter below the calculated Kopt .
This result is again consistent with the results of the eigenvalue analysis shown in Fig. 4.20.
However, the limit of µ =1 is reached for a value of K ≈ 18000, which is more conservative
compared to the Klim ≈ 8500 identified by means of eigenvalue analysis. As already pointed
out in Section 3.4.3, this is a consequence of the fact that the µ-analysis provides information
for a set of possible plants, instead of assessing stability only for a specific configuration.

Finally, Fig. 4.34 shows the effects of the reduction of the grid SCR on the robust stability of
the synchronverter. Contrary to what has been deduced by means of the eigenvalue analysis
performed in Section 4.2.2, where, according to Fig. 4.21, a reduction of the SCR causes a
migration of all system eigenvalues toward the imaginary axis, the results of the robust sta-
bility analysis performed here reveal that the synchronverter is actually suitable for operation
under weak grid conditions, since the reduction of the SCR causes a decrease of the highest
peak of the calculated µ-factor. This can be intuitively explained considering the operating
principle of a synchronverter, and generally of GFM converters, that makes the converter
reproducing the behaviour of a voltage source behind impedance. Hence, small grid pertur-
bations can cause significant variations of converter currents if the impedance between the
ideal voltage source and the grid is relatively small, whereas an high impedance provides
additional damping to the effects caused by such perturbations. To this extent, it is worth to
notice that typical values of stator reactances of real SMs are generally much higher (in the
range of 1.5-2 pu [31]), compared to typical filter impedance of grid connected converters,
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Figure 4.35: Effects of the presence of the second synchronverter operating in parallel on the
µ-factor: (a) overview; (b) zoom.

usually in the range of 0.1 pu [25], and designed so as to optimize the trade-off between
power quality and size of filter components. Similar conclusions have been drawn in [99],
where the proposed approach for the virtual increase of the output converter impedance of a
synchronverter discussed in Section 2.4.3, has been motivated by the fact that a VSM should
reproduce as close as possible the characteristics of a real SM.

It is necessary to remark here that, while GFM converters result suitable for operation under
weak grid conditions, exactly the opposite trend has been observed in Section 4.1 for the
case of GFL converters, where it has been instead demonstrated that these converters are
particularly susceptible to such operating conditions.

Robust stability of two synchronverters operating in parallel

The µ-analysis performed in the previous subsection, for the case of a single LCL filter-based
synchronverter connected to the grid, is now extended to the case of two synchronverters
operating in parallel. The derivation of the state-space model of the system under study has
been already discussed in Section 4.2.3 which, according to Fig. 4.30, is already in a form
suitable for performing the µ-analysis. Hence, the plant constituted by the filter and the
grid adopted for the analysis when the single converter is in operation, is substituted by the
plant of Fig. 4.23, and the analysis is performed again. Assuming that the two converters
have the same parameters, and namely those of Table 4.3, Fig. 4.35 compares the µ-factor
calculated when only one synchronverter is in operation (blue curve), against the resulting µ-
factor when the second syncronverter is connected in parallel (red line). The outcome of this
analysis is consistent with the results obtained by means of eigenvalue analysis, and shown in
Fig. 4.27, where the migration of the critical system modes due to the presence of the second
synchronverter is reported. Nevertheless, in order to obtain the results of Fig. 4.27, additional
steps were needed, and namely the control parameters have been first modified so as to bring
the system close to an unstable operating condition, then the critical system modes under
the specific operating conditions have been identified, and finally their movement has been
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Figure 4.36: Effects of SCR variation within the range
[
2; 20

]
on the robust stability of the

converter: (a) one synchronverter; (b) two synchronverters in parallel.

observed. The calculation of the µ-factor, instead, highlights the reduction of the system
stability margin without the need for any additional steps.

Fig. 4.36 compares the effects of the SCR variation on the µ-factors for the case when the
synchronverter operates alone, and when the second synchronverter is connected in parallel.
Fig. 4.36 (a) is equivalent to Fig. 4.34, and the reason for the reduction of the highest peak
of the µ-factor has been already discussed. It can be observed in Fig. 4.36 (b), that the ben-
eficial effects deriving from the increase of the grid impedance are noticeably reduced when
the two synchronverters operate in parallel. This result can be explained considering that
the second synchronverter operating in parallel, which emulates the behaviour of a voltage
source behind impedance, becomes in this case the (electrically) closest voltage source. As a
consequence, the reduction of the grid SCR does not produce the same effects that have been
examined in Fig.4.36 (a), and Fig. 4.34. It can be then concluded, that the robust stability of
the synchronverter, and generally of a GFM converter, is enhanced when the electrical dis-
tance between the converter and the closest voltage source, which might be represented by
a strong grid, or by another GFM converter, is increased. These results are again consistent
with the eigenvalue analysis performed in Section 4.2.4, where the stabilizing effects on the
parallel operation of two synchronverters due to the increase of the filter impedance of both
converters have been shown in Fig.4.29 (b).

Motivated by these findings, an optimal combination of filter parameters enhancing the ro-
bust stability of synchornverters operating in parallel is pursued in the following. Fig. 4.37
shows the µ-factor calculated for different combinations of inductive and resistive compo-
nents of the converter filter impedance. The blue line represents nominal operating condition,
namely when the inductance and the resistance of the two converter filters coincide with the
values reported in Table 4.3. The red curve has been obtained increasing L f 1 and L f 2 of
both converters of 100 %, while the resistance is maintained constant, causing a general
reduction of the µ factor in the whole frequency range, however maintaining a significant
peak around ≈ 300 rad/s. Analogously, the yellow curve in Fig. 4.37, has been obtained
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Figure 4.37: Effects due to the variation of the converter filter impedance on the µ-factor:
(a) overview; (b) zoom.

by increasing the resistance of the filter impedance of both converters of 100 %, while the
inductance is maintained unchanged. This modification causes a shift of the resonance peak
toward lower frequencies. Finally, the violet curve shows the corresponding µ factor when
both resistive and inductive components of the converter filter impedances are increased of
50 %, which, according to the obtained results, represents the best compromise among the
examined conditions.

Refinement of the tuning procedure for a GFM converter

The synchronverter tuning procedure introduced in Section 4.2.2, does not consider the
MIMO nature of the system, and control parameters have been tuned considering active
and reactive power control loops independently. The dynamic performances of the converter
have been tested by performing time-domain simulations, while stability has been assessed
by means of eigenvalue analysis. Additional information have been gained by means of the
robust stability analysis performed in this section, especially regarding the increase of the
robust stability of a GFM converter when operating under weak grid conditions, along with
indications about tuning of filter parameters. The results of these analysis can be combined
in a comprehensive design procedure for a GFM converter, aiming to find the best compro-
mise between dynamic performances and stability margin. To this extent, an example of
such design process is reported in Fig. 4.38, and the most significant findings obtained in
this section, are summarized below:

• In this work, control parameters have been initially tuned without considering any re-
quirements on virtual inertia. In fact, according to the design procedure presented
in Section 4.2.2, the virtual moment of inertia J has been set to a low value, prop-
erly chosen so as to allow neglecting the dynamic of the frequency droop loop in the
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Figure 4.38: Steps of the proposed design procedure including robust stability considera-
tions.

active power control loop. Considering the different implementations of the power-
synchronization loop of a GFM converter discussed in Section 2.4, this condition
would correspond to the droop control of Fig. 2.15, but can be generally extended
to other among the considered implementations by properly choosing the virtual mo-
ment of inertia J. As it could be interpreted by looking at the results of the eigenvalue
analysis in Fig. 4.19, and that becomes evident from the results of the robust stability
analysis shown in Fig. 4.32, while an increase of this parameter can provide a certain
degree of damping at higher frequencies, a significant increase of the aforementioned
parameter might become instead detrimental for the robust stability of the converter in
the sub-synchronous frequency range. Nevertheless, it is common thought that VSMs
should reproduce the inertia of a real SM of the same size, requiring therefore the use
of additional energy storage in the DC-link of the converter, thus increasing sizes and
costs. Hence, it is instead important to point out that high values of the virtual moment
of inertia J do not always correspond to an increment of the stability margin of the
converter, if damping is not increased accordingly.

• The parameter K of the reactive power loop significantly affects the stability of the
converter. To comply with the design procedure presented in Section 4.2.2, it has been
suggested to choose the highest value of K resulting from (4.44) as Kopt . However,
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Figure 4.39: System under study: (a) equivalent scheme; (b) representation for CCM.

according to the results of the robust stability analysis performed in this section, along
with the time-domain simulations shown in Fig. 4.17, an excessive increase of K over
a certain limit simply worsen the dynamic performances of the converter, without sig-
nificantly contributing to an increase of the stability margin.

• The µ-analysis performed for the case of a single synchronverter connected to the
grid indicates that the robust stability of the converter against high-frequency uncer-
tainties is augmented by the presence of a high impedance between the converter and
the grid. This result has been extended to the case of two synchronverters operat-
ing in parallel, revealing that the robust stability of the synchronverter is generally
enhanced by increasing the electrical distance between the converter and any other
GFM unit operating nearby, which might be represented either by the grid, or by an-
other GFM converter. Methods for virtually increasing the output impedance of a
GFM converter without necessarily increasing the size of its hardware components,
have been discussed in 2.4, and practical applications will be shown in the following
chapters. According to the results shown in Fig. 4.37, it is recommended to choose
the parameters of the virtual impedance so that the corresponding total filter resistance
R f = R f 1+R f 2 = [0.06 ; 0.1] pu, while the the total filter inductance L f = L f 1+L f 2 =

[0.15 ; 0.25] pu.

4.3.2 Model for studying interactions between GFL and GFM converters

In the following, the µ-analysis is performed in order to study effects of proximity of other
converters on the robust stability of a GFL converter. The structure of the system under study
is shown in Fig. 4.39. It is composed of two converters operating nearby, and connected to
the same grid, resembling the structure shown in Fig. 4.1 (b). The state-space representation
of the plant is obtained again by adopting the CCM, and the subsystem decomposition is
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Figure 4.40: Control structures: (a) GFL with PI current control, (c) GFL current source
model, (e) GFM. Subsystem decomposition for CCM: (b) GFL with PI current
control, (d) GFL current source model, (f) GFM.

depicted in Fig. 4.39 (b). Also in this case, impedances between converters, indicated with
Zc1 and Zc2, are introduced, which are modified so as to vary the electrical distance between
the operating units, namely the impedance between their respective PCCs and the connection
bus. It is assumed that the converter labeled as ”Converter 1” is a GFL unit, whereas the
second converter can be either a GFL or a GFM converter. The control structures for the
GFL and the GFM converter considered for the analysis are shown in Fig. 4.40 (a), (c),
and (e). Two different implementations of GFL converters are investigated in the following,
respectively depicted in Fig. 4.40 (a) and (c), and both equipped with a SRF-PLL for the
estimation of the grid angle. In the control structure shown in Fig. 4.40 (a), a PI-based inner
current control loop in the dq reference frame is implemented, while the structure shown
in Fig. 4.40 (b), is the one already adopted in Section 4.1, where the perfect current source
behaviour of the converter is assumed. The GFM converter control is again represented by
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the synchronverter structure already adopted for the stability analysis of GFM converters in
the previous sections, and shown in Fig. 4.40 (e).

The subsystem decompositions of each of the aforementioned control structures are reported
in Fig. 4.40 (b), (d), and (f). The state-space representation of each subsystem depicted in
the figure is discussed in the following, with only few exceptions that have been already
presented in the previous sections, and namely the ”Grid” subsystem, the ”Synchronverter
control”, and ”P, Q, and V calculation”. The three control subsystems are formulated so as
to have the same input and output vectors:

uc = [∆vPCCd ∆vPCCq ∆set1 ∆set2]
T

yc = [∆icd ∆icq]
T

(4.56)

where icd and icq represent the output converter currents, vPCCd and vPCCq the voltages mea-
sured at the respective PCCs, and [∆set1 ∆set2] = [∆i∗d ∆i∗q], for the case of a GFL converter,
while [∆set1 ∆set2] = [∆Pset ∆Qset ] otherwise.

Filter 1 and Filter 2

In order to reduce model complexity, inductive converter output filters are considered in the
following. For convenience, two slightly different formulations are adopted, in order to fit
with the subsystem decomposition of the different control models. These are indicated in
Fig. 4.40 (b) and (f) as "Filter 1" and "Filter 2", and only differ for their input vectors:

u f ilt1 = [∆vdeld ∆vdelq ∆vPCCd ∆vPCCq]
T

u f ilt2 = [∆Ep ∆θ ∆vPCCd ∆vPCCq]
T

y f ilt1 = y f ilt2 = [∆icd ∆icq]
T

(4.57)

The corresponding input matrices B f ilt1 and B f ilt2 are defined as:

B f ilt1 =

 1
L f

0 − 1
L f

0

0 1
L f

0 − 1
L f

 ; B f ilt2 =

cosθ0
L f
−V0 sinθ0

L f
− 1

L f
0

sinθ0
L f

V0 cosθ0
L f

0 − 1
L f

 ; (4.58)

whereas the state-space matrices A f ilt , C f ilt and D f ilt1 are equal for both subsystems:

A f ilt =

−R f
L f

ω0

−ω0 −
R f
L f

; C f ilt =
[
I(2)
]

; D f ilt =
[
02×4

]
. (4.59)

R f and L f indicate the resistive and inductive component of the filter, respectively, whereas
the quantities with subscript "0" represent values at the operating point.
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Figure 4.41: Model of the additional impedance Zc.

Additional impedance Zc

The additional impedance is modeled by means of a resistive-inductive element, whose
equivalent model is shown in Fig. 4.41. A similar solution as the one adopted in the previous
section for modeling the grid is used, hence the auxiliary shunt components Rs and Cs are
introduced in order to create the additional state of the capacitor voltage vcs, obtaining the in-
formation about the voltage at the connection point. The equations describing this subsystem
are reported below: 

Lc
diLc
dt = Rs(iin− iLc)+ vcs− vout−RciLc

Cs
dvcs
dt = iin− iLc

(4.60)

which transformed in dq coordinates, yield the following state-space matrices:

AZc =


0 ω0 − 1

Cs
0

−ω0 0 0 − 1
Cs

1
Lc

0 −Rs−Rc
Lc

ω0

0 1
Lc
−ω0

−Rs−Rc
Lc

 ; BZc =


1

Cs
0 0 0

0 1
Cs

0 0
Rs
Lc

0 − 1
Lc

0

0 Rs
Lc

0 − 1
Lc

 ;

CZc =
[
I(4)
]

; DZc =
[
04×4

]
, (4.61)

while input and output vectors are:
uZc = [∆icd ∆icq ∆vgd ∆vgq]

T

yZc = [∆vPCCd ∆vPCCq ∆icd ∆icq]
T

(4.62)

PLL on Currents and PLL on Voltages

The effects of the PLL on the measured converter currents are represented by means of the
subsystem labeled in the figure as ”PLL on Currents”, whose equations have been presented
in [66]. Indicating with icond and iconq the d and q components of the measured currents
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including the effects of the PLL and propagated in the control, respectively, input and output
vectors of this subsystem are:

uP2C = [∆vPCCd ∆vPCCq ∆icd ∆icq]
T

yP2C = [∆icond ∆iconq]
T

(4.63)

Then the effects of the PLL on the measured currents are modeled by means of the following
equations:

yP2C ≈

[
0 IqHPLL(s) 1 0

0 −IdHPLL(s) 0 1

]
uP2C (4.64)

where Iq and Id respectively indicate the d and the q components of the converter currents
at the operating point, while HPLL(s) is the PLL transfer function already defined in (4.4).
According to the considerations reported in Section 3.4, and namely that it is always possible
to convert transfer-functions into state-space form [153], the state-space matrices of this
subsystem have been obtained from (4.64) by means of the MATLAB command ss.

Similarly, the effects of the PLL on the reproduced converter voltages are modeled by means
of the subsystem "PLL on voltages", associated with the matrix transfer function already
reported in (4.15). Input and output vectors of this subsystem are:

uP2V = [∆vPCCd ∆vPCCq]
T

yP2V = [∆vPV d ∆vPV q]
T

(4.65)

and the state-space description of this subsystem is again obtained from the matrix transfer
function (4.15), by means of the MATLAB command ss.

PI Current Control

Inputs and outputs of the "PI current control" subsystem are given below:
uCC = [∆i∗d ∆i∗q ∆icond ∆iconq ∆vPCCd ∆vPCCq]

T

yCC = [∆vccd ∆vccq]
T

(4.66)

The equations describing the subsystem are:

yCC =

[kpi s+kii
s 0 −kpi s+kii

s 0 1 0

0 kpi s+kii
s 0 −kpi s+kii

s 0 1

]
uCC (4.67)
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where kpi and kii have the same meaning as in (4.16), and indicate respectively the propor-
tional and the integral gain of the PI controller. The state-space matrices are obtained from
(4.67) by means of the MATLAB command ss.

Delay

The subsystem "Delay" takes into account the effects introduced by the PWM modulation
and the digital control, and is represented by the matrix transfer function reported in eq.
(4.18). Indicating input and output vectors of the subsystem as:

udel = [∆vind ∆vinq]
T

ydel = [∆vdeld ∆vdelq]
T

(4.68)

the state-space matrices are obtained applying the MATLAB command ss to eq. (4.18).

PLL-based converter (current source model)

The equations describing the subsystem accounting for the PLL-based converter with current
source behaviour are obtained again from [66], and are similar to those already adopted for
describing the effects of the PLL on the measured currents in (4.64). Defining input and
output vectors as: 

uCS = [∆vPCCd ∆vPCCq ∆i∗d ∆i∗q]
T

yCS = [∆icd ∆icq]
T

(4.69)

The matrix transfer function of this subsystem is reported below:

yCS ≈

[
0 −IqHPLL(s) 1 0

0 IdHPLL(s) 0 1

]
uCS (4.70)

which slightly differs from (4.63) for the sign of some elements. As for the previous case, the
state-space matrices are obtained from (4.70) by means of the MATLAB command ss.

4.3.3 Interactions between GFL and GFM converters - µ-analysis

Two GFL converters in parallel

Once the state-space representation of the control and of the plant are obtained, the system is
brought into a form suitable for performing the µ-analysis. The construction of the general-
ized plant for the examined case is depicted in Fig. 4.42, where differently from the case of
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Figure 4.42: Construction of the generalized plant for the study of the interactions between
GFL and GFM converters.

GFM converters, two multiplicative uncertainties Wδ1 and Wδ2 have been located at the out-
put channels v1 and v2. This choice is motivated by the fact that, compared to multiplicative
input uncertainties, which are suitable for representing the effects of neglected actuators dy-
namic, output uncertainties can better model the uncertain behaviour of input channels [140],
[141]. In fact, for the case of GFM converters examined in the previous section, the effects of
the modulation on the reproduced output voltage of the converter have been neglected in the
model, but have been instead included in the analysis by means of the chosen plant uncer-
tainties. On the contrary, the two GFL converter models considered for the analysis, either
assume the perfect current source behaviour of the converter, or the effects of the delay are
explicitly included in the model. Furthermore, the effects of the PLL on the stability of the
control are mainly due to the measured converter voltages, hence it is much more convenient
for the purpose of this investigation to locate plant uncertainties at the output channels.

Considering first the case of two GFL converters operating in parallel (Zc1 = Zc2 = 0),
and both injecting their rated power, Fig. 4.43 (a) shows the effects due to the variation
of the PLL-bandwidth of the two converters on the calculated µ-factor. The results are
obtained assuming that the two converters are exactly identical in terms of hardware and
control parameters. The blue curves are obtained using the GFL converter model shown in
Fig. 4.40 (c), hence assuming the current source behaviour of the converter. The SCR of the
grid is set to 2.5, and the bandwidth of the two PLLs has been increased within the range

Table 4.5: Parameters of the simulated system
Description Symbol Value Description Symbol Value

Converter rated power Sn 300 kVA DC-link voltage VDC 750 V
X/R ratio X/R 10 Converter switching frequency fs 30 kHz

Line-to-line voltage VLL 400 Vrms Converter filter inductance L f 0.1 (pu)
Grid frequency fg 50 Hz Converter filter resistance R f 0.04 (pu)



4 Analysis of the interactions among converters 127

102 103 104

Frequency [rad/s] 
(a)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

M
ag

ni
tu

de

 factor - Sweep PLL bandwidth
Current source model
PI current control

102 103 104

Frequency [rad/s] 
(b)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

M
ag

ni
tu

de

 factor - Sweep power 2nd Converter 
Current source model
PI current control

Figure 4.43: Two GFL converters in parallel, (blue) converter modeled as a current source,
(red) converter model with PI-based inner current control loop: (a) variation of
the µ-factor for a sweep of PLL-bandwidths of the two converters; (b) variation
of the µ-factor for a sweep of power of the second Converter P2 = [0.5 ; 1]pu.

fc1 = fc2 = [100 ; 120] Hz. The peak of the µ-factor reaches higher values by increasing the
PLL-bandwidth of the converter, overcoming the unity for fc1 = fc2 ≈ 118 Hz. As expected,
this result is more conservative compared to the value calculated by means of eigenvalue
analysis, according to which the PLL-bandwidth causing instability under such operating
condition is fc1 = fc2 ≈ 129 Hz.

The same calculation is performed by modeling the two converters by means of the GFL con-
trol structure shown Fig. 4.40 (a), hence considering the presence of a PI-based inner current
control loop, and the results are represented by the red curves in Fig. 4.43. As for the case
studied in Section 4.1.4, the control parameters of the PI current controllers are tuned accord-
ing to the technical optimum technique [25]. Under these conditions, the PLL-bandwidths of
the two converters causing instability calculated by means of eigenvalue analysis, are slightly
lower compared to the previous examined case, where the current source behaviour of the
converter is assumed, resulting in a critical PLL-bandwidth of fc1 = fc2 ≈ 118 Hz. The red
curves shown in Fig. 4.43 (a), are obtained by varying the bandwidth of the two PLLs in the
range fc1 = fc2 = [100 ; 115] Hz, resulting in a µ-factor reaching the unity for fc1 = fc2 ≈
111 Hz, thus confirming the expected trend.

The results shown in Fig. 4.43 (b), have been instead obtained by setting the PLL-bandwidth
of the two converters with both converter models to fixed values, namely fc1 = fc2 = 115 Hz.
Then the power of the first converter is set to its rated value, while the power of Converter 2
is varied within the range P2 = [0.5 ; 1] pu. This condition can be interpreted as a variation
of the SCR, and the results shown in the figure, again confirm the expected trend, namely
that a decrease of the SCR (higher power injected by Converter 2) causes a decrease of the
converter stability margin (higher µ-factor). It can be then concluded that the outcomes of
the performed µ-analysis for case of two GFL converters operating in parallel, are consistent
with the results obtained in Section 4.1.
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Figure 4.44: Effects of a GFM converter on the robust stability of a GFL converter when
the two converters are connected in parallel: (a) converter modeled as a current
source, (b) converter model with PI-based inner current control loop.

Paralell operation between GFL and GFM converters

Fig. 4.44 shows the effects of the proximity of a GFM converter on the robust stability
of a GFL converter. Assuming that Converter 1 is connected to a grid with SCR = 2.5,
and injects its rated power, the dashed curves shown in Fig. 4.44 are obtained by fixing
the PLL-bandwidth of the converter to a value of fc =120 Hz for the currents source model
(Fig. 4.44(a)), and fc =115 Hz for the model with inner current control loop (Fig. 4.44(b)).

The continuous dark red and dark blue lines in the respective figures, are obtained connecting
a GFM converter in parallel, tuned according to the procedure presented in Section 4.2.2,
while the grid impedance is maintained constant. It can be clearly noticed in the figure that,
independently from the adopted GFL converter model, the µ-factor is substantially reduced,
indicating an increase of the robust stability margin. This effect can be intuitively explained
observing that the presence of a GFM converter operating in parallel, which is stable and
properly tuned, overcomes to certain extents the lack of a stiff grid, a condition required by
a GFL converter in order to operate properly.

Effects of the distance on the obtained results

The results reported above, indicate that the robust stability of a GFL converter operating
under weak grid conditions can be enhanced by locating a GFM converter in its electrical
proximity. This conclusion suggests that a strategical distribution of converters operating
with different working principles in the actual power system could aid integration of power
electronics-based generation, thus without the necessity for a radical replacement of all ex-
isting units. To this extent, it is interesting to investigate how the electrical distance between
converters affect the results obtained above. Assuming that the impedance between convert-
ers is mainly due to the presence of cables and transformers, the term electrical distance used
here can be directly related to the physical distance between the units. However, this is not



4 Analysis of the interactions among converters 129

102 103 104

Frequency [rad/s] 
(b)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

M
ag

ni
tu

de

 factor - Sweep of the distance

102 103 104

Frequency [rad/s] 
(b)

0

0.2

0.4

0.6

0.8

1

M
ag

ni
tu

de

 factor - Sweep of the distance

Distance
Distance

Figure 4.45: Effects of the electrical distance on the robust stability of converters operating
nearby: (a) two GFL converters, sweep of kdist = [1 ; 0.8]; (b) GFL and GFM
converter sweep of kdist = [1 ; 0.5].

a general statement, since the value of determined impedances might be properly increased
in practical cases, so as to provide a certain degree of decoupling between electrical parts of
a complex system, e.g. in order to reduce circulating currents among converters operating
nearby.

In the following, the effects due to the variation of the electrical distance between a GFL
converter and other converters operating nearby, on the results obtained assuming parallel
operation between the units are examined. For the purpose of the investigation, the factor
kdist is introduced. Thus, indicating with Lgb and Rgb inductive and resistive components of
the grid, calculated considering for the respective cases a SCR of 2.5 and a X/R ratio of 10,
resistive and inductive elements of the impedances Zc1 and Zc2 are calculated as follows:

Lc1 = Lc2 = Lgb ·
(
1− kdist

)
; Lg = Lgb · kdist

Rc1 = Rc2 = Rgb ·
(
1− kdist

)
; Rg = Rgb · kdist

(4.71)

A value of kdist = 1 corresponds to the case of converters operating in parallel examined in
the previous paragraphs. A decrease of this parameter increases the value of the impedance
between the two, however maintaining the sum of the total impedance Zc +Zg for each con-
verter unchanged. Since it has been demonstrated in the previous two paragraphs, that the
two investigated GFL models provide qualitatively similar results, in the following, only the
GFL converter model with current source behaviour is adopted for this analysis, gaining re-
duction of model complexity. Fig. 4.45 (a) shows the variation of the µ-factor for a sweep of
kdist within the range [1 ; 0.8] for the case of two GFL converters operating nearby. Although
the sum of the two impedances Zc1 +Zg for Converter 1, and Zc2 +Zg for Converter 2 are
maintained constant, the increase of the electrical distance between the two GFL converters
causes a significant reduction of the µ-factor, indicating an increase of the converter robust
stability margin. The same analysis is then performed for the case of a GFL and a GFM
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Figure 4.46: Summary of the results related to stability analysis of the interactions between
GFL and GFM converters.

converter operating nearby. kdist is varied within the range [1 ; 0.5], and the modification
of the µ-factor according to this variation is reported in Fig. 4.45 (b). An opposite trend
compared to the case of two GFL converters can be observed in the figure, indicating that an
increase of the electrical distance between the converters is responsible for the decrease of
the converter stability margin.

4.4 Summary of the chapter

In the table shown in Fig. 4.46, an overview of the results related to the stability analysis
of GFL anf GFM converters performed in this chapter, and focusing on the synchronization
principles employed by the two examined converter types, is reported. These are summarized
below:

• The stability of GFL converters has been investigated by means of impedance-based
analysis in Section 4.1. In order to address the effects of the interactions among syn-
chronization units of GFL converters operating nearby, a simplified model including
only the PLL, and assuming the current source behaviour of the converter has been
considered. The simplified system configuration allowed the calculation of a non-
conservative norm-based stability margin, which has been adopted in order to perform
a MC-based analysis. The outcome of this analysis showed that a GFL converter is par-
ticularly susceptible to weak grid operating conditions, and it has been demonstrated
that there are limitations for the maximum allowable PLL-bandwidth of such convert-
ers. Furthermore, it has been shown that interactions between synchronization units
of GFL converters operating nearby further reduce the value of the highest achievable
PLL-bandwidth, being these effects accentuated by weaker grid conditions.

The effects of additional control loops, e. g. the current control loop, on the results
of the performed impedance-based stability analysis, have been subsequently included
in the investigation. It has been demonstrated that the simplified model assuming the
current source behaviour of the converter can still provide qualitatively reliable results,
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yet by reducing model complexity. On the contrary, the proposed norm calculation
adopted for the MC analysis cannot be applied anymore when the additional loops are
included in the model, due to the fact that the conditions for proving that the obtained
results are non-conservative cannot be fulfilled. Finally, the robust stability analysis
performed in Section 4.3.3, has shown that a stability margin consistent with the results
obtained in Section 4.1, can be calculated independently on the adopted GFL model
by means of µ-analysis.

• The eigenvalue analysis performed in Section 4.2 for GFM converters, along with the
robust stability analysis performed in Section 4.3.1, have shown that a GFM converter
operating alone is particularly suitable for applications under weak grid conditions,
since its robust stability is enhanced by increasing the impedance between the con-
verter and the voltage source representing an ideal strong grid. The investigation has
been extended to the case of two GFM converters operating in parallel, showing how
the robust stability of the GFM converter is negatively affected by the presence of an-
other converter of the same type operating in close electrical proximity. This result has
been generalized saying that the robust stability of a GFM converter is enhanced when
the electrical distance between the converter and any other GFM unity, which might
be represented by the grid or by another GFM converter, is increased. The imple-
mentation of a virtual impedance in the control of GFM converter has been proposed
as a possible solution, in order to enhance the stability of GFM converters operating
electrically close, an aspect that will be further investigated in the following chapters.

• The effects of the parallel operation between GFL and GFM converters have been ad-
dressed in Section 4.3.3. The results of the performed robust stability analysis have
shown the beneficial effects on the stability of a GFL converter operating under weak
grid conditions deriving from the presence of a GFM converter located in electrical
proximity. The way how the electrical distance between converters affects the robust
stability of a GFL has been addressed in the same section. The outcome of this in-
vestigation shows that small variations of the distance might substantially modify the
results obtained when the converters operate in parallel, and that the increase of the
electrical distance between two GFL converters has opposite effects compared to the
case when the GFL converter operates in proximity to a GFM unit.
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5 Fault ride-Through (FRT) of GFM converters

The operating principles of GFM converters have been discussed in Chapter 2, and a com-
prehensive literature overview on the possible implementations of the different subsystems
composing the general control structure of a GFM converter has been presented in the same
chapter. In the following, some of the most relevant challenges related to the implementation
of GFM converters are addressed, which are represented by the synchronization stability, and
the currents limitation during faults. These two aspects, typical of SMs, are inherent in the
behaviour of GFM converters, as it will be demonstrated in the following. Thus, after having
analyzed the causes for these two phenomena, and the consequent challenges for a GFM re-
lated to them, a proper Fault Ride-Through (FRT) strategy for GFM converters is proposed,
whose efficacy is first demonstrated by means of hardware-in-the-loop (HIL) simulations in
this chapter, then by means of experimental tests in Chapter 6.

5.1 Challenges for GFM converters

The characteristics of GFM converters, and their conceptual differences compared to GFL
converters have been discussed in Chapter 2. The stability analysis performed in the previous
chapter has demonstrated that, contrary to their counterpart, GFM converters are particularly
suitable for operation under weak grid conditions, a situation that converters in the power
system of the future are supposed to face rather frequently. Furthermore, due to the possibil-
ity of virtually modifying the equivalent output impedance of the converter according to the
operating condition, when operating close to another GFM converter or connected to a stiff
grid, the equivalent output impedance could be increased, so as to artificially increase the
electrical distance between the GFM units, while when connected to a grid with low SCR,
its output impedance could be instead reduced, enhancing the stability of the GFL converters
operating nearby.

Although from the conceptual point of view GFM converters are highly appealing due to their
capability of solving several shortcomings of GFL converters, there are, however, several is-
sues related to their practical implementation. Among them, the transition between islanded
mode and grid-connected mode still represents a topic of research [184], even though it has
been extensively investigated in the last decade in the context of microgrids [185]-[188]. Be-
side that, other aspects have gained particular attention in recent years, and mainly concern
the behaviour of GFM during fault conditions when operating in wide interconnected net-
works, rather than in an isolated system or in a microgrid. Among them, the synchronization
stability and the current limitation during faults are surely noteworthy, two phenomena that
GFM converters inherit from the emulation of certain aspects of real SMs. Indeed, the first
one is directly related to the power-synchronization principle reproduced by many GFM im-
plementations, while a proper handling of short-circuit currents in order to provide support
to grid stability, yet preventing the converter from hardware damages, is directly related to
the emulated behaviour of a voltage source behind impedance.
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Figure 5.1: SM connected to an infinite bus: (a) equivalent single-line diagram; (b) power-
angle curve.

In the following, these two aspects are first discussed from the conceptual point of view,
then their consequences on the behaviour of a GFM converter are examined. Finally, proper
solutions to handle their occurrence are proposed.

5.1.1 Rotor angle stability

Most of the GFM implementations presented in the literature, which have been examined in
Section 2.4, reproduce the power-synchronization mechanism of a SM for grid synchroniza-
tion purposes. The effects on the small-signal stability of the converter deriving from this
synchronization principle compared to the process adopted by GFL converters, and com-
monly achieved by means of dedicated units (e. g. PLLs or similar structures), have been
thoroughly exposed in the previous section. Nevertheless, reproducing this mechanism in the
control of a converter might give rise to instability phenomena typical of a classical power
system, e. g. rotor angle stability. Already introduced in Section 3.1.2, this phenomenon is
commonly indicated as loss of synchronism in power system theory [70], and is succinctly
explained in the following.

Let us consider the case of a SM connected to an infinite bus through a transmission line,
schematically shown in the single-line diagram of Fig. 5.1 (a). Assuming the most generic
case of a resistive-inductive impedance Z = R+ jX , the power exchange between the syn-
chronous machine and the infinite bus is given by the following equation:

Pu =
1
Z

[
E2

f cosφ +E fVg cos(φ −δ )

]
(5.1)

Defining the angle γ = φ − π

2 , eq. (5.1) can be rewritten as [70]:

Pu =
1
Z

[
E2

f sinγ +E fVg sin(δ − γ)

]
= PC +PM sin(δ − γ) (5.2)
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Figure 5.2: (a) Generator connected to an infinite bus through a double-circuit line; (b) graph-
ical explanation of the equal-area criterion; (c) limit condition for stability.

A graphical explanation of eq. (5.2) is reported in Fig. 5.1 (b), showing that the power-angle
curve is generally a displaced sinus, where δM indicates the angle displacement between the
two voltage sources corresponding to the maximum power transfer. However, for the case of
a purely inductive transmission line, Z = jX , γ = 0, and the following is valid: Pu =

E f Vg
X sinδ

δM = π

2

(5.3)

Let us now consider the condition depicted in Fig. 5.2 (a), where the generator is connected
to the infinite bus through a double-line circuit. The input to the generator is the mechanical
power Pi, and the initial operating point is defined by the intersection between the blue curve
and the green horizontal line, hence the point a = (Pi , δ0) in Fig. 5.2 (b). Assuming that
at a certain instant in time a fault causes the opening of one of the two lines, the equivalent
impedance between the generator and the infinite bus is suddenly increased, modifying the
power-angle curve as depicted in Fig. 5.2 (b). Since the angle between the generator and the
infinite bus δ0 is initially unchanged, the operating point suddenly drops to point b, directly
below the initial operating point a. According to the simplified expression of the swing
equation, the accelerating power Pa is defined as follows [70]:

Jδ̇ δ̈ = Pi − Pu = Pa (5.4)

At the instant when the fault occurs, the accelerating power Pa = P+
aMAX

, corresponding to
the vertical line ab in the figure. This causes an acceleration of the machine that shifts the
operating point along the curve from b to c. In c, the accelerating power Pa = 0, but the speed
of the machine reaches its maximum value δ̇MAX , hence the angle δ continues increasing.
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Table 5.1: Equal-area criterion

Point Pa δ̈ δ̇ δ

b P+
aMAX

> 0 δ̈
+
MAX > 0 0 δ0

c 0 0 δ̇MAX δc

d P−aMAX
< 0 δ̈

−
MAX < 0 0 δm
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Figure 5.3: Equal-area criterion for the case of a fault cleared at angle δc.

As a consequence, the operating point further moves along the curve, reaching the point d
characterized by δ̇ =0, and whose position in the curve can be calculated according to the
equal-area criterion. In fact, due to the kinetic energy stored in the rotor of the machine, the
value δm in Fig. 5.2 (b) satisfies the following condition:

∫
δm

δ0

Pa dδ = 0 (5.5)

determining the equality of the two areas A1 = abc and the area A2 = cde. Therefore, the
maximum displacement δm is reached at point d, but the accelerating power at that point on
the curve is Pa = P−aMAX

< 0. This produces a deceleration of the machine, that moves the
operating point from d toward c, and then to b. The operating point continues oscillating
between b and d, converging into point c due to the damping of the machine. Table 5.1
summarizes the conditions at the points b, c, and d for the process described above. Finally,
Fig. 5.2 (c) shows the border between stable and unstable operation, represented by the
condition d = e. Indeed, overcoming this limit, a δm satisfying (5.5) cannot be found, and
the machine continues accelerating without finding a stable operating point.

Fig. 5.3 shows the equal-area criterion applied to the case of a fault cleared after a time inter-
val. The light-blue line in the figure represents the power-angle curve after fault clearance,
resulting from a new system configuration after disconnection of the faulted line. Compared
to the previous two cases depicted in Fig. 5.2, PM2 lies below the horizontal line indicating
the input power Pi, so that the machine does not have any chance to maintain the synchro-
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Figure 5.4: Simulation results showing the angle instability phenomena for a synchronverter
when no measures are adopted: (a) active and reactive power; (b) measured am-
plitude of the grid voltage at the PCC.

nism to the grid if the fault is sustained. Yet, instability can be avoided if the fault is cleared
before the angle δ reaches a critical angle δcr, corresponding to the condition f = g. The
clearing angle is usually not known directly, but a clearing time can be estimated from the
sum of relays and breakers delays [70]. Methods for calculating the Critical Fault Clearing
Time (CFCT), namely the longest faulted condition that can be tolerated by the machines of
a power system without falling out of step, have been developed, and usually involve non-
linear analysis and numerical calculations [189]. These are needed in order to design the
protections systems, and usually adopted in order to verify whether generators comply with
the specifications defined by the Network Code on Requirements for Generators (NC-RfG)
[190] given by SOs.

Consequences for the behaviour of GFM converters

The phenomenon described above is a consequence of the power-synchronization mecha-
nism, which causes a SM falling out of step if the equilibrium betweem mechanical and
electrical power cannot be reached. Thus, GFM converters adopting the same synchroniza-
tion principle might be subjected to similar instability conditions. To confirm this state-
ment, simulations for a GFM converter performed in Matlab/Simulink/PLECS, are reported
in Fig. 5.4. The synchronverter model used for the simultations shown in the previous chap-
ter, whose parameters are reported in Table 4.3, has been connected to an infinite bus through
two identical lines as shown in Fig. 5.2 (a), with a resulting SCR=1.7, and X/R ratio of 10.
Only for demonstration purposes, it is assumed that the converter does not have any current
limitation algorithm implemented in the control, and it can sustain currents higher than 1 pu
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Figure 5.5: (a) Converter output power for the simulated event; (b) P−δ curve drawn from
instantaneous simulated converter output power and power angle δ .

during a fault. At t =1 sec, the power setpoint Pset of the converter is set to its rated value,
namely Pset =1 pu, which is reached after a transient. At t =1.5 sec, the disconnection of
one line is emulated, resulting in a SCR below 1. The control tries to restore the power to
the given setpoint increasing the power angle δ , by producing an acceleration of the virtual
rotor. However, it loses synchronism with the grid after few hundreds of milliseconds falling
out of steps. At t = 2.5 sec, the fault is cleared and the original condition is restored, so
that the converter synchronizes again to the grid after a transient. The reactive power droop
control has been activated for the simulations, and the voltages measured at the converter
terminals are shown in Fig. 5.4(b), highlighting that the simulated voltage at the PCC is still
maintained within its operating range considered as normal operation [0.9 pu, 1.1 pu], which
might complicate a prompt detection of such critical condition.

The sequence of events described above is further analyzed in Fig. 5.5, where four different
phases are distinguished and marked by using different colors. For each of the identified
phases, the output converter power against the angle between the virtual back-emf e∗ of the
converter and the voltage of the ideal infinite bus is shown in Fig. 5.5 (b). This provides a
similar plot as the power-angle curve shown in Fig. 5.2, which is, however, obtained from the
quasi steady-state equations reported in (5.2). The first phase, indicated by the blue curve in
Fig. 5.5 (a), represents the inizialization of the converter, where the power sepoints Pset = 0
pu. At the beginning of the second phase, indicated by the yellow curve, a step of the power
setpoint Pset = 1 pu is performed, and the angle δ is increased from 0◦ to ≈ 40◦. At the
occurrence of the fault, the operating point jumps on a new curve maintaining initially the
same δ , which is slowly increased in order to reach the power setpoint Pset . However, the
converter further increases the angle δ , yet without being able to reach a new equilibrium
point, so that the virtual rotor further accelerates and loses synchronism with the grid. This
effect is clearly visible in Fig. 5.5 (b), and is represented by the violet sinus. At t =2.5 sec,
when the fault is cleared, the operating point jumps back to the original curve, as indicated
by the green line in the figure, and pre-fault conditions are restored.
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5.1.2 Short-circuit currents

The second aspect examined in this chapter, is represented by the handling of Low-Voltage
Ride-Through (LVRT) scenarios, or commonly Fault Ride-Through (FRT). As already intro-
duced in Section 2, one of the main differences between GFM converters and their counter-
parts GFL converters is their reaction to a grid fault. A GFL converter, whose reaction to a
grid fault is strongly dependent on the dynamic of its synchronization unit, needs to detect
first the new magnitude and phase of the grid voltage in order to inject properly the required
fault currents, while an outer power control loop will adjust active and reactive current set-
points in order to comply with the grid codes of the country where the plant is installed. This
measurement-based reaction usually requires several tens of milliseconds, and just to have
an idea of the time constants at stake, actual German grid codes require injection of reac-
tive power within 30 ms after fault detection [191]. On the contrary, a GFM converter that
behaves as a voltage source behind impedance is able to react to a grid fault almost instanta-
neously without the need for detecting first the fault condition. This is a consequence of the
emulated behaviour of voltage source behind impedance proper of a GFM converter, whose
injected currents are then directly resulting from the characteristics of the impedance be-
tween the emulated voltage source and the grid. Therefore, similarly to a SM, and assuming
that the impedance between the two voltage sources is mainly inductive, a GFM converter
is able to inject almost instantaneously reactive power at the occurrence of a fault, hence
overcoming the necessity for an accurate estimation of the new grid voltage angle.
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Figure 5.7: Converter currents in case of a symmetrical three-phase fault: (a) whole event;
(b) zoom at the time instant when the fault occurs.

Consequences for the behaviour of GFM converters

Only for demonstration of concepts, simulations results showing the ideal behaviour of a
synchronverter in case of a symmetrical three-phase fault are reported in Fig. 5.6. A current
limitation strategy is not implemented in the control, and it is assumed that the converter is
able to sustain currents up to several times their rated values without incurring in hardware
damages. Converter control and hardware parameters are shown in Table 4.3, and the grid
SCR is set to 20, while the X/R ratio to 10. A step of the power setpoint Pset =1 pu is per-
formed at t = 1 sec, and the converter dynamic response according to this event corresponds
to the one already shown in Fig. 4.17. Then a three-phase short-circuit is simulated at t = 1.2
sec by suddenly decreasing the amplitude of the ideal voltage source Vg of the equivalent grid
model from 1 pu to 0.2 pu. The simulations results reported in Fig. 5.6-5.8 are discussed in
the following:

• As shown in Fig. 5.6, the significant amount of reactive power injected by the con-
verter almost instantaneously, and without the need for any grid angle estimation, helps
boosting the PCC voltage providing a significant contribution to the retained voltage.
This aspect is highlighted in Fig. 5.6 (b), where the measured voltage at the converter
terminals indicated by the continuous blue line is compared against the simulated am-
plitude of the ideal voltage source Vg of the equivalent grid model.

• Since the converter currents are only limited by the impedance between the converter
and the ideal voltage source, which for the simulated case is mainly represented by
the converter output filter due to the high SCR, the converter currents can reach up to
several times their rated values within few milliseconds, as shown in Fig. 5.7. This
behaviour typical of real SMs [192], and also useful in a classical power system for
fault detection purposes (e. g. zone selective interlocking) [193], cannot be reproduced
in practice by a real converter, unless it is massively oversized.
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Figure 5.8: DC-components of the short-circuit currents for the simulated case: (a) phase a;
(b) phase b; (c) phase c.

• As highlighted in Fig. 5.8, unidirectional components of the short-circuit currents with
a decaying time constant τ = L/R can be observed. This behaviour typical of any
RL circuit, is caused by the fact that the currents cannot change instantaneously. DC
currents are also useful in power systems for fault detection purposes. Nevertheless,
trying to reproduce these DC components of the currents would cause the saturation
of the converter isolating transformer.

Taking into account the effects highlighted above, proper countermeasures should be taken
so as to keep the advantages of GFM converters during faults in terms of fast reaction to
a grid event, however by ensuring integrity of the converter hardware components without
requiring significant converter oversizing.

5.1.3 Literature overview on FRT techniques for GFM converters

In the following, a literature overview on the solutions proposed in the literature in order
to overcome the possible issues for GFM converters highlighted above, is reported. Even
though the two phenomena are both related to the converter behaviour during faults, a dis-
tinction between solutions mainly related to avoidance of angle instability, and solutions for
limiting converter overcurrents is done.

Avoidance of angle instability

The issue related to angle instability of converters working according to the power-
synchronization principle of SMs has been recently investigated in the literature in several
works [194]-[202]. In [195] and [196], a non-linear analysis for power-synchronization
based control algorithms is presented, showing that, contrary to real SMs, these controllers
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are able to re-synchronize with the grid after one cycle of oscillation, even if the fault-
clearing time is beyond the CFCT. Other works have addressed the issue of angle stability
related to a grid fault that causes the reduction of the voltages at the connection point, so
that the critical condition can be easily recognized. In that case, proper countermeasures
can be taken, and [197] proposes a modification of the power setpoint proportional to the
measured voltage depression, whereas [198] and [199] modify control parameters at the
occurrence of a grid fault, namely the virtual damping factor in the first case, or the droop
control gain in the latter case. If from one side the reduction of the grid voltage allows easily
to detect a fault condition, this might provoke a sudden increase of the converter currents up
to several times their rated values, which needs to be properly handled in order to prevent
from hardware damages. As a consequence, current limitation during faults can also give
rise to angle instability, an aspect that has been addressed in [200]-[202], and reveals that
the two phenomena are closely related to each other. Nevertheless, the simulation results
reported in Fig. 5.4 (b), show that a potential angle instability condition might not be
necessarily recognized measuring the voltages at the converter terminals, and therefore,
additional safety measures should be adopted, which preferably not only rely on voltage
measurements. To this extent, no solutions are currently proposed in the literature in order
to overcome this limitation, and a possible strategy is discussed in the next section.

Handling of short-circuit currents

The FRT of GFM converters has been also widely discussed in the literature, and various
solutions have been proposed. Nevertheless, due to the lack of clear specifications regarding
the behaviour of such converters during faults, in most of the cases, the proposed techniques
mainly aim on preventing the converter from hardware damages and from instability issues,
however without fully exploiting the potentials of GFM converters during fault conditions.
Typical examples are the solutions adopted in [52], [73], [74], where the converter switches
from GFM operating mode to a vector controlled mode as soon as a fault is detected, requir-
ing therefore a back-up PLL. Other works have proposed the introduction of a cascaded inner
current control loop for achieving converter currents limitation [203], [204], however with-
out explicitly preventing from the risk of instability issues, since proper techniques in order
to avoid the classical phenomena of ”wind-up” or ”latch-up” should be adopted [205].

A valuable alternative to saturation of PI controllers for limiting the fault currents of a
GFM converter is represented by virtual impedances, and different techniques for virtual
impedance implementation have been discussed in Section 2.4. These allow limiting the
fault currents of a GFM converter by adapting the value of the reproduced impedance to
the operating mode, hence avoiding the generation of excessively high current setpoints for
the inner current control loop [206], [207]. To this extent, interesting studies showing the
beneficial effects of virtual impedance implementation for improving the stability of GFM
converters during grid faults when working in parallel to SMs have been reported in [93].

Early studies addressing FRT of VSMs have been presented in [208]. In [209], a non-
linear approach for limiting the control states of a synchronverter is proposed, which ensures
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boundedness of frequency and voltage without the need for implementing anti wind-up tech-
niques, yet without directly solving the issue related to limitation of converter currents dur-
ing faults. Detailed calculations of synchronverter inrush currents during symmetrical and
asymmetrical faults, according to the grid and the control parameters have been presented
in [210] and [211], respectively. Nevertheless, a solution for limiting synchronverter cur-
rents has been proposed only for symmetrical faults in [210], which consists of activating an
hysteresis inner current control loop as soon as the fault is detected. The converter currents
setpoints are calculated by means of the information on the grid voltage angle, so that the
required amount of reactive power according to the grid codes can be injected, thus requir-
ing a PLL or a similar structure. The FRT of GFM converters in case of asymmetrical faults
has been discussed in [212]. An auxiliary control regulating the negative sequence compo-
nent of the converter currents to zero is activated at the occurrence of the fault, resulting
therefore inappropriate for fulfilling some of the most stringent grid codes worldwide, which
also require negative sequence current injection during asymmetrical fault conditions [191].
The work presented in [213], covers this gap considering both symmetrical and asymmetri-
cal faults, and proposes to add an inner current control loop in the synchronverter structure,
composed of a virtual impedance and a positive and negative sequence PI-based current con-
trol loop. This allows implementing the FRT strategies for GFL converters presented in [25],
however without fully utilizing the potentials of GFM converters during faults, but simply
reproducing the classical behaviour of a GFL converter.

Recent works have addressed the problems related to the coordination between outer and
inner loops of GFM converters in order to avoid instability during grid faults, e. g. the angle
stability phenomenon previously discussed. Beside [202], already mentioned in the last sub-
section and where, however, only symmetrical faults are considered, [214] proposes a cur-
rent limitation strategy based on virtual impedances, where converter currents are properly
limited by restraining positive and negative sequence components of the current setpoints.
Nevertheless, several filters are implemented in the proposed control, degrading the dynamic
performances of the converter. Furthermore, only simulation results are shown, lacking from
an experimental proof of the proposed strategy.

5.1.4 Actual status draft grid codes for GB

The current status of the discussions among SOs and manufacturers at European level, and
related to the development of specifications for GFM converters, has been introduced in Sec-
tion 1.1.1. It has been pointed out that, at present time, grid code requirements including
GFM characteristics have not yet been officially released. Nevertheless, the activities cur-
rently ongoing in Great Britain, and driven by the British SO NGESO, seem to represent
the closest approach to a concrete development of grid codes including such characteristics,
becoming probably Great Britain the first country worldwide to introduce such requirements
in the grid codes.

According to these considerations, in the following, the current status of the draft grid codes
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elaborated within the EG on VSM is taken into account as a guideline for defining the be-
haviour of a GFM converter during faults [7], so that proper solutions can be developed
accordingly. Indeed, it has been specified in Section 1.1.1, that the draft specifications elab-
orated within the EG phase, are currently under discussion within a ”working group”, so that
they will be refined in order to approve a final proposal by the end of 2021. At the end of the
second stage of the EG (December 2019), the following requirements were included in the
draft GFM specifications for Great Britain (GFC-GB) [7], [215]:

(i) The converter shall be capable of operating as a voltage source behind a reactance
over a frequency band of 5 Hz to 1 kHz before, during, and after the fault.

(ii) The converter shall have a short-circuit current contribution of at least 1.5 pu of con-
verter rating.

(iii) During a fault or voltage depression below 0.85 pu, the phase, magnitude and fre-
quency of the voltage source will remain fixed at the pre-fault values. In the event that
the resulting fault current would exceed 1.5 pu, a reduced fault current limited to 1.5
pu can be supplied, however its phase angle relative to the voltage source must be
equivalent to the phase angle of the higher fault current.

(iv) In the event of a fault, the converter shall be able of supplying reactive power as soon
as possible and within 5 ms of the voltage disturbance.

(v) The converter shall be capable of absorbing an unbalanced current of up to 2% with-
out modifying the voltage source waveform.

The lower frequency band indicated in (i), was chosen according to the IEEE guide for ex-
citation systems [216], so as to prevent from interactions with conventional machine rotor
resonances, whereas the upper bandwidth of 1 kHz can be considered as an indication for the
eventual implementation of an inner current control loop, an aspect that will be further dis-
cussed in the following. The short-circuit current contribution mentioned in (ii), reflects the
consideration reported in Section 5.1.2 related to the overcurrent capability of SMs during
faults, which cannot be reproduced by a converter without additional oversizing. Hence, a
compromise has been proposed with a short-circuit current up to 1.5 pu which, however, has
been highly debated. Point (iii) provides instead a clear indication on the required converter
behaviour during the fault, the latter defined as a voltage depression below 0.85 pu, and is
therefore considered as a guideline for the FRT strategy proposed in the following section.
Furthermore, this requirement is directly related to the dynamic behaviour of the converter
requested in (iv), being the latter point inherently achieved by fulfilling the requirement of
point (iii). Point (iv) also emphasizes the need for a measurement-less reaction of the con-
verter to a grid event, which is otherwise difficult to achieve with a standard GFL converter.
Finally, point (v) allows limiting the inherent contribution on negative sequence imbalances
below a given threshold, since this might impact on lifetime and costs of the converter hard-
ware components, e .g on the converter DC-link capacitors [217], [218].
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5.2 Proposed solutions for overcoming the highlighted issues

In this section, solutions in order to overcome the issues previously highlighted are proposed.
First, the angle instability phenomenon is addressed, proposing a method for the estimation
of a potential critical operating condition. Then the limitation of converter currents dur-
ing faults is investigated, and a proper implementation of an inner control loop for a GFM
converter is proposed.

5.2.1 Estimation of angle instability condition

Contrary to a real SM, where occurrence of angle instability can be guaranteed only when
the fault clearance within the CFCT is ensured, angle instability can be avoided in a GFM
converter by detecting the potential critical operating condition, and taking proper control
countermeasures. A possible solution might be represented by the direct calculation of the
power angle δ according to the following equation [197], [198]:

dδ

dt
= ω−ωg (5.6)

Hence, the power angle δ could be theoretically obtained by integrating (5.6), however re-
quiring an almost exact knowledge of the grid frequency at any time. To this extent, several
algorithms can be implemented for the estimation of the grid frequency ωg, e. g. the use of
a Frequency-Locked-Loop (FLL) represents a well-established technique for grid-connected
applications [25]. Nevertheless, these algorithms usually provide an accurate estimation of
the grid frequency only at steady-state operating conditions, deviating from the real value
during transients. Furthermore, even assuming that a perfect calculation of δ can be some-
how achieved, the critical angle δM should be known. In fact, as indicated in Fig. 5.1, this
may vary according to the characteristics of the grid impedance Z, thus requiring a precise
estimation of this quantity.

In order to overcome the need for such detailed information, a simple and intuitive solution
is proposed in the following. This is based on the calculation of the synchronizing-power
coefficient defined below [192]:

SPC =
∂Pu

∂δ
(5.7)

where Pu has been defined in (5.1), as the power exchanged between a SM and an infinite bus.
This coefficient has been introduced in [192], as a conservative stability criterion for multi-
machine systems. It is based on the observation that on the stable side of the P− δ curve,
an increase of the power angle δ caused by an acceleration of the rotor ω̇ >0, corresponds
to an increase of the power exchanged between the machine and the infinite bus, resulting
in the opposite behaviour on the unstable side of the curve, where an increase of the angle
δ over δM provokes a decrease of the power Pu. Intuitively, in a multi-machine system,
the synchronizing-power coefficient SPC indicates that if one machine is advanced in phase,
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Figure 5.9: Subsystem in charge of the calculation of the SPC index.

while the others are constant in phase, its electrical power output should increase. So if each
machine in the system meets this requirement, the system is stable [192]. In accordance to
power system theory, the calculation of a factor based on the SPC could be integrated in the
control algorithm of a GFM converter in order to estimate in which side of the P− δ curve
the converter is currently operating. Thus, eq. (5.7) can be rewritten as:

SPC =
∂Pu/∂ t

∂δ/∂ t
(5.8)

An exact calculation of this factor is not necessarily needed, but rather of an index, whose
magnitude can provide an indication about the actual operating condition of the GFM con-
verter. Hence, the SPC index is introduced, whose calculation is performed by means of the
structure shown in Fig. 5.9.

According to the consideration about the exact estimation of the grid frequency, which is al-
most impossible in practice, the quantity dδ/dt cannot be easily obtained. Yet, considering the
synchronverter structure depicted in Fig. 4.12, and assuming transient operating conditions,
this calculation might be approximated to the difference between the actual ω and ωre f . On
the other side, an observer is introduced in order to perform the derivative of the measured
power, and calculate the numerator of (5.8). In fact, it is well-known from control theory
that the discrete derivative of a measured signal is highly sensitive to measurement noise
[219]. The derivative of the measured power is then obtained by using the observer structure
shown in Fig. 5.9, resembling the one of a PLL. The state dP̂/dt is generated by processing
the difference between the measured power P and the estimated power P̂ by means of a PI
controller, whose proportional and integral gains are indicated as kp_d p and ki_d p, respec-
tively. In order to identify the condition where the power angle δ slowly moves from the
stable operating region toward the unstable side of the P−δ curve, the SPC index is calculated
dividing dP̂/dt by dδ/dt. However, this calculation is only performed when the two signals
are simultaneously positive, being the factor set to a constant value otherwise. This signal
is further scaled, processed through a first-order filter, and limited by means of a saturation
block, so that during normal conditions the resulting SPC index = 1.

This procedure allows identifying the transition from the left-hand side of the P− δ curve,
to the right-hand side, where an increase of the power angle δ provokes a reduction of the



5 Fault ride-Through (FRT) of GFM converters 146

0.5 1 1.5 2 2.5 3 3.5
-0.5

0

0.5

1

1.5

2

P 
an

d 
Q

 [
pu

]

Simulation results
P Set
P
Q Set
Q

0.5 1 1.5 2 2.5 3 3.5

Time [s]

0

0.5

1

S
P

C
 i

nd
ex

Threshold

(a)

(b)

Figure 5.10: Simulation results showing the behaviour of the synchronverter when the pro-
posed countermeasures for avoiding angle instability are adopted: (a) active and
reactive power; (b) calculated SPC index.

0.5 1 1.5 2 2.5 3 3.5

Time [s]
 (a)

-0.5

0

0.5

1

1.5

2

A
m

pl
itu

de
 [

pu
]

Active power

P Set
Phase-1
Phase-2
Phase-3
Phase-4
Phase-5

0 20 40 60 80 100

 [°]

-0.5

0

0.5

1

1.5

2

Po
w

er
 [

pu
]

P-  curve

P Set
Phase-1
Phase-2
Phase-3
Phase-4
Phase-5

(b)(b)

Figure 5.11: (a) Converter output power for the simulated event; (b) P−δ curve drawn from
instantaneous simulated converter output power and power angle δ .

converter output power. Once the SPC index hits a lower threshold, further countermeasures
can be employed. A possible solution might be a temporary reduction of the power setpoint,
which is then slowly ramped up to its pre-fault value, waiting for the protections to isolate
the fault. The simulations results in Fig. 5.10, show the behaviour of the converter under the
same conditions simulated in Fig. 5.4, where the calculation of the SPC index is implemented.
Few tens of milliseconds after fault occurrence, the SPC index slowly becomes lower than 1,
hitting a lower threshold of 0.1 at t ≈ 1.8 sec. Merely for demonstration purposes, the power
setpoint of the converter is reduced to 50 % of Pset for 200 ms, and then slowly ramped up
to its pre-fault value within 1 sec. A comparison to Fig. 5.5 is shown in Fig. 5.11, where the
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Figure 5.12: Overview structure of the proposed control scheme including calculation of the
SPC index in the outer loop, and limitation of the short-circuit converter currents
by means of the introduced inner control loop.

P−δ curve corresponding to the simulated condition is reported. Five phases are identified,
and, compared to Fig. 5.5, the additional phase indicated by the cyan lines in Fig. 5.11 (a)
and (b) can be seen, in which the operating point moves leftwards in the P− δ curve, and
then slowly upwards until the fault is cleared, when it jumps back on the pre-fault curve.

5.2.2 Limitation of short-circuit currents

In order to prevent the converter from the risk of overcurrents during grid faults, an inner
control loop based on a variable virtual admittance implementation is proposed [43], [44].
The virtual admittance concept has been already described in Section 2.4, in the context
of possible implementations of the inner control loop of a GFM converter. This allows a
direct control of the converter currents, yet ensuring highly dynamic performances, so that
the behaviour of a voltage source behind impedance before, during, and after the fault can
be reproduced.

The proposed control structure combining the two main modifications discussed in this chap-
ter, is reported in Fig. 5.12. The outer loop is represented by the synchronverter structure
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already shown in Fig. 4.12, where additionally the calculation of the SPC stability index dis-
cussed above, and reported in Fig. 5.9 is introduced, and which can eventually modify the
power setpoint Pset if a critical operating condition leading to angle instability is recognized.
A dedicated unit detects a fault by estimating the amplitude of the measured voltages vPCC at
the connection point. According to point (iii), as soon as the lowest voltage among the three
phases drops below the threshold of 0.85 pu, the switch S1 connects to position 2, while S2

will be opened, so that the magnitude and the frequency of the reference back-emf voltage
e∗ calculated by the outer loop are locked to their pre-fault values. The pre-fault frequency,
indicated in the figure as ωpre− f ault , can be obtained either by means of a dedicated unit, e.
g. a FLL [25], or by means of a proper feedback of the internal quantity ω calculated in the
outer loop.

A variable virtual admittance is implemented in the inner control loop of the proposed struc-
ture. Its inductive and resistive components, indicated respectively with Lv and Rv, are dy-
namically modified according to the operating conditions. To this extent, the effects of the
virtual impedance implementation on the stability of a GFM converter have been thoroughly
investigated in the previous Chapter, and design indications have been provided in Section
4.3.1. Hence, the virtual admittance implementation can reproduce the desired behaviour
during normal operation, while it can be used in order to limit the converter currents during
the fault.

Variable virtual admittance

The virtual admittance concept allows calculating independently single-phase currents di-
rectly from the comparison between the instantaneous measured voltages at the PCC and the
virtual back-emf voltages e∗ calculated in the outer loop according to eq. (2.33), reported
below for simplicity:

i∗(s) =
e∗− vPCC

Rv + s Lv
(5.9)

The currents calculated above would correspond to those flowing into the grid when the
converter is replaced by ideal three-phase voltage sources behind an impedance Zv(s) =
Rv+s Lv. Hence, under normal operating conditions, Lv and Rv are set to their nominal values
Lv_n and Rv_n, properly chosen during the design procedure. At the occurrence of a fault, the
switch indicated in the figure with S3 is closed, and a dedicated subsystem calculates the
quantities Lv_ f and Rv_ f limiting the amplitude of the highest single-phase current to the
maximum allowable value Imax, according to the following equations:

Zv_ f =
(
Ep−V +∆Vcorr

)
/Imax;

Rv_ f = Zv_ f /
√

X2
ratio +1;

Lv_ f =
(
Xratio ·Rv_ f

)
/ωn;

(5.10)
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Figure 5.13: Discrete implementation of the variable virtual admittance.

where Xratio indicates the X/R of the virtual admittance, ωn is the nominal grid frequency,
and, in order to calculate V , the lowest amplitude among the three phases estimated in the
outer loop is considered. Since for the calculation of Zv_ f the phase displacement between
the two phasors of the back-emf voltage and of the measured voltage at the PCC is not taken
into account, a PI controller calculates the quantity ∆Vcorr in order to compensate for the lack
of this information, according to the following equation:

∆Vcorr =

(
kp_corr +

ki_corr

s

)(
Imax− Im

)
(5.11)

where kp_corr and ki_corr respectively indicate proportional and integral gain, and the quantity
Im represents the maximum instantaneous amplitude among the three phases of the current
setpoints i∗. Finally, the variable virtual admittance is discretized as:

Yv(z) =
Ts

z Lv− (Lv−RvTs)
(5.12)

where Ts indicates the control sample time, and a scheme of the discrete implementation of
the virtual admittance is reported in Fig. 5.13. This implementation allows easily modifying
the value of the virtual admittance/impedance according to the operating condition.

It has been highlighted in Section 5.1.2, that the short-circuit currents of a GFM converter can
reach up to several times their rated values within few milliseconds. Hence, before the action
of the virtual admittance loop can actively limit them, the currents calculated according to
eq. (5.9) are processed through a subsystem, indicated in the figure as Generation current
setpoints, and which calculates the setpoints i∗∗ for the most inner current control loop. This
intermediate stage has the task of properly limiting the currents during the fault, so as to
comply with the requirement (iii), and prevent the converter from hardware damages.

To this extent, two approaches for the implementation of this subsystem are examined in
the following. The first one is based on the decomposition of the three-phase currents i∗

calculated by the virtual admittance subsystem into αβ coordinates, an then into positive
and negative sequence rotating vectors. Hence, the limitation of the single-phase currents is
achieved by properly restraining the magnitudes of these two vectors. The second approach
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Figure 5.14: First examined implementation of the subsystem generating the converter cur-
rent setpoints (Concept 1).

handles instead the three-phase currents i∗ separately, so that each phase is treated as an
independent vector, whose magnitude and phase can be properly manipulated so as to respect
the hardware limitations, while complying with the specifications.

Generation of converter current setpoints - Concept 1

The first examined solution for the implementation of the subsystem in charge of the cal-
culation of the converter current setpoints i∗∗, is schematically depicted in Fig. 5.14, and is
referred in the following as Concept 1. This is based on a transformation of the currents
i∗ from the abc to the dq or αβ reference frame and, in order to handle both symmetrical
and asymmetrical faults, a decomposition in positive and negative sequence components is
further required. This resembles the approach commonly adopted in the literature, for the
estimation of positive and negative sequence components of the grid voltages during a fault,
for which several techniques have been proposed, e. g. the Decoupled Double Synchronous
Reference Frame structure (DDSRF) when working in dq coordinates [64], or the Double
Second-Order Generalized Integrator (DSOGI) in αβ coordinates [220], representing these
two approaches the actual state of the art [25], [221]. Nevertheless, the equivalence between
the DDSRF and the DSOGI has been mathematically proven in [25], and therefore only the
formulation in αβ coordinates is discussed in the following.

The frequency ω or the angle θ needed for the transformations are calculated in the outer
control loop and, in contrast to a GFL converter, these represent internal control quantities,
which do not need to be estimated from the measured converter voltages at the PCC, e. g.
by means of a DDSRF-PLL or a DSOGI-FLL [25]. Considering then a formulation in αβ

coordinates, positive and negative sequence currents i∗+
αβ

and i∗−
αβ

can be calculated as:

i∗+
αβ

=
1
2

[
1 −qL

qL 1

]
i∗
αβ

; i∗−
αβ

=
1
2

[
1 qL

−qL 1

]
i∗
αβ

; (5.13)

where qL = e− jπ/2 is a 90◦ lagging phase shift. Assuming a constant frequency, this quadra-
ture signal can be obtained by means of the quarter cycle delayed version of the input signal
[214]. However, this approach works in practice only if the input signal is a perfect sinus
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Figure 5.15: DSOGI structure for the calculation of positive and negative sequence compo-
nents in αβ coordinates.

at rated frequency [25], and therefore other techniques are better suited for generating a
quadrature signal. Among them, the Second-Order Generalized Integrator-Quadrature Sig-
nal Generator (SOGI-QSG) [220], is widely adopted and represents the core of the DSOGI
previously discussed, whose structure is shown in Fig. 5.15, and which is described by the
following equations:

i∗+
αβ

=
1
2

[
D(s) −Q(s)

Q(s) D(s)

]
i∗
αβ

; i∗−
αβ

=
1
2

[
D(s) Q(s)

−Q(s) D(s)

]
i∗
αβ

; (5.14)

where:

D(s) =
i∗
′

αβ

i∗
αβ

=
s kSOGI ω

s2 + s kSOGI +ω2 ; Q(s) =
qi∗
′

αβ

i∗
αβ

=
kSOGI ω2

s2 + s kSOGI +ω2 ; (5.15)

Here kSOGI indicates the gain of the SOGI-QSG, whose tuning procedure has been widely
covered in the literature [25]. Magnitude and phase of positive and negative sequence com-
ponents are then calculated as follows:

I+m =
√

(i∗+α )2 +(i∗+
β
)2 ; I−m =

√
(i∗−α )2 +(i∗−

β
)2 (5.16)

φ
+
I = arctan

( i∗+
β

i∗+α

)
; φ

−
I = arctan

( i∗−
β

i∗−α

)
(5.17)

According to (5.16) and (5.17), the current setpoints i∗ = [i∗a i∗b i∗c ] can be expressed as:
i∗a = I+m cos(φ+

I )+ I−m cos(φ−I )

i∗b = I+m cos(φ+
I −

2
3π)+ I−m cos(φ−I −

2
3π)

i∗c = I+m cos(φ+
I + 2

3π)+ I−m cos(φ−I + 2
3π)

(5.18)
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Figure 5.16: Second examined implementation of the subsystem generating the converter
current setpoints (Concept 2).

The amplitude of each phase current can be calculated from the the quantities I+m , I−m , φ
+
I ,

and φ
−
I , according to the following equations [222]:

Ima =
√
(I+m )2 +(I−m )2 +2 I+m I−m cos(γ)

Imb =
√
(I+m )2 +(I−m )2 +2 I+m I−m cos(γ− 2

3π)

Imc =
√

(I+m )2 +(I−m )2 +2 I+m I−m cos(γ + 2
3π)

(5.19)

where γ =−(φ+
I +φ

−
I ). Then a proper technique needs to be implemented in order to limit

the amplitude of the current setpoints Im = max{Ima, Imb, Imc} ≤ Imax. Hence, an approach
similar to the one proposed in [214] is adopted here, and is briefly explained in the following.
It consists of multiplying both positive and negative sequence current components i∗+

αβ
and

i∗−
αβ

by a proportional factor klim, calculated as follows: klim = 1; i f Im ≤ Imax

klim = Imax
Im

; i f Im > Imax
(5.20)

Then I+m = I+m ·klim and I−m = I−m ·klim, which ensures the limitation of the instantaneous value
of the reconstructed positive and negative sequence current setpoints i∗∗+

αβ
and i∗∗−

αβ
, such

that the resulting current setpoints i∗∗ in each phase do not exceed the maximum allowable
amplitude Imax.

Generation of converter current setpoints - Concept 2

The scheme of the second investigated approach, referred in the following as Concept 2, is
shown in Fig. 5.16. Compared to the previous implementation, each phase is considered
separately, and three independent Kalman filters are employed in order to detect the magni-
tude and the phase of each current, respectively indicated in the figure as I∗mx and φIx, with
x = {a,b,c}. Kalman filters, along with their formulation for non-linear applications, Ex-
tended Kalman Filters (EKFs), are based on a recursive estimation of the states of a process
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Figure 5.17: Graphical explanation of the Kalman filter workflow.

and are widely adopted in control applications, e. g. in Linear Quadratic Gaussian (LQG)
controllers [103], [141]. Kalman filter theory has been subjected to extensive research in the
past decades, becoming nowadays broadly used in practical engineering applications, e. g.
in sensor-less drives [223]-[226], or for grid impedance estimation purposes [227], to name
a few examples.

The estimation process of the Kalman filter can be divided into two distinct phases: predic-
tion and correction. The first one is responsible for projecting forward the current state in
order to obtain a priori estimate of the next step, whereas the correction phase involves the
measurement in the process, and corrects the estimation for the following time step. The
Kalman filter process is schematically shown in Fig. 5.17, and described in the following.
For the specific application under study, the system model is given by the following equa-
tions:

x(n+1) = Φ(n)x(n)+w(n) (5.21)

where x(n) is the state-vector, while Φ(n) is the state transition matrix defined as [228]:

Φ(n) =

cos(ωTs) − sin(ωTs)

sin(ωTs) cos(ωTs)

 (5.22)

with ω representing the frequency of the input signal and Ts the time step. The observation
(or measurement) model is instead assumed to be of the form given below:

z(n) = H(n)x(n)+v(n) (5.23)
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where H(n) = [1 0] represents the measurement matrix, and w(n) and v(n) are the model and
the measurement error vectors, respectively. These are considered to be white sequence with
known covariance matrices Q(n) = Q0 I and R(n) = R0 I, respectively, with I representing
the identity matrix. Indicating with the superscript ”-” calculations using information at the
instant n−1, the prediction equations of the filter are given below:

x̂−(n) = Φ(n−1)x̂(n−1) (5.24)

P−(n) = Φ(n−1)P(n−1)ΦT (n−1)+Q(n) (5.25)

These equations project the state and the covariance estimate from the step n−1 to the step
n. Then the measurement update equations (correction phase) are given by:

K(n) = P−(n)HT (n)
[
H(n)P−(n)HT (n)+R(n)

]−1 (5.26)

x̂(n) = x̂−(n)+K(n)
[
z(n)−H(n)x̂−(n)

]
(5.27)

P(n) =
[
I−K(n)H(n)

]
P−(n) (5.28)

The first task is represented by the calculation of the Kalman gain K(n), while measurements
are involved in the second task, in order to produce a state estimate x̂(n). Then the last task
calculates the covariance matrix of the estimation error P(n), for the next prediction step.

The setpoints currents i∗∗ forwarded to the most inner current control loop are calculated
reconstructing the three single-phase signals from the information about the respective mag-
nitude and phase. First, the magnitude of each current is limited to the value Imax by means
of a saturation unit. Then positive and negative sequence components of the three-phase
signals are calculated as follows:

[
I∗+

I∗−

]
=

1
3

1 α α2

1 α2 α




I∗mae jφIa

I∗mbe jφIb

I∗mce jφIc

 (5.29)

where α = e j2/3π is the Fortescue operator [25], and I∗mx, with x = {a,b,c}, represents the
saturated amplitude of the respective single-phase current. It can be noticed, that the cal-
culation of positive and negative sequence current components is performed by means of
algebraic equations, which do not involve any calculation time delay. The structure reported
in Fig.5.16, also allows employing additional measures in order to limit the magnitude of
negative sequence component, according to point (v) of the draft specifications.

Finally, a similar approach adopting three independent Kalman filters, one for each phase
of the measured grid voltages, is implemented in the fault detection subsystem depicted in
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Fig. 5.12 and located in the outer control loop. This estimates the amplitude of each phase
separately and compares it to the threshold indicated by the specifications in (iii), in order to
trigger the FRT operating mode.

Inner current control loop

In order to fulfill the requirements on the control bandwidth specified in (i), an extremely
fast current control implemented on a FPGA board, and directly generating the converter
pulses without the need of a modulation signal, is employed. In fact, in order to reproduce
the desired behaviour of a voltage source behind impedance up to the frequency specified by
point (i), it is reasonable to design the inner current control loop so as to have a bandwidth in
a range of at least twice the required frequency indicated by the specifications. Hence, this
can be translated into an indication about the rise-time of the current control, considering the
relation between rise-time tr and bandwidth BW of a first-order system [67]:

tr =
ln 9
BW

(5.30)

According to (5.30), the rise-time of the inner current control loop should be in the range of
< 1ms. Therefore, in order to enhance the performances of the current control and reduce
the time delay, different solutions can be employed.

Model predictive control approaches, e. g. deadbeat control [25], might represent good
candidates [172]-[174]. However, due to the susceptibility of this category of controllers to
uncertainties in filter and grid parameters, an adaptive hysteresis current control has been
implemented by means of an FPGA board [229], which allows achieving extremely high
bandwidth, and ensures that the converter currents do not overcome the limitations imposed
the hardware components, under the assumption that their setpoints are properly generated.
Hence, the advanced tracking capability of the implemented current control drastically re-
duces the time delay introduced by this control loop, necessary in order to reproduce the
required behaviour of a voltage source behind impedance in the range specified by the re-
quirements, and achieve an almost instantaneous reaction of the converter within the first 5
ms after fault occurrence.

5.3 HIL simulation results

In order to show the operating principle of the proposed control, in the following, the results
of a hardware-in-the loop (HIL) test campaign are reported. The HIL test bench adopted for
the simulations is depicted in Fig. 5.18. The control structure shown in Fig. 5.12, has been
implemented on a Speedgoat real-time target machine, running with a time step Ts = 200
µs. The calculated current setpoints i∗∗ are forwarded to a FPGA board, where an adaptive
hysteresis current control generating the gate signals of the converter is implemented. A real-
time digital simulator Typhoon HIL 602 has been adopted in order to emulate the converter
and the grid with a simulation time step of 1 µs. The model implemented in the real-time
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Figure 5.18: (a) Scheme of the HIL setup adopted for real-time simulations; (b) picture of
the setup.

HIL simulator is shown in Fig. 5.18, while the characteristics of the simulated system, along
with the control parameters are reported in Table 5.2. These correspond also to the system
parameters of the laboratory setup used for the experiments presented in the next chapter.

In the following, simulation results performed by using the described setup show the be-
haviour of the proposed control during fault conditions. In order to show the impact of the
introduced modifications to the structure of a GFM converter on the behaviour during faults,
the action of each of the introduced subsystems is examined separately, so that starting from
the generation of the current setpoints for the most inner current control loop and going
backwards, the contribution of each subsystem can be appreciated.

Table 5.2: Parameters of the simulated system
Description Symbol Value Description Symbol Value

Converter rated power Sn 1.55 kVA Integral gain correction ki_corr 200
Line-to-line voltage VLL 400 Vrms Virtual moment of inertia J 4e-4
Rated grid frequency fg 50 Hz K factor K 800

Filter inductance L f 0.13pu P-Droop coefficient Dp 0.8
Filter resistance R f 0.015pu Q-Droop coefficient Dq 90
Filter capacitor C f 0.033pu Model error covariance (I) Q0I 0.5

Transformer inductance LT 0.02pu Measurement error covariance (I) R0I 1
Virtual filter inductance Lv_n 0.26pu Model error covariance (V) Q0V 0.5e-3
Virtual filter resistance Rv_n 0.013pu Measurement error covariance (V) R0V 1

Proportional gain correction kp_corr 10 Proportional factor DSOGI kSOGI 2
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Figure 5.19: HIL simulations. Symmetrical fault and generation of current setpoints employ-
ing Concept 1. Simulated grid voltages: (a) beginning of fault, (b) end of fault;
active and reactive power: (c) beginning of fault, (d) end of fault; comparison
current setpoints before current limitation and after current limitation: (e) be-
ginning of fault, (f) end of fault.

5.3.1 Action of the inner control loop

In the following, the dynamic response of the converter by adopting the two concepts de-
scribed in the previous section for the generation of the current setpoints i∗∗, are compared
under symmetrical and asymmetrical fault conditions.

Generation of converter current setpoints - Concept 1

Fig. 5.19 shows the dynamic response of the converter for the case of a symmetrical fault
when the current setpoints i∗∗ are generated according to the strategy labeled as Concept 1,
where the control parameter kSOGI has been chosen according to the indications provided in
[25]. The converter active and reactive power setpoints are respectively set to Pset = 1 pu, and
Qset =0 pu at pre-fault conditions. Then a symmetrical fault is simulated at t = 1 sec, and the
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Figure 5.20: HIL simulations. Asymmetrical fault and generation of current setpoints em-
ploying Concept 1. Simulated grid voltages: (a) beginning of fault, (b) end of
fault; active and reactive power: (c) beginning of fault, (d) end of fault; com-
parison current setpoints before current limitation and after current limitation:
(e) beginning of fault, (f) end of fault.

measured voltages at the converter terminals at the beginning and at the end of the fault are
shown in Fig. 5.19 (a) and (b), respectively. Simulated active and reactive power are reported
in Fig. 5.19 (c) and (d). As expected, the converter reacts with an almost instantaneous
injection of reactive power at the occurrence of the fault, while the instantaneous active
power is suddenly reduced. At t ≈ 2.045 sec the fault is cleared, and a re-synchronization
phase takes place, so that the converter restores the operating conditions prior the fault after a
transient. Oscillations in the simulated active and reactive power can be observed in Fig. 5.19
(c) and (d), which can be explained looking at the converter current setpoints i∗∗ generated
in the inner loop, and shown Fig. 5.19 (e) and (f). Indeed, the adopted strategy is able to
limit the maximum instantaneous amplitude of the current setpoints i∗∗ to the value of Imax,
however, these are highly distorted during the transients (beginning of the fault, as well as end
of the fault) as a consequence of the poor rejection capability of the decaying DC-component
present in the currents i∗. Similar conclusions can be drawn by looking at Fig. 5.20, where
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Figure 5.21: HIL simulations. Symmetrical fault and generation of current setpoints employ-
ing Concept 2. Simulated grid voltages: (a) beginning of fault, (b) end of fault;
active and reactive power: (c) beginning of fault, (d) end of fault; comparison
current setpoints before current limitation and after current limitation: (e) be-
ginning of fault, (f) end of fault.

the simulation results for the case of an asymmetrical fault are shown. Also in this case,
significant oscillations in the power caused by the current setpoints i∗∗ can be observed,
especially during the re-synchronization phase of the converter after fault clearance.

Generation of converter current setpoints - Concept 2

The same events have been simulated by performing the generation of the converter current
setpoints i∗∗ by means of the control structure depicted in Fig. 5.16, and labeled here as Con-
cept 2. Fig. 5.21 shows the converter behaviour according to a symmetrical fault. Comparing
active and reactive power in Fig. 5.21 (c) and (d), against the results of Fig. 5.19 (c) and (d),
a smoother dynamic behaviour can be observed, both at the occurrence of the fault, as well
during the re-synchronization to the grid after fault clearance. These effects can be linked
to the superior performances of the adopted current limitation approach, which are clearly
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Figure 5.22: HIL simulations. Asymmetrical fault and generation of current setpoints em-
ploying Concept 2. Simulated grid voltages: (a) beginning of fault, (b) end of
fault; active and reactive power: (c) beginning of fault, (d) end of fault; com-
parison current setpoints before current limitation and after current limitation:
(e) beginning of fault, (f) end of fault.

visible comparing the results of Fig. 5.21 (e) and (f), against those of Fig. 5.19 (e) and (f).
Furthermore, it can be noticed that the adopted approach allows better fulfilling the indica-
tions provided by the specifications at point (iii), requiring that when the resulting converter
currents deriving from the emulated behaviour of voltage source behind impedance (repre-
sented here by the currents i∗) exceed the maximum amplitude Imax, a reduced fault current
is allowed, which, however, should maintain the same phase of i∗, but with a maximum
amplitude limited to 1.5 pu. Hence, compared to Concept 1, Concept 2 can better avoid cur-
rent distortion deriving from the limitation of the converter current setpoints, thus reducing
oscillations in the output power.

The main reason for that can be found in the capability of this approach of better removing
the decaying DC-components from the setpoint currents i∗, which, as discussed in Section
5.1.2, are typical of short-circuit currents and do not contribute to power injection, but would
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Figure 5.23: HIL simulation. Symmetrical fault: (a) estimated single-phase voltages, (b) cal-
culated amplitude of the virtual impedance. Asymmetrical fault: (c) estimated
single-phase voltages, (d) calculated amplitude of the virtual impedance.

rather saturate the transformer. To this extent, the limitations of PLLs, and similar filter
structures as the one adopted here for the implementation of Concept 1, in estimating se-
quence components of a three-phase system in presence of DC-offset are well-known in the
literature, and methods for overcoming this inconvenient have been proposed, at the cost of
higher complexity and degradation of the dynamic performances [230], [231]. Finally, sim-
ilar considerations regarding the comparison between the two approaches can be drawn for
the case of an asymmetrical fault, whose results are reported in Fig. 5.22.

Virtual admittance loop

Fig. 5.23 shows the virtual admittance calculation performed by the adaptive control loop
described in Section 5.2.2. The results are related to the events shown in Fig. 5.21 and
Fig. 5.22, and namely when the converter currents limitation is implemented by means of
Concept 2. Since the action of this subsystem is triggered by the fault detection unit located
in the outer loop, the estimation of the single-phase voltage amplitudes by means of three
separated Kalman filters implemented in the outer loop are reported in Fig. 5.23 (a) and (b),
for the two examined cases, respectively. The filter parameters are reported in Table 5.2,
and have been tuned so as to result in a lower bandwidth compared to those employed in the
inner loop. This allows enhancing harmonic rejection capability, while it avoids triggering
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Figure 5.24: HIL simulation: behaviour of the converter for a symmetrical grid fault when
only the current limitation control is activated. (a) Simulated voltages, (b) active
and reactive power, (c) converter currents.

the FRT operating mode when only voltage disturbances occur, e. g. line connections or
switching of capacitor banks. As soon as the lowest among the estimated single-phase am-
plitudes falls below the threshold indicated by the specifications at point (iii), the calculation
of the impedance Zv_ f limiting the maximum amplitude of the converter currents to the val-
ues Imax is activated. In Fig. 5.23 (c) and (d), the calculated value Zv_ f according to (5.10),
is compared to the default value Zv_n adopted for normal operation. Only for demonstra-
tion purposes, and in order to maximize the reactive power injection during the fault, Zv_n

has been chosen so as to comply with the indications provided in Section 4.3.1, however
the factor Xratio defining the X/R ratio of the virtual impedance has been maintained con-
stant to a value of 20 before and during the fault. Nevertheless, the implemented procedure
allows easily modifying the X/R ratio of the virtual impedance according to the operating
condition.

5.3.2 Action of the outer control loop

In order to show the importance of the measures adopted in the outer control loop, Fig. 5.24
shows the converter behaviour for a symmetrical fault when only the current limitation con-
trol is activated, the latter implemented by means of Concept 2. The fault detector is deac-
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Figure 5.25: HIL simulation: behaviour of the converter for a symmetrical grid fault when
the power correction according to the SPC index is activated. (a) Simulated volt-
ages, (b) active and reactive power, (c) SPC index.

tivated, as well as the additional security measure modifying the power setpoint according
to the calculated SPC index. The prompt reactive power injection of the converter can be ob-
served in Fig. 5.24 (b), which is intrinsic in the control behaviour, and does not require a
fault detection to be achieved. Nevertheless, the simulations show that, if within the first
tens of milliseconds no further actions are taken, the control tries to regulate the converter
power to the defined setpoint PSet by increasing the power angle δ , however without being
able to reach it due to the limitation of the maximum converter currents. Hence, a similar
behaviour as the one examined in Fig. 5.4, and typical of the angle instability phenomenon
can be observed in Fig. 5.24 (b).

The same simulation is repeated by activating the correction of the power setpoint based on
the calculation of the SPC index, while the fault detection loop remains deactivated. The sim-
ulation results reported in Fig. 5.25, show that the potential angle instability can be avoided
by adopting this strategy, which represents the main objective of this control loop. The cal-
culated SPC index is reported in Fig. 5.25 (c) for the simulated case, while output active and
reactive power of the converter are shown in Fig. 5.25 (b). Only for demonstration of con-
cepts, the action taken in the simulation is to reduce the power setpoint PSet to 50% of the
pre-fault condition as soon as the SPC index hits a lower threshold. Even though this measure
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would prevent the converter from possible angle instability, it is evident that further measures
are needed in order to fulfill the requirements listed in Section 5.1.4.

These results highlight the effects deriving from the activation of the fault detection system,
that controls the switches S1 and S2 in order to fix the amplitude and the phase of the virtual
back-emf voltage e∗ during the fault. Hence, the contribution of this control action can be
summarized in the following two aspects:

• It intrinsically avoids occurrence of possible angle instability phenomena caused by the
reduction of the maximum achievable converter output power, induced by the voltage
drop in combination with the limitation of the converter currents.

• It allows sustaining for the whole duration of the fault the almost instantaneous reactive
power injection intrinsic in the GFM behvaiour, without the need for the calculation of
a reactive power setpoint according to the magnitude of the voltage depression.

5.4 Summary of the chapter

In this chapter, the behaviour of GFM converters during faults, and the critical aspects related
to this operating condition have been investigated. The transient angle stability, and the
sudden increase of converter currents in case of a short-circuit have been examined, which
represent typical phenomena of real SMs, yet intrinsic in the behaviour of a GFM converter.
Each of the examined aspects has been first introduced from the theoretical point of view
by reviewing electrical machines theory, then simulation results have been reported, so as to
show their impact on the behaviour of a GFM converter.

For each of the investigated issues, a literature overview has been first presented, then solu-
tions have been proposed in order to overcome the limitations of the existing approaches. In
the specific, the calculation of an index signalizing a possible angle instability condition has
been proposed, whose motivation has been supported by simulation results showing the pos-
sible benefits deriving from its implementation. Then the limitation of short-circuit currents
has been addressed, and the current state-of-the art has been critically reviewed. It has been
pointed out that most of the FRT strategies for GFM converters presented in the literature,
mainly aim on preventing the converter from the risk of hardware damages and instability
issues, but do not explicitly reproduce the behaviour of a voltage source behind impedance
also during faults. To this extent, the draft grid codes elaborated within the EG established
by the British SO NGESO on GFM converters have been taken as a reference, so as to elab-
orate a proper FRT strategy for preventing the converter from possible instability issues, and
which allows reproducing a GFM behaviour also during the fault.

To fulfill this purpose, a modification to a standard GFM control structure has been proposed,
which is primarily based on a particular implementation of a variable virtual admittance in
the inner control loop, along with additional modifications in the outer loop. This enables
a direct control on the converter currents, yet ensuring the required behaviour of a voltage
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source behind impedance before, during, and after the fault, under the assumption that the
most inner current control loop is adequately implemented. To this extent, two different
approaches for the generation of the converter current setpoints during the fault have been
investigated, and their performances have been compared by means of an extensive simula-
tion campaign using a HIL test bench. The function of each of the introduced subsystems
composing the proposed control is motivated and explained by means of simulation results,
giving particular emphasis to the necessity for a proper coordination between outer and inner
control loops. The efficacy of the proposed solution and the converter dynamic performances
deriving from its implementation will be further investigated in the next chapter, where ex-
perimental tests performed in a laboratory environment are reported.
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6 Experimental validation

This chapter presents the experimental results performed for validating the theoretical anal-
ysis presented in Chapter 4, regarding the stability of GFL and GFM converters and the
interactions among the two converter types, as well as the experimental tests assessing the
FRT capabilities of the control strategy proposed in Chapter 5. For the purposes of the tests,
two different setups have been used, which will be described in the following. Hence, in
order to validate the theoretical analysis concerning small-signal stability of GFL and GFM
converters, a setup at the laboratory of the Chair of Power Electronics at the University of
Kiel, Germany, has been used, while the measurement campaign performed in order to test
the FRT capabilities of the proposed GFM strategy has been carried out at the Energy Sys-
tems laboratory facilities of the company WRD GbmH in Aurich, Germany.

6.1 Setups descriptions

6.1.1 Setup 1

The setup adopted for stability analysis purposes is the one shown in Fig. 6.1, and labeled
in the following as Setup 1. Two converters Danfoss Series FC-302 (4 kVA rated power),
operating with a switching frequency of 10 kHz, are equipped with output LCL filters and
additional output transformers, so as to provide galvanic isolation. As indicated in the figure,
the point of connection of each converter is defined as the primary side of the respective
transformer. The hardware components of the two converters are identical, and the setup
parameters are reported in Table 6.1. Both converters are connected to a four-quadrant linear
power amplifier PAS 15000 from the company Spitzenberger & Spies (single-phase rated
power 15 kVA, total three-phase rated power 45 kVA), controlled by means of a RTDS
real-time digital simulator. The control of the two converters is instead implemented on a
dSPACE control Desk DS1202 MicroLabBox running with a time step of 100 µs, generating
the gate signals T1 and T2 for the two converters.

The setup configuration allows performing power-hardware-in-the-loop (PHIL) tests, an ef-
ficient way for testing the converter performances under different operating conditions. The
interface algorithm adopted for the tests is the so-called Ideal Transformer Method (ITM),

Table 6.1: Parameters of Setup 1
Description Symbol Value Description Symbol Value

Converters rated power Sn 4 kVA Additional inductance Ladd 0.016 pu
Line-to-line voltage VLL 400 V (rms) Transformer inductance LT 0.004 pu
Rated grid frequency fg 50 Hz Filter capacitor C f 0.019 pu
Switching frequency fs 10 kHz Converter-side resistance R f 1 0.04 pu

Converter-side inductance L f 1 0.04 pu Grid-side resistance R f 2 0.025 pu
Grid-side filter inductance L f 2 0.004 pu Damping resistance Rc f 0.05 pu
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Figure 6.1: (a) Schematic of the laboratory Setup 1; (b) picture of the laboratory setup.

well-known in the literature [232], and whose principle is succinctly explained in the follow-
ing. A grid model, represented for the specific case under study by a Thévenin equivalent,
is simulated in real-time in the RTDS system, with a time step of 50 µs. The single-phase
equivalent circuit of the grid model is shown in the scheme of Fig. 6.1 (a), where the values
of the resistive and inductive components of the grid impedance, respectively indicated with
Rg and Lg, can be varied in order to emulate a weaker or a stronger connection point. The in-
put currents of the power amplifier igrid are measured and forwarded to the simulator, which
calculates the voltages at the virtual grid entry point resulting from the injection of the mea-
sured currents. The simulated voltages, indicated with ṽgrid in the figure, are then forwarded
as setpoint to the linear power amplifier, which is able to reproduce them at its terminals
with an extremely high bandwidth (slew-rate > 52 V/µs). The switch indicated with Sg in
the grid model, is implemented so as to allow the possibility of activating or deactivating
the closed-loop tests. Hence, when the switch Sg is connected to position 1, the grid voltage
reproduced at the terminals of the power amplifier is not affected by the currents injected by
the converters, emulating the condition of a connection to an infinite bus.
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Figure 6.2: (a) Schematic of the laboratory Setup 2; (b) picture of the laboratory setup.

6.1.2 Setup 2

The second setup is depicted in Fig. 6.2, and its parameters are reported in Table 6.2. A two-
level converter with 1.55 kVA rated power, equipped with an output LC filter and isolating
transformer, has been connected to a power amplifier of the same type as the one described
above for the Setup 1. The control of the converter has been instead implemented on the
Speedgoat real-time target machine combined with the FPGA board used for the HIL tests,
as already discussed in Section 5.3. Additionally, an IMC measurement system is used for
data monitoring, sampling voltages and currents with a time step of 40 µs.

Table 6.2: Parameters of Setup 2
Description Symbol Value Description Symbol Value

Converter rated power Sn 1.55 kVA Filter inductance L f 0.13 pu
Line-to-line voltage VLL 400 V (rms) Filter resistance R f 0.015 pu
Rated grid frequency fg 50 Hz Filter capacitor C f 0.033 pu

Max switching frequency fs 10 kHz Transformer inductance LT 0.02 pu
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Figure 6.3: Scheme of the implemented GFM control structure for the experimental tests
regarding small-signal stability analysis.

Since the main goal of the tests was to verify the FRT capabilities of the proposed GFM
control structure, the power amplifier has been adopted in this case in order to simulate grid
faults. This has been achieved by programming magnitude and duration of the events directly
at the device interface.

6.2 Interactions among converters

This section presents the experimental results performed in order to validate the small-signal
stability analysis performed in Chapter 4. First the case of GFM converters is addressed,
validating the linearized model obtained in Section 4.2, both for the case of a single converter,
as well as for the case of two GFM converters operating in parallel. Subsequently, the case of
GFL converters is investigated, testing the instability caused by the PLL-bandwidth variation
when only one converter is in operation and when two GFL converters operate in parallel.
Finally, the interactions between the two types of converters and the effects of the electrical
distance among them are investigated, according to the results shown in Section 4.3.3.

6.2.1 GFM converters

Implemented control structure

The GFM control structure adopted for the tests is depicted in Fig. 6.3. This is represented
by the synchronverter structure already described in Section 4.2.1, and shown in Fig. 4.12,
where additionally a pre-synchronization loop has been introduced. The latter has been
proposed in [41], and it allows pre-synchronization to the grid, in order to avoid potential
overcurrents during the connection process.

The procedure presented in [41], emulates the synchronization process of a real SM, whose
back-emf needs to be perfectly synchronized with the grid voltage phasor in terms of mag-
nitude and phase before connection. Considering the equivalent single-line diagram of a SM
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Figure 6.4: Experimental results showing the pre-synchronization phase of a synchronverter:
(a) comparison between control internal voltages and measured grid voltages at
the PCC, (b) currents fed into the control for power calculation purposes.

connected to an infinite bus reported in Fig. 5.1, and assuming a mainly inductive transmis-
sion line, active and reactive power exchanged between the machine and the grid can be
expressed by means of the quasi steady-state equations reported below: P =

EgVg
X sin(δ )

Q =
E f
X

[
E f −Vg cosδ

] (6.1)

where E f and Vg respectively indicate the amplitudes of the back-emf voltage of the SM and
of the infinite bus, X represents the inductance of the transmission line, and δ is the phase
displacement between the two phasors. According to (6.1), the pre-synchronization of the
synchronverter is achieved by setting active and reactive power setpoints Pset = Qset = 0,
and by calculating virtual converter currents iv according to the scheme shown in Fig. 6.3. It
can be noticed, that this structure represents the virtual admittance implementation already
discussed in the previous chapter. However, in this case, the calculated virtual currents are
only adopted during the pre-synchronization phase for performing active and reactive power
calculation, so that the control can adjust its inner voltage vector in order to nullify the virtual
power exchange.

A practical example of the process described above is given in Fig. 6.4, where experimental
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active power.

results regarding the connection of the synchronverter to the grid are shown. Fig. 6.4 (a)
shows the comparison between the inner voltages e∗a, e∗b, and e∗c calculated by the control and
the measured grid voltages at the connection point, while Fig. 6.4 (b) shows the currents fed
into the control for the power calculation. As indicated in the figure, the currents before con-
nection are the virtual currents iv calculated by the virtual admittance loop, so that the inner
voltage results perfectly synchronized to the grid. At t = 0.02 sec, the converter is connected
to the grid by activating the converter pulses, while simultaneously switching Si shown in
Fig. 6.3 to position 2, thus feeding the real measured currents at the PCC to the power calcu-
lation subsystem. Even though the inner voltages of the converter are perfectly synchronized
to the grid before connection, a transient in the converter currents can be observed, which is
mainly caused by the delay introduced by the control sampling and the PWM. As it can be
deduced from the slight slip of the inner voltages compared to the measured grid voltages
shown in the zoom of Fig. 6.4, the converter reacts by adjusting its inner voltage vector so
that the resulting power at the PCC corresponds to the given setpoint.

Finally, Fig. 6.5 further clarifies the working principle of a synchronverter, and generally of a
power-synchronization-based control algorithm, regarding the regulation of the active power
injection. Once the converter is connected to the grid according to the process described
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Figure 6.6: Grid SCR = 20, Q-V droop off, X/R=10. Dynamic behaviour of ∆P
∆Pset

, step of 0.25
pu: (a) J=Jre f , K=Kre f ; (b) J=Jre f , K=Kre f /8; (c) J=10 Jre f , K=Kre f . Dynamic
behaviour of ∆Q

∆Qset
, step of 0.25 pu: (d) J=Jre f , K=Kre f ; (e) J=Jre f , K=Kre f /8; (f)

J=10 Jre f , K=Kre f .

above, a step of the power setpoint Pset = 0.25 pu is given at t = 1.02 sec, and the dynamic
behaviour of the injected active and reactive power are shown in Fig. 6.5 (b). A comparison
between the inner voltage angle indicated by the green line, and the grid angle represented
by the red-dashed line, is shown in Fig. 6.5 (a). The latter is obtained by means of a PLL,
and is only shown for demonstration purpose, thus it is not fed into the control. As it can be
noticed from the zoom of Fig. 6.5 (a) before and after the power step, the control adapts the
angle of the inner voltage, so that the resulting power angle δ is increased, however without
requiring any knowledge about the actual grid voltage angle.

Model validation - One GFM converter

The linearized synchronverter model adopted for stability analysis purposes developed in
Section 4.2.1, is validated in the following by means of experimental tests. First the case of a
single synchronverter connected to the grid is investigated. The control parameters adopted
for the tests are reported in Table 6.3, and steps of active and reactive power setpoints of
0.25 pu have been performed. The parameters of the simulated grid are also reported in the
table, and correspond to the case of a strong grid condition (SCR = 20). Fig. 6.6 (a) and

Table 6.3: Control parameters adopted for the test
Description Symbol Value Description Symbol Value

Virtual moment of inertia J 4e-4 P-droop coefficient Dp 0.81
Q-loop inverse integrator gain K 800 Q-droop coefficient Dq 245

Simulated grid inductance Lg 0.0497 pu Simulated grid resistance Rg 0.00497 pu
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Figure 6.7: Comparison experimental results (blue), EMT simulations (red), linearized
model (yellow). (a) ∆P1

∆Pset1
, (b) ∆Q1

∆Pset1
, (c) ∆P1

∆Qset1
, (d) ∆Q1

∆Qset1
, (e) ∆P1

∆Pset2
, (f) ∆Q1

∆Pset2
,

(g) ∆P1
∆Qset2

, (h) ∆Q1
∆Qset2

.

(d) show the dynamic behaviour of the converter according to a step of active and reactive
power setpoints, for the direct transfer functions ∆P

∆Pset
and ∆Q

∆Qset
, respectively. Measurements

are compared to simulations results obtained by means of the average model described in
Section 4.2.2, as well as against the results of the developed analytical model.

The same procedure has been repeated by setting first the parameter K = Kre f /8, where with
Kre f is indicated the value reported in the table, while all the other control parameters have
been maintained constant, and the results are shown in Fig. 6.6 (b) and (e). Analogously, step
responses of active and reactive power have been tested by setting J = 10 Jre f , where the sub-
script ”ref” has the same meaning as above, while maintaining the other parameters constant.
The results are reported in Fig. 6.6 (c) and (f), showing an acceptable match between mea-
surements and simulations in all the investigated cases. Finally, the performed experiments
further confirm the aspect discussed in Section 4.2.2, related to the cross-coupling between
active and reactive power loops.

Model validation - Two GFM converters

Further experiments have been performed in order to validate the developed analytical model
for the case of two synchronverters operating in parallel, and the results are reported in
Fig. 6.7. The control parameters of the two converters are identical and correspond to the
values reported in Table 6.3. Again, the case of a strong grid is simulated, and the fig-
ure shows the dynamic behaviour of the measured active and reactive power of Converter
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Figure 6.8: Comparison experimental results vs. EMT simulations. (blue) measurements
without virtual impedance implementation, (red) simulations without virtual
impedance implementation, (yellow) measurements with virtual impedance im-
plementation, (violet) simulations with virtual impedance implementation. (a)

∆P1
∆Pset1

, (b) ∆Q1
∆Pset1

, (c) ∆P2
∆Pset1

, (d) ∆Q2
∆Pset1

.

1, respectively indicated as P1 and Q1, according to steps of active and reactive power set-
points of the two converters, indicated with Pset1, Qset1, Pset2, and Qset2. Also in this case,
an acceptable match between simulations and measurements can be appreciated, both for
quantities within the same converter, namely: ∆P1

∆Pset1
, ∆Q1

∆Pset1
, ∆P1

∆Qset1
, and ∆Q1

∆Qset1
, as well as for the

cross-coupling effects between the two converters: ∆P1
∆Pset2

, ∆Q1
∆Pset2

, ∆P1
∆Qset2

, ∆Q1
∆Qset2

.

Interactions between two GFM converters

In order to prove the results of the analysis performed in Chapter 4, related to the interac-
tions between two GFM converters, experimental tests have been performed so as to show
the effects of a virtual impedance implementation on the stability of two synchronverters
operating in parallel. According to the purposes of the test, the virtual impedance imple-
mentation proposed in [99], has been adopted. Among the virtual impedance implementa-
tions discussed in Section 2.4.3, this represents the simplest solution for virtually modifying
the output impedance of the converter without increasing control complexity. Nevertheless,
since its operating principle has been already explained in Fig. 2.26, this is not repeated
here.

Fig. 6.8 compares the dynamic behaviour of the two converters according to power steps of
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Figure 6.9: Comparison experimental results (blue), EMT simulations (red), linearized
model (yellow). (a) ∆P1

∆Pset1
without virtual impedance, (b) ∆Q1

∆Pset1
with virtual

impedance, (c) ∆Q1
∆Pset1

without virtual impedance, (d) ∆Q1
∆Pset1

with virtual impedance.

Pset1, with and without virtual impedance implementation in the control of Converter 1. Mea-
surements are compared to simulation results obtained by doubling the output impedance of
the converter filter. In order to reproduce this behaviour, the factor m of the virtual impedance
in eq. (2.34) has been set to m = 2. In order to test the effects on the stability of the two
converters operating in parallel, a similar procedure as the one adopted in Section 4.2.3, for
proving the results of the eigenvalue analysis has been adopted. Hence, the parameters K of
the two converters have been simultaneously reduced compared to the default value reported
in Table 6.3, in order to bring the converters close to an unstable operating condition. When
one synchronverter operates alone, the lowest value of K1 causing instability is Klim ≈ 50.
However, when the second converter is connected in parallel, this having the same param-
eters as Converter 1, the critical values of K1 = K2 causing instability becomes Klim ≈ 60.
Fig. 6.9 (a) and (c) show the dynamic behaviour of Converter 1 without virtual impedance
implementation for a step of Pset = 0.25 pu, when operating in parallel to Converter 2, and
when the K factors of the two converters are set to K1 = K2 = 55. Fig. 6.9 (b) and (d)
show instead the behaviour of the converter under the same conditions, but when the virtual
impedance is implemented in the control of Converter 1. These results confirm the benefits
due to a virtual impedance implementation on the stability of the two GFM converters op-
erating in parallel, and which would cause a further reduction of Klim to a value of 20 when
implemented in the control of both converters.
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Figure 6.10: Scheme of the GFL control structure adopted for the tests: (a) overview, (b)
SRF-PLL implemented for the tests.

6.2.2 GFL converters

In order to study the effects caused by the PLL-bandwidth variation on the stability of a GFL
converter, the control structure shown in Fig. 6.10 has been implemented in the dSPACE
control Desk. A PI-based current control loop is employed, where the angle required for the
transformations of voltages and currents from the abc to the dq reference frame is provided
by a SRF-PLL, whose structure is reported in Fig. 6.10 (b). This represents the same structure
shown in Fig. 2.10, where additionally the calculation of the proportional and of the integral
gains kp and ki according to a given bandwidth setpoint BW , is introduced. Furthermore,
in order to reproduce similar conditions as those investigated in Section 4.3.3, the capacitor
filter C f has been disconnected, so as to result in a L-filter configuration.

The parameters of the test are reported in Table 6.4, where the proportional and the integral
gain of the current control, indicated respectively with kpi and kii, have been selected ac-
cording to the technical optimum technique [25]. First the case of a single GFL converter
has been investigated. The bandwidth of the PLL has been maintained constant to a defined
value, and the converter has been controlled so as to inject only d-component of the current.
The current setpoint has been slowly ramped up from i∗d1 = 0 A to a value of i∗d1 = 7 A, cor-
responding to an injected power P ≈ 1.5 kW according to the line-to-line voltage of Table
6.4, while the second converter has been switched off. According to the injected currents
and the simulated grid conditions, the corresponding SCR is around 12, and the measured
PLL-bandwidth causing instability is approximately fc1 ≈ 620 Hz. In Fig. 6.11 (a) and (b),
experimental tests are compared to simulation results performed in MATLAB/Simulink/-
PLECS by means of converter average models.

Table 6.4: Parameters for the tests
Description Symbol Value Description Symbol Value

Line-to-line Voltage VLL 100
√

3 V (rms) Proportional gain current control kpi 16.7
Rated current In 5.79 A (rms) Integral gain current control kii 1500

Simulated grid inductance Lg 0.091 pu Simulated grid resistance Rg 0.017 pu
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Figure 6.11: One GFL converter: (a) experimental results, (b) simulations. Two GFL in
paralell: (c) experimental results, (d) simulations.

The test has been repeated connecting in parallel the second converter, whose control param-
eters are identical to those of the first converter, both for the current control as well as for
the PLL, and which has been controlled so as to inject a constant current of id2 = 7 A. When
both converters reach a value of the injected current of i∗d1 = i∗d2 = 7 A, the corresponding
SCR is approximately 6, and the PLL bandwidth causing instability becomes fc1 = fc2 ≈
250 Hz. Similar as in the previous case, experimental tests are compared to simulation re-
sults in Fig. 6.11 (c) and (d), showing a qualitatively good match between the measured and
the simulated waveforms.

6.2.3 Interactions between GFL and GFM converters

In order to investigate the interactions between GFL and GFM converters, and the effects of
the electrical distance on such phenomena, a similar approach as the one described above for
the case of GFL converters operating in parallel has been adopted. The additional inductors
indicated with Ladd1 and Ladd2 in Fig. 6.1 (a), have been either connected or disconnected
by means of the switches S3 and S4. Converter 1 has been controlled in order to behave as a
GFL converter, by implementing the control structure shown in Fig. 6.10, whereas Converter
2 has been either controlled as a GFL or a GFM converter, in the latter case by adopting
the control scheme shown in Fig. 6.3. In order to reproduce similar conditions as those
investigated in Section 4.3.3, the simulated grid impedance has been selected in order to be
complementary to the additional inductance Ladd , so that the total impedance seen by the
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Figure 6.12: Parallel operation between GFL and GFM converter: (a) experimental results,
(b) simulations.

converter, and namely Lc1 = Ladd1 +Lg for Converter 1, and Lc2 = Ladd2 +Lg for Converter
2, is constant and equal to the value reported in Table 6.4.

The same procedure described above in order to investigate the interactions between GFL
converters, has been repeated for the case of a GFL converter operating in parallel to a GFM
one. The parameters of the GFM converter correspond to those reported in Table 6.3, while
its power setpoint has been set to Pset2 =1.5 kW, so as to result in the same magnitude of
the injected currents by the GFL converter at the desired operating point. Then the current
setpoint of Converter 1 has been slowly ramped up from i∗d1 = 0 A to i∗d1 = 7 A and, even
though the total current injected into the grid by the two converters is the same as for the
case examined above of two GFL converter operating in parallel, the critical PLL-bandwidth
causing instability is instead noticeably increased, resulting in a value of fc1 ≈ 600 Hz for
the examined condition. In Fig. 6.12, the current waveforms of the two converters during
one of the tests performed according to the described procedure are shown, corresponding to
a case close to the stability borders, as it can be deduced by the slightly distorted currents,
both in the measurements, as well as in the simulated waveforms.

Then the same procedure has been repeated for testing the effects of the electrical distance
between converters, and the outcomes of the performed experiments are summarized in Table
6.5, where the critical PLL-bandwidths experimentally obtained for each of the investigated
case are reported. These are compared to the values calculated analytically by means of the
simplified model assuming the ideal current source behaviour of the converter adopted for
the analysis of Section 4.3.3, confirming the expected trend.

Table 6.5: Critical PLL-bandwidths for the different test cases

Case
Operating mode

S1 S2 S3 S4
critical fc critical fc

Conv. 2 (experimental) (simulated)
1 OFF Closed Open Closed Closed fc1 ≈ 620 Hz fc1 = 670 Hz
2 PLL-based Closed Closed Closed Closed fc1 ≈ 250 Hz fc1 = 325 Hz
3 PLL-based Closed Closed Open Open fc1 ≈ 400 Hz fc1 = 360 Hz
4 Synchronverter Closed Closed Closed Closed fc1 ≈ 600 Hz fc1 = 645 Hz
5 Synchronverter Closed Closed Open Open fc1 ≈ 460 Hz fc1 = 520 Hz
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6.3 FRT of GFM converters

In this section, the most significant results of a measurement campaign performed in order
to validate the FRT capabilities of the GFM control strategy presented in Chapter 5 are pre-
sented. For the purpose of the investigation, the setup shown in Fig. 6.2 has been adopted,
and the performed tests can be sorted into three main categories: symmetrical faults, asym-
metrical faults, and bolted three-phase faults. The obtained results are discussed in the fol-
lowing.

6.3.1 Symmetrical faults

The first examined condition is represented by the case of a symmetrical fault. This sce-
nario is commonly investigated in the literature, when LVRT strategies for grid-connected
converters are addressed, and constitutes the simplest faulted condition to be handled by a
converter. Nevertheless, symmetrical faults statistically represent only a limited percentage
of real faults happening in the field. Indeed, these are caused by either a three-phase or a
three-phase to ground short-circuit, and have been categorized as type A faults in the clas-
sification provided in [25]. A symmetrical fault is characterized by the reduction of all the
three-phase voltage magnitudes of the same quantity, this depending on the distance between
the measurement point and the fault location, however without producing a phase-angle jump
between the pre-fault and the faulty voltages.

The results of two tested symmetrical fault conditions are reported in the following, and
Fig. 6.13 shows the outcomes of the first examined case. In order to replicate similar condi-
tions as those simulated in Section 5.3, in which the converter is able to inject fault currents
up to 1.5 pu of its rated value, the converter has been controlled so as to inject two-thirds
of its rated current previous fault occurrence, thus active and reactive power setpoints have
been set to Pset = 0.67 pu, while Qset = 0 pu. The power amplifier used as grid emulator has
been programmed so as to suddenly reduce the magnitude of the three voltages to a value of
0.7 pu for 1 sec. Active and reactive power measured at the PCC are shown in Fig. 6.13 (a),
while the measured converter currents, along with the setpoints i∗∗a , i∗∗b , and i∗∗c generated by
the control and forwarded to the FPGA board, are reported in Fig. 6.13 (b). Finally, Fig. 6.13
(c) shows the vector diagrams of voltages and currents, comparing magnitudes and phases of
the respective quantities previous and during the fault. The phase displacement between volt-
ages and currents, which are instead perfectly in phase during normal operation according
to the given power setpoints, can be clearly observed in the figure. It is worth to emphasize
that this reaction is automatically resulting from system conditions, hence it is purely caused
by the voltage source behind impedance behaviour reproduced by the converter. As a conse-
quence, the converter is able to promptly react to a voltage depression by injecting reactive
power almost instantaneously, and without the need for an estimation of the magnitude and
the phase of the grid voltages during the fault. Moreover, in order to assess compliance with
the draft specifications reported in Section 5.1.4, the response within the first 5 ms after fault
occurrence is highlighted in Fig. 6.13 (a).
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Figure 6.13: Experimental results: symmetrical fault Case 1. (a) Active and reactive power,
(b) converter currents, (c) vector diagrams of voltages and currents before and
during the fault.

In order to show the capabilities of properly limiting converter currents independently from
pre-fault conditions, and from the magnitude of the voltage depression, the same experiment
has been repeated by setting the power setpoint of the converter previous the emulated fault
event to Pset = 0.9 pu, and by reducing the magnitude of the grid voltages during the fault to
0.2 pu. The results are shown in Fig. 6.14, where again the prompt reaction of the converter
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Figure 6.14: Experimental results: symmetrical fault Case 2. (a) Active and reactive power,
(b) converter currents, (c) vector diagrams of voltages and currents before and
during the fault.

in injecting reactive power within few millisecond after fault occurrence, yet respecting con-
verter current limitations, are demonstrated. It is interesting to notice from the comparison
between Fig. 6.14 (a) and Fig. 6.13 (a), that the ratio between the injected reactive power Q
and active power P during the fault is higher in the second examined case. This becomes also
evident by comparing the phase displacement of the currents during the faults in the vector
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diagrams of Fig. 6.13 (c) and Fig. 6.14 (c), and can be attributed to the fact that the voltage
depression is higher in the second examined case.

6.3.2 Asymmetrical faults

Asymmetrical faults represent the most common condition in a real power system. These are
generally caused by either single-phase to ground connections or by a short-circuit between
two phases, resulting in a reduction of the voltage magnitude of one or two phases, and in
certain cases also of a phase displacement between pre-fault and faulted voltages. Further-
more, due to the presence of transformers located between the PCC of a converter and the
point in the system where the fault occurs, a modification of the fault characteristics has to
be expected in practice, and, according to the magnitude of the voltage sag and the resulting
phase displacement, a categorization of faults has been reported in [25].

In the following, experimental tests showing the converter behaviour in case of unbalanced
fault conditions are shown. Among the different types of asymmetrical faults that can occur
in practice, the case of an asymmetrical fault labeled as type G in the classification of [25],
has been investigated. This is for example resulting from the propagation of a two-phase to
ground fault through two series transformers with ∆/Y connections and, in addition to an
unequal decrease of the voltage magnitude in all the three phases, it is characterized by an
angle displacement in two phases compared to pre-fault conditions.

Fig. 6.15 shows the experimental tests for the first investigated asymmetrical fault condition.
Analogously to the first examined case of symmetrical faults, active and reactive power set-
points are respectively set to Pset = 0.67 pu and Qset =0 pu before the occurrence of the
event, so as to emulate a current injection capability of the converter up to 1.5 pu. At time
t = 1 sec, a fault is reproduced by the grid emulator, and active and reactive power injected
by the converter are shown in Fig. 6.15 (a), while the resulting converter currents are re-
ported in Fig. 6.15 (b). The prompt reaction of the converter in terms of reactive power
injection at the occurrence of the fault can be appreciated in Fig. 6.15 (a), where the reaction
within the first 5 ms is highlighted. Vector diagrams of voltages and currents are reported in
Fig. 6.16 (c), showing the displacement between the injected currents before and during the
fault, automatically resulting from the reproduced symmetrical voltage source behaviour of
the converter and the asymmetrical fault condition.

As for the second examined symmetrical fault case, the same experiment has been repeated
by modifying the power setpoint previous fault to Pset = 0.9 pu, while further increasing the
intensity of the voltage sag, so as to reproduce a more severe fault condition. The results
of this experiment are reported in Fig. 6.16, where analogous conclusions as for the other
examined cases regarding the reactive power injection, as well as the limitation of converter
currents can be drawn. Finally, Fig. 6.16 (c) shows the vector diagrams of voltages and
currents comparing magnitudes and phases previous and during the fault.
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Figure 6.15: Experimental results: asymmetrical fault Case 1. (a) Active and reactive power,
(b) converter currents, (c) vector diagrams of voltages and currents before and
during the fault.

6.3.3 Bolted three-phase faults

The last examined set of tests is the case of three-phase bolted faults. For a GFM converter
intrinsically behaving as a voltage source behind impedance, this represents surely the most
challenging fault condition that could be faced, since it generally gives rise to the highest
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Figure 6.16: Experimental results: asymmetrical fault Case 2. (a) active and reactive power,
(b) converter currents, (c) vector diagrams of voltages and currents before and
during the fault.

possible fault currents, if the fault is not properly handled, and hence to the most dangerous
situation for the converter hardware components. Fig. 6.17 shows the results of the first
investigated case for this category of faults. The power stepoint of the converter has been
set to Pset = 0.9 pu, and Qset = 0 pu, while the three-phase voltages of the grid emulator
are suddenly reduced to zero at t = 1 sec. Due to the fact that the impedance between the
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Figure 6.17: Experimental results: bolted three-phase fault Case 1. (a) Active and reactive
power, (b) converter currents, (c) vector diagrams of voltages and currents be-
fore and during the fault.

fault and the converter is only represented by the converter filter and the transformer, active
and reactive power measured at the converter terminals are almost nullified, as it becomes
evident by looking at Fig. 6.17 (a). Nevertheless, the converter reacts by injecting a fault
current up to its hardware limit of 1 pu almost instantaneously, as shown in Fig. 6.17 (b).
Furthermore, the vector diagram of 6.17 (c) clearly shows the phase jump of the injected
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Figure 6.18: Experimental results: bolted three-phase fault Case 2. (a) Active and reactive
power, (b) converter currents, (c) vector diagrams of voltages and currents be-
fore and during the fault.

fault currents, which due to the extreme drop of the grid voltages, is even higher than the one
measured in Fig. 6.14, for the second examined case of a symmetrical fault.

In order to investigate the dynamic performances of the converter and its capability of inject-
ing fault currents up to its hardware limitation within few milliseconds, a second bolted fault
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condition has been tested, and the results are reported in Fig. 6.18. In this case, active and
reactive power setpoints have been both set to zero at pre-fault, then a bolted fault as for the
case shown in Fig. 6.17, has been reproduced at the converter terminals. The fast fault cur-
rent injection capability of the converter can be observed in Fig. 6.17 (b), where the increase
of the converter currents from zero to their maximum value Imax within few milliseconds,
yet by respecting the hardware limitations, can be appreciated. Additionally, Fig. 6.17 (c)
highlights how under such operating condition the injected currents are almost purely reac-
tive, resembling the behaviour of a synchronous condenser, which spins freely during normal
operation without exchanging power with the grid, but can contribute to voltage stability by
injecting short-circuit currents at the occurrence of a fault.

6.4 Summary of the chapter

In this chapter, the results of the experiments performed in order to validate the analysis
reported in Chapter 4, related to the stability analysis of GFL and GFM converters and the
interactions among them, along with the most significant results of an extensive measure-
ment campaign performed in order assess the FRT capability of the GFM control structure
proposed in Chapter 5, have been presented.

For the purposes of the tests, two different setups have been adopted, which are described in
the first part of this chapter. The first setup has been used in order to validate the results of
the stability analysis of GFL and GFM converters and the interactions among them, by ad-
dressing first the case of a single GFM converter implemented by means of the well-known
synchronverter structure. To this extent, the synchronverter pre-synchronization procedure
introduced in Chapter 2, has been first discussed, then a practical example has been reported
in order to better clarify its working principle. Afterwards, the linearized synchronverter
model developed in Chapter 4, and adopted for the stability analysis performed in Section
4.2.2, has been validated by means of PHIL tests. Similarly, the linearized model of two
GFM converters operating in parallel developed in Section 4.2.3, has been first validated.
Subsequently, the reduction of stability margin of a GFM converter caused by the presence
of another converter of the same type operating in close electrical proximity has been demon-
strated. Finally, in accordance to the results of the analysis performed in Section 4.3.1, it has
been proven that the implementation of a virtual impedance in the control of the two GFM
converters can enhance their stability when operating in parallel.

Afterwards, the case of GFL converters has been examined, so as to validate the results of
the stability analysis performed in Section 4.1, and which focuses on the effects of the PLL-
bandwidth variation on converter stability. First the case of a single GFL converter has been
examined, searching for the critical PLL-bandwidth causing instability. Then the case of
two converters operating in parallel has been addressed, demonstrating that the critical PLL-
bandwidth is affected by the presence of the second converter operating nearby. Similar
experiments have been performed in order to assess the effects of the interactions between
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GFL and GFM converters, as well as the effects of the electrical distance between converters,
confirming the trend observed by means of the analysis performed in Section 4.3.1.

The second part of this chapter addresses the FRT capabilities of the GFM control structure
presented in Chapter 5, for which the setup at the Energy Systems laboratory of the WRD
facilities in Aurich has been adopted. Three main categories of faults have been examined,
and namely symmetrical faults, asymmetrical faults, and bolted three-phase faults. For each
of the investigated categories, the current limitation capabilities, as well as the prompt reac-
tion of the converter in terms of reactive power injection within few milliseconds after fault
occurrence without the need for detecting first the faulted condition, have been proven even
under extreme operating conditions.
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7 Summary, conclusions, and future research

7.1 Summary and conclusions

Due to the evolution of the electric power system from centralized generation toward DERs,
commonly coupled to the grid by means of power electronics-based converters, concerns
have been expressed by SOs worldwide about the stability of the future power system, trig-
gering discussions in different countries about the need for new converter control strategies
ensuring stable operation in the new system configuration. In this context, the concept of
GFM converters has increasingly gained attention during the last decade, and it has been
proposed as a possible solution in order to ensure stable operation of a power system char-
acterized by high-penetration of power electronics-based generation.

One of the main concerns related to the replacement of SGs by means of power electronics-
based generating units, is represented by the reduction of total system inertia, which is es-
sential for the survival of the power system in its actual configuration. To this extent, the
concept of VSMs has been introduced in the last decade, and the terms GFM converter and
VSM have been often used interchangeably in the literature, causing a certain degree of con-
fusion around their real meanings. One of the objectives of this thesis is to clearly identify
the characteristics of GFM converters independently from the considered application. In fact,
this concept has been initially introduced in the context of microgrids, requiring therefore a
revision in order to be extended to applications in wide interconnected systems. Hence, the
definitions of converters adopted in the microgrid literature have been first introduced, then
these have been critically reviewed, so that the general characteristics of the two main cate-
gories of grid-connected converters, identified as GFL and GFM units, are revealed. Finally,
the conceptual differences in the behaviour of a GFM converter compared to state-of-the-
art GFL units have been highlighted, and a general structure of a GFM converter has been
outlined by identifying the main subsystems composing it, providing an overview on their
possible implementations according to an extensive literature overview.

Once identified the characteristics of GFL and GFM converters, a comprehensive stabil-
ity analysis of the aforementioned control strategies has been performed, in order to assess
their influence on the stability of a power system characterized by high-penetration of power
electronics-based generation. However, due to the articulated nature of a real power system,
the concept of stability for such a study case is a rather multifaceted phenomenon. Therefore,
the definition of stability of a dynamic system has been first introduced from a control theory
perspective, then the definition of system stability adopted by the power system commu-
nity has been discussed, along with the definition of system stability for microgrids recently
elaborated within the power electronics community.

According to the characteristics of the targeted system, and the identified phenomena of
interest, it has been decided to address the interactions between power electronics-based
converters operating nearby, giving particular attention to the effects caused by the adopted
synchronization technique, by means of a small-signal stability analysis. To this extent,
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various techniques could be employed. Among them, frequency-domain approaches, such
as the impedance-based analysis well-established within the power electronics community,
or time-domain approaches, e. g. the modal eigenvalue analysis widely adopted by the
power system community, represent possible candidates. Nevertheless, due to the MIMO
nature of the studied system, a robust stability analysis by means of SSVs has been pro-
posed in this thesis. Though well-known in control theory, this approach is rather seldom
utilized by the power system or by the power electronics communities. It allows assessing
stability for a broad set of possible plants rather than addressing only a defined configura-
tion, and results particularly useful for investigating the robustness of controllers in a power
electronics-dominated system.

Practical examples of applications of the aforementioned approaches for studying small-
signal stability of grid-connected converters have been reported, highlighting advantages
and drawbacks of each method. Among the main outcomes of the performed analysis, it has
been revealed that, if from one side is desired by SOs that grid-connected converters should
react promptly to system contingencies, there exist physical limitations for the maximum
bandwidth of the synchronization unit adopted by a GFL converter, which become more
stringent when operating in proximity to converters of the same type, and under weak grid
conditions. On the other side, it is demonstrated that a GFM converter, which intrinsically
behaves as a voltage source behind impedance, and generally do not require a dedicated unit
for synchronization, is instead suitable for weak grid operating conditions.

The performed analysis has also revealed that, as a consequence of its operating principle,
the robust stability of a GFM converter is enhanced by increasing the electrical distance
between the converter and any other GFM unit operating nearby, as also confirmed by the
investigation of the parallel operation between two GFM converters. According to the ob-
tained results, control design guidelines for a GFM converter have been proposed, which also
take into account the implementation of a virtual impedance in the control structure, so as to
artificially modify the output impedance of the converter according to the operating condi-
tion. Finally, the parallel operation between GFL and GFM converters has been addressed,
as well as the effects of the electrical distance between operating units. The outcome of this
study indicates that a GFM converter can enhance the robust stability of a GFL converter
operating under weak grid conditions when located in electrical proximity to it, suggesting
that a strategical distribution of GFM operating units in a power system could aid integration
of power electronics-based generation in the actual power system, without the need for a
radical replacement of all existing units.

Even though GFM converters might overcome some of the limitations of GFL converters,
there exist several practical concerns regarding their implementation. In fact, since they can
reproduce some of the characteristics of real SMs, e. g. their synchronization principle, in-
stability phenomena of a classical power system, such as angle instability, might be inherited
by such control structures. Furthermore, due to the reproduced behaviour of voltage source
behind impedance, they are able to react to a grid fault almost instantaneously without the
need for detecting first the fault condition. Though this characteristic is surely beneficial for
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system stability, a sudden increase of the converter currents might jeopardize the integrity of
the converter hardware components.

These aspects have been issued in detail in Chapter 5, first from the theoretical point of
view by reviewing electrical machines theory, then their practical implications on a GFM
converter have been assessed, proposing possible countermeasures for overcoming potential
instability problems. In the specific, the online calculation of a stability index is proposed,
which allows identifying operation in a potential unstable region of the power-angle curve.
On the other side, a particular implementation of a variable virtual admittance in the inner
current control loop of a GFM converter has been discussed, which allows the converter
reproducing the behaviour of a voltage source behind impedance before, during, and after
the fault, yet by preventing from the risk of overcurrents. Finally, the results of the performed
stability analysis, along with the efficacy of the proposed FRT strategy for GFM converters
have been experimentally proven by means of suitable test benches.

7.2 Research contribution

Identification of the characteristics of a GFM converter

• The classification of grid-connected converters proposed for microgrid applications
has been reviewed, identifying the characteristics of GFL and GFM converters inde-
pendently from their application.

• Conceptual differences in the behaviour of GFL and GFM converters have been spec-
ified, along with the consequences deriving from them.

• The concept of VSMs has been introduced, highlighting that a VSM simply represents
a particular implementation of a GFM converter.

• A general structure of a GFM converter has been presented, and possible implemen-
tations of the main subsystems composing it have been discussed, hence providing a
comprehensive literature overview.

Review of approaches for stability analysis of grid-connected converters

• The concept of stability of a dynamic system has been first introduced from the control
theory point of view. Then a review of the stability concept from the classical power
system perspective, as well as from the perspective of microgrids have been given.

• Approaches for stability analysis of grid-connected converters currently adopted in the
literature have been discussed, highlighting advantages and drawbacks of each method.

• The robust stability analysis by means of SSVs is proposed as an effective means for
assessing robustness of grid-connected converters in a system with high-penetration of
power electronics-based generation.
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Stability analysis of GFL and GFM converters in power electronics-dominated power
systems

• The effects of the dedicated synchronization unit of a GFL converter, commonly im-
plemented by means of a PLL, have been investigated, demonstrating that there exist
physical limitations for the maximum PLL-bandwidth of a GFL converter.

• It is proven that interactions between synchronization units of converters operating
nearby might take place, which are accentuated by weak grid operating conditions,
and further reduce the maximum achievable PLL-bandwidth.

• The robust stability analysis performed for a GFM converter emulating the power-
synchronization principle of a SM reveals that, contrary to a PLL-based converter, a
GFM is particularly suitable for weak grid operating conditions.

• It is demonstrated, that an increase of the emulated inertia constant of a VSM can
reduce the robust stability of the converter in the low frequency range, if damping is
not accordingly increased.

• A control tuning procedure for a GFM converter implemented by means of a synchron-
verter structure is proposed, including indications for the tuning of a virtual impedance,
so as to enhance the robust stability of GFM converters operating in parallel.

• The parallel operation between GFL and GFM converters has been investigated,
demonstrating that the presence of a GFM converter located in electrical proximity
can enhance the robust stability of a GFL operating under weak grid conditions.

Enhancement of FRT capabilities of GFM converters

• The most relevant issues related to the implementation of GFM converters have been
identified by reviewing electrical machines theory. Then practical examples of how
these effects influence the behaviour of a GFM converter are reported.

• It is highlighted that a GFM converter reproducing the power-synchronization mecha-
nism of a SM might face angle instability problems, and possible countermeasures are
proposed.

• A particular implementation of the inner control loop of a GFM converter is presented,
which allows the converter behaving as a voltage source behind impedance before,
during, and after a grid fault, while preventing from the risk of overcurrents.

7.3 Future research

The topic investigated in this thesis is extremely broad, and for addressing it properly, a
multi-disciplinary approach involving power system analysis, as well as power electronics
and control expertise is required. In the following, some aspects extending the contribution
of this thesis are listed:
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• Inclusion of DC-link control loop in the converter model: for the stability analysis
performed in Chapter 4, the synchronverter structure has been adopted as a general
implementation of a GFM converter, and the reason for this choice has been prop-
erly motivated in the same chapter. Nevertheless, the DC-link dynamic has not been
taken into account in the performed analysis and, even though this might represent a
reasonable assumption for the case that the converter is coupled with a BESS, this is
generally not valid for a converter associated with a wind or a PV plant. Therefore, it
would be interesting to extend the analysis including the DC-link voltage control loop
in the converter model.

• Mechanical stress caused by grid-side events on the structural components of a
wind turbine: the challenges related to the implementation of a GFM control algo-
rithm on a converter interfaced with different types of primary energy sources might be
of diverse nature. In the specific case of a WT, the implementation of a GFM control
algorithm might give rise to potential interactions between the structural components
(blades, tower, etc...) and perturbations from the grid side. Therefore, assessing the
influence of control parameters of the grid-side converter on the structural components
of the turbine, taking into account the nature (capacitors, super-capacitors, batteries),
as well as the size of the energy storage located in the DC-link of the back-to-back
converter, is of high interest for practical applications.

• Extend the analysis at system level by adopting suitable grid benchmarks: the
robust stability analysis performed in Chapter 4, has been motivated by the fact that,
by properly choosing the uncertainty function for the construction of the generalized
plant, control robustness can be assessed for a broad set of possible configurations,
hence also taking into account the presence of other power electronics-based convert-
ers operating nearby. However, it would be interesting to extend the analysis to a
system perspective, in order to investigate the beneficial effects due to the implemen-
tation of a GFM control algorithm on converters operating in a real power system. To
this extent, suitable grid benchmarks should be adopted, and different grid scenarios
should investigated.

• Large-signal stability analysis: the choice of performing a small-signal stability anal-
ysis for investigating the identified phenomena of interest for this thesis, has been com-
prehensively motivated in Chapter 3. These, in fact, concern control interactions be-
tween converters operating in a power electronics-dominated power system, by giving
particular emphasis to the effects caused by the adopted synchronization mechanism.
Nevertheless, as it has been pointed out in Chapter 5, the adopted approaches are not
anymore suitable for investigating converter stability according to large transients that
are generally caused by severe system contingencies, since the assumption of a linear
system does not hold any longer. Thus, for assessing converter stability under such
operating conditions, a systematic large-signal stability analysis becomes necessary.

• Power reduction to avoid angle instability: the solution proposed in Chapter 5, in
order to prevent from an acceleration of the virtual rotor angle that might lead to an an-
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gle instability condition, consists on temporarily reducing the converter power setpoint
as soon as the calculated stability index falls below a defined threshold, then ramping
it again slowly up while waiting for fault clearance. In case of a sustained fault, al-
ternative ways for properly limiting the power setpoint to the highest achievable value
according to the actual operating conditions, could be investigated.

• Active thermal monitoring for temporary boost of converter currents: the
measurement-less fast fault current injection capabilities of a GFM converter within
few milliseconds after fault occurrence, have been thoroughly discussed throughout
the thesis. However, a strict current limitation up to a pre-determined threshold
has been considered, taking for granted that the converter needs to be accordingly
designed in order to allow such current injection during the fault. Nevertheless,
the implementation of an active thermal monitoring combined with a particular
modulation strategy could be investigated, which, according to the actual converter
operating conditions, could allow increasing the magnitude of the injected fault
currents without the necessity for oversizing the converter hardware components.
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9 Attachment

9.1 Interconnection matrices two GFM in parallel

The interconnection matrices L11, L12, L21, and L22 of the system composed of two GFM
converters operating in parallel and indicated in eq. (4.54), are reported below:

L21 =


0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1

 ; L22 =
[
03×2

]
;

LT
11 =



0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



;

LT
12 =

[
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

]
. (9.1)

9.2 Publications related to this thesis
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