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Summary 

Non-invasive electromagnetic stimulation has shown promising effects in 

treating neurological disorders, but its working mechanism is still largely 

unknown. Previous researches have adopted computer simulations to 

investigate the biophysical interactions between the applied electric field and 

the target cells. Notwithstanding the observations – the multitude of factors 

capable of changing the stimulation efficacy – derived from these models, a 

comprehensive examination of the reactions of neocortical cells towards 

electromagnetic stimulation is still lacking. To fill the knowledge gap, a novel 

numerical computation scheme was developed in the present study. The 

segmentation and registration of axonal components empowered the 

simulation with the capability to host realistic neuronal morphologies; the 

adapted physiological model, which comprised a detailed description of the 

membrane properties and the ion channels, enabled neurons from different 

categories to have spiking patterns highly coherent with in vitro recordings; 

employment of the dynamic discretization strategy ensured the simulation is 

mathematically and physically valid; the simulation was then applied on a 

number of pyramidal cells to investigate their responses to electric fields in the 

light of statistical analysis.  

The results showed that the stimulation thresholds of neurons – the minimal 

field intensity to induce action potential firing – had limited anisotropy but a 

considerable sensitivity to stimulus duration. The type of the cell played an 

important role in the numerical value of the threshold. The initiation points 

were dispersed all over the neurons but were more frequently located at the 

terminals of the axonal segments. For simulation results from certain angles 
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and pulses where experiment data was available, a high affinity between the in 

vitro and in silico recordings was noted. 

To relate the simulation results to real-life applications of neuromodulation, 

pulses of commercially available transcranial magnetic stimulation (TMS) 

device were emulated and administrated on the simulated neurons. Via 

measurements of stimulation thresholds, it was revealed that different 

waveforms activated neurons in different phases but under the same 

mechanism – depolarization of the terminals of the axon shafts. Moreover, the 

normalized motor thresholds obtained in clinical trials were discovered to be 

coherent with the values from simulation, which further confirmed the validity 

of the modelling approach.  

Sensitivity analysis was further conducted on cells with manipulated axonal 

morphologies. With reduced arborization or increased tortuosity, the 

susceptibility of cell was elevated to produce lower thresholds, as both 

features could effectively hinder the intracellular flow introduced by the 

external field. Increment of the diameters of all the cellular segments could 

render a similar effect.  

In supplement to the pyramidal cells, the author also studied the reactions of 

inhibitory neurons. Absent were the membrane properties and ion channel 

densities, an genetic algorithm-based optimization strategy was deployed to 

explore the combinations of various parameters and to extract the most 

successful ones in reproducing the membrane potential dynamics of fast 

spiking inhibitory cells documented in vitro. The relatively higher thresholds 

appeared to acknowledge that interneurons were unlikely to be the targets of 
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direct kindling; indirect activation through synaptic transmission might be a 

more plausible explanation to the inhibitory effects induced by stimulation.  
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Chapter 1 Introduction 

1.1 Motivation 

Electromagnetic (EM) stimulation has been used in medical treatments for 

various brain-related conditions for a long history. The modalities of 

stimulation that are still being applied and studied include electroconvulsive 

therapy (ECT), transcranial electric stimulation (TES), trans-cranial magnetic 

stimulation (TMS), transcranial direct current stimulation (tDCS), deep brain 

stimulation (DBS) and motor cortex stimulation (MCS). Although their target 

areas and instrumentation are different, these treatments all share the same 

underlying principle: the application of an electric field on neurons to 

modulate their activities. However, the detailed mechanism of these treatments 

is still unknown, which has restricted the development of stimulation 

technologies.  

The difficulties in understanding the mechanism lie in three major aspects – 

what is the intensity of the electric field supplied; how the field changes the 

neuron activities; and how the modulated neurons influence each other to give 

rise to therapeutic effect. The first issue has been tackled with the development 

of head models and numerical calculations of the electric field; the third issue 

has been investigated with the connectome model between neurons; the 

second issue – the intermediate link between the applied field and the neuronal 

responses – has remained largely unaddressed. 

To fill in the knowledge gap, cell activities are to be monitored, and the most 

commonly adopted method is by insertion of electrodes which has been 

proved infeasible under stimulation environment – not only the recording 
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suffers from stimulation induced artifacts, but the introduction of the electrode 

would also alter the applied field. In substitution, researchers have established 

mathematical models to simulate the induced polarization of membrane and 

the subsequent neuronal firing. In general, these theoretical models are based 

on the fundamental assumption that the neuron can be treated as a long cable 

and that the membrane potential (MP) can be calculated according to the 

traditional cable theory. Results have been calculated on simplified 

morphologies such as an infinitely long axon or a simplified branched 

dendritic tree. These preliminary researches provided important insights into 

the basic principles of how the electric field induces neuron membrane 

polarization, but they lacked the precision and explanatory power to provide 

information on some of the key points concerning stimulation efficacy – the 

threshold for neuronal excitation, the location of activation and the difference 

between cell groups. 

In this project the author works on extending and improving the simulation 

approach to explore the interaction between the applied electric field and the 

target neurons. By studying the cellular responses to stimulation and by 

identifying the factors that can influence neuronal excitability in the light of 

neurons with realistic morphology and physiological properties, the author 

aims to unravel the mechanism underlying the modulation and in turn the 

therapeutic effect. 

1.2 Research objectives 

The aims of the present study were to develop a novel simulation scheme for 

measurement of the neuronal response towards EM stimulation. In detail, the 

aims could be decomposed into:  
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1. To develop a simulation model that is physically and 

mathematically valid and can be ubiquitously applied to neurons 

without compromising realistic morphology and physiological 

properties. 

2. To quantify the cellular responses towards stimulation, 

including the thresholds and polarization lengths, and to validate the 

approach via comparison of the values with experimental data. 

3. To investigate the influence of field direction, pulse waveform, 

cell morphology and membrane conductance on the susceptibility of 

the cell. 

In order to achieve these objectives, a series of tests were applied on the 

subject cells, which comprised three major steps. The first step was to 

determine the appropriate mathematical formalization, morphological 

treatment, membrane conductance values, discretization scheme, and 

validation methods used in the computation to ensure validity of the 

simulation. Secondly, responses of the target cells were measured with the 

model and were analyzed statistically. The obtained values were compared 

with the results recorded in previous experiments to further consolidate the 

model. Lastly, sensitivity analysis was conducted on all the subjects with a 

selection of varying parameters to reveal the influence of these features. This 

workflow was sequentially conducted on pyramidal cells (PCs) with 

rectangular stimulation pulses, PCs with TMS pulses and an inhibitory cell 

with various stimuli. Results obtained are reported in the present manuscript. 

1.3 Thesis organization 

This thesis contains seven chapters:  



4 
 

Chapter 1 presents a brief introduction to the topic and outlines the research 

objectives of this study. 

Chapter 2 extensively reviews published literature on the design and 

application of EM stimulation. This chapter also surveys the existing 

understandings and established models concerned with the working 

mechanism of stimulation. 

Chapter 3 details the mathematical formalization of the computation, the 

general design of the simulation model, the implementation on neurons, as 

well as the validation tests. 

Chapter 4 discusses the responses of pyramidal cells towards long duration 

uniform field stimulation and the impact of field direction and pulse duration. 

Results are further compared with data from previous in vitro experiments.  

Chapter 5 describes the susceptibility of cells to TMS stimuli and the influence 

of cell morphological features, including tortuosity, arborization, diameter, 

and synapse bouton formation.  

 Chapter 6 presents a novel approach to search for membrane conductance 

values of an inhibitory neuron. The susceptibilities of inhibitory cells are also 

documented. 

 Chapter 7 summarizes the major findings of the research and suggests several 

recommendations for future work. 
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Chapter 2 Literature review 

2.1 EM stimulation for neurological disorders 

EM stimulation has been applied on patients to harvest therapeutic effects for 

over a hundred years. The earliest example, ECT, dates back to the 17th 

century when it was utilized by clinicians to treat epilepsy as it was believed 

capable of “resetting” the brain, and hence it could help the patients recover 

from seizure. Due to the side effects associated with the technology, the 

treatment was only given to patients with severe neurological disorders. In the 

1980s, the development of EM theories and manufacturing devices gave rise 

to new modalities of stimulation, namely transcranial electrical stimulation 

(TES), transcranial direct current stimulation (tDCS), transcranial magnetic 

stimulation (TMS), deep brain stimulation (DBS) and motor cortex stimulation 

(MCS). According to the way the magnetic field is delivered, these modalities 

can be classified into two categories – non-invasive and invasive stimulation. 

2.1.1 Non-invasive stimulation 

ECT was proven effective in treating epilepsy and major depression, but could 

frequently trigger adverse effects including muscle crank, seizure onset and 

memory loss. In addition, general anesthesia must be administered prior to the 

treatment, and the patient must be hospitalized during the whole session. To 

overcome the drawbacks, a new technique was developed to deliver the 

effective electric field to the cortex without anesthesia – transcranial electrical 

stimulation. To direct the stimulation, two electrodes are attached to the scalp, 

one to the cranial suture (cathode) and the other to the temporal area (anode), 

and a high voltage brief pulse is applied, which would force current to flow 
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through the skull and the cortical tissue underneath, exciting the relevant area 

(fig. 1a) (Merton et al., 1980). 

TES has shown promising effects in treating neurological disorders and can be 

applied without anesthesia; few side effects have been documented. However, 

as the electric current passes through the scalp and the muscle underneath the 

electrodes, the nociceptors would inevitably be activated and the whole 

process can be intolerably painful. 

tDCS has a similar setup as TES with two major differences: the electrodes are 

relocated on the left and right lobes; the power supplied is a long duration DC 

current through the brain (fig. 1b). As the current is very small compared to 

TES, no neuron is directly activated during the process. Instead, the effect is 

believed to be a long lasting hyperpolarization/polarization of the cell 

membrane and the subsequent alteration of cortical excitability. 

In 1985, a new device was developed, which could deliver electric field 

through electromagnetic induction without inducing pain (Barker et al., 1985). 

The modality, i.e. TMS, utilizes an RLC circuit (fig. 2a) in which a magnetic 

Figure 1 Schematic diagram of (a) TES (b) tDCS & (c) TMS. Note that 

although the physical setup of TES and tDCS are basically the same, the 

electric currents running through the electrodes are different. The former 

employs a brief yet tremendous current, which directly induces neuronal 

activations; while the latter applies a mild long-lasting current, which modifies 

the excitability but not the activity of the neurons. 
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field is generated by a pulse current in the loop which in turn gives rise to an 

electric field in the brain tissue through electromagnetic induction (fig. 

1c).Since TMS is painless and has little side effect – the only known being 

having a 0.4% chance to induce seizure on patients already suffering from 

epilepsy (Reis et al., 2008) – it immediately gained popularity among 

clinicians. Subsequent development immediately followed – new waveform 

was explored, in which two effective phases instead of one is comprised in a 

single pulse; novel coil design was advanced by placing two circular coils 

tangential to each other, which helps to focus the electric field to a smaller 

area to achieve more uniform stimulation field (fig. 2b)(Jalinous, 1991); 

repetitive application of stimulation without human intervention was realized, 

in which a train of pulses are delivered repetitively with the frequency 

specified by the physician (rTMS). The improvement on hardware empowered 

the researchers to test different simulation setups on treatment of multiple 

neurological disorders, and finally it was discovered that the application of 

high frequency (>130Hz) stimulation to the dorsolateral prefrontal cortex 

(dlPFC) could significantly alleviate the symptoms associated with refractory 

depression. This specific stimulation protocol has become the most common 

application of TMS and has obtained FDA approval.  
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2.1.2 Invasive stimulation 

Invasive stimulation features the insertion of electrodes into the brain and the 

excitation of the surrounding tissues. It has long been practiced by researchers 

to investigate the functions of various areas and by doctors to probe the onset 

loci of epilepsy, during which the electrode is only temporarily inserted and no 

long term stimulation was administered. The therapeutic application of 

invasive electrical stimulation is exemplified by DBS (Limousin et al., 1995). 

The technique involves implantation of a lasting electrode to the subthalamic 

nucleus (STN) and the delivery of high-frequency pulse trains to the target 

area for weeks. It is believed that, via repetitive stimulation, micro-lesions 

would be induced onto the hyperactive STN and the whole cortico-limbic-

striatal pathway would be modulated, hence the motor symptoms of 

Parkinson’s disease could be alleviated. DBS is considered as one of the most 

effective ways in treating treatment-resistant Parkinson’s disease and is widely 

used on patients who cannot respond to pharmaceutical intervention.  

Figure 2 Design of a typical TMS device. The circuit is shown in (a). The major 

variation on design lies under the “stimulating coil”. The most common coil 

used in clinical trials and academic studies is the (b) “figure of eight” coil. 
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Compared with DBS, MCS targets the motor cortex instead of a deep brain 

nucleus; an array of electrodes, rather than a single one, is inserted 

(Tsubokawa et al., 1991). The therapy has shown promising effects in dealing 

with movement and pain disorder but the working mechanism is unclear.  

2.1.3 Clinical application 

Aside from the approved applications, the aforementioned stimulation 

modalities have also been tried in various off-label tests to treat other brain 

related diseases. A brief review of studies performed on mental disorders and 

showing positive responses is set out in table.1. 

Table 1 Review on experimental trials of EM stimulation on mental disorders. 

Only the tests showing positive responses are listed. 

Name Description Neuromodulation Reference 

Addiction 

(tobacco, 

alcohol, heroine, 

etc.) 

 rTMS, tDCS, DBS Barr et al. (2011) 

Alzheimer 

(dementia) 
 rTMS, tDCS, DBS 

Schulz et al. 

(2013) 

Laxton et al. 

(2012) 

Anorexia 

nervosa 

Immoderate 

food restriction, 

irrational fear of 

gaining weight 

DBS Wu et al. (2012) 

Anxiety 

disorder(exclude 

PTSD) 

 DBS,  rTMS 

Baek et al. 

(2012); George 

et al. (2008); 

Sturm et al. 

(2003) 

Attention deficit 

disorder 

(ADHD) 

Difficult to 

concentrate, 

hyperactivity, 

uncontrollable 

impulsiveness  

rTMS, TMS* 

Schulz, Gerloff 

et al. 

(2013);Richter et 

al. (2007) 

Autism 

Poor interaction 

or 

communication 

skill, restricted 

and repetitive 

rTMS, dTMS 

Schulz, Gerloff 

et al. (2013); 

Park (2003) 

Bersani et al. 

(2012) 
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behavior 

Binge eating 

disorder 

Uncontrollable 

carving for food 
tDCS 

Goldman et al. 

(2011) 

Reddy et al. 

(2000) 

Bipolar disorder 

Phasic 

alternation of 

maniac and 

depression 

ECT, dTMS 

Papadimitriou et 

al. 

(2007);Bersani, 

Minichino et al. 

(2012)  

Catatonia 
Sudden loss of 

ability to move 
ECT 

Rohland et al. 

(1993) 

Delirium 

Lowered 

alertness, 

altered sleep 

cycle, decreased 

short-term 

memory, seeing 

hallucinations 

ECT 
Dudley et al. 

(1972) 

Depression  tDCS, ECT, DBS 

Schulz, Gerloff 

et al. (2013) 

Moreines et al. 

(2011) 

Epilepsy  DBS, tDCS, rTMS 

Zhong et al. 

(2011) 

Ardesch et al. 

(2007) 

Faria et al. 

(2012) 

Cincotta et al. 

(2003) 

Lunde et al. 

(2006) 

DeGiorgio et al. 

(2006) 

Learning 

disorder 
 tDCS 

Pinchuk et al. 

(2012) 

Mania 

Irritable mood, 

arousal or 

energy level 

rTMS, ECT 

George et al. 

(2009); 

Karmacharya et 

al. (2008) 

Migraine 
Intolerable 

headache 
rTMS 

Wassermann et 

al. (2012) 

Hord et al. 
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(2003) 

Obsessive 

compulsive 

disorder 

 rTMS, DBS 

George, Padberg 

et al. (2009) 

George et al. 

(2008); Sturm et 

al. (2003) 

Post-traumatic 

stress disorder  
 rTMS, ECT, DBS 

Wassermann et 

al. (2012) 

Langevin et al. 

(2010); Margoob 

et al. (2010) 

Schizophrenia  
rTMS, dTMS, 

ECT, tDCS 

Schulz, Gerloff 

et al. (2013) 

Bersani, 

Minichino et al. 

(2012) 

Chanpattana et 

al. (2000) 

Brunelin et al. 

(2012) 

Tinnitus 
Hearing 

hallucination 
rTMS, tDCS, DBS 

Wassermann et 

al. (2012) 

Vanneste et al. 

(2011) 

Cheung et al. 

(2010) 

*: for diagnosis 

 

In addition to mental disorders, neurological disorders where mental function 

is intact but the sensory or motor pathway is impaired represent another major 

category of brain disorders on which stimulation has been administered. A list 

of trials is given in table. 2.  

Table 2 Review on experimental trials of EM stimulation on neurological 

disorders. 

Name Description Neuromodulation Reference 

Amyotrophic 

lateral sclerosis 

Progressive 

inability to move, 

speak, swallow 

and breathe 

TMS*, rTMS 

Horiuchi et al. 

(2002); Vucic et 

al. (2011) 

Chronic pain  
 

DBS, MCS, 

rTMS, tDCS 
Plow et al. (2012) 
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Coma (persistent 

vegetative state)  
DBS 

Yamamoto et al. 

(2005) 

Dystonia 
Sustained muscle 

contraction 
DBS, TMS* 

Gubellini et al. 

(2009) 

Quartarone et al. 

(2009) 

Essential tremor 
 

DBS 

Gubellini, Salin, 

Kerkerian-Le 

Goff, and Baunez 

(2009) 

Huntington’s 

disease 

Genetic disease, 

uncoordinated 

movement, 

leading towards 

cognition problem 

and finally death 

DBS, TMS*, 

rTMS 

Gubellini, Salin, 

Kerkerian-Le 

Goff, and Baunez 

(2009) 

Tasset et al. (2012) 

Groiss et al. 

(2012) 

Multiple 

sclerosis 

Autoimmune 

disease causing 

movement and 

cognition 

disability 

tDCS, TMS* 

Mori et al. (2010) 

Ziemann et al. 

(2011) 

Parkinson's 

disease  

DBS, TMS*, 

ECT, rTMS 

Gubellini, Salin, 

Kerkerian-Le 

Goff, and Baunez 

(2009) 

Popeo et al. 

(2009); Schulz et 

al. (2013) 

Perretti et al. 

(2011) 

Tourette’s 

syndrome 

Chronic motor 

and vocal tic, 

usually taking 

places among 

children and 

adolescents 

TMS*, DBS 

Gubellini, Salin, 

Kerkerian-Le 

Goff, and Baunez 

(2009) 

Gilbert et al. 

(2005) 

*: for diagnosis 
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EM stimulation has also been applied for non-therapeutic effects. The aim of 

the stimulation was to harvest the facilitatory effect of stimulation to 

accelerate the rehabilitation or the learning process (M. Kandel et al., 2012; 

Miniussi et al., 2008; Reis et al., 2008; Schulz et al., 2013). Due to ethical 

concerns, they are usually characterized by small sample sizes and limited 

stimulation dose, and the results are subject to reproducibility of the test data 

and interpretation of the responses. 

2.2 Current understandings of EM stimulation 

The clinical studies listed above, often empirical and subjective, could help 

doctors and clinicians explore the novel application of stimulation but could 

not provide cellular or network level information of the stimulation efficacy. 

In solving the problem, researchers have conducted experiments on isolated 

cells and documented the corresponding stimulation-evoked activities. 

Another approach was to administer stimulation on subjects and to monitor 

motor or neuronal responses downstream to the target area, usually being 

motor cortex. In addition, neuroimaging techniques have also been exploited.  

2.2.1 Direct measurement of neuronal activities 

The most straightforward way to investigate the responses of cortical neurons 

is to observe their cellular activities under stimulation. Although this 

procedure can be technically demanding, it has been adopted in a few 

researches where the neurons of animal origins were collected and cultured in 

an artificial environment; an electric field was produced by an array of 

electrodes placed on the opposite sides of the culture; and finally the MP 

dynamics were measured in correlation to different amplitudes of electric field. 

In one early attempt, Svirskis et al. (1997) utilized motor neurons of turtles 
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and successfully proved that the changes in MPs evoked by stimulation 

matched what was calculated from the cable theory. However, since the cell 

was collected from the spinal cord of reptiles, the stimulation-evoked 

responses could be expected to be quite distinct from those of the cortical 

neurons of mammals. Despite the validation of the mathematical model, the 

report gave little information on the effectiveness of the stimulation modalities 

that are used for therapeutic effects.  

Radman et al. (2009) adopted the similar method but used brain slices from 

Wistar rat somatosensory cortex. Various parameters concerning EM 

stimulation, including the threshold values of the different groups of cells, the 

optimal field direction and the polarizations at soma, were extracted from the 

electrophysiological recordings under a 100 ms-uniform field stimulation. The 

results had three indications: the LV pyramidal cells have lower thresholds 

than L2/3 PCs; the maximum efficacy is characterized by alignment between 

the cell and the field; the polarization is linearly proportional to field and can 

be quantified with polarization length.  

Notwithstanding the findings derived, the direct measurement approach suffers 

from multiple limitations. All the existing studies were conducted in vitro, 

hence the neurons could only be from non-human animals. Besides, the slice 

preparation and clamping can be extremely delicate; synaptic connection could 

be undermined; the neurons may suffer from incompleteness. On the other 

hand, should the test be performed in vivo, the subject must be anesthetized 

hence the excitability may be suppressed; the structural intactness of the skull 

would be compromised; due to the inserted electrodes, the field profile may be 

altered. Last but not least, no matter where the experiment is taking place, the 
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application of a short duration pulse which is characteristic to almost all 

suprathreshold stimulation modalities could introduce high amplitude artifacts 

on the measuring electrodes, rendering the readings unreliable. In the light of 

these technical constraints, researchers have adopted indirect approaches as 

substitutions.        

2.2.2 Motor cortex: cytoarchitecture and stimulation effectiveness 

Motor cortex has been a common target in therapeutic application of EM 

stimulation – MCS is named after its implantation to motor cortex; tDCS has 

also been applied on the very cortical region to facilitate motor rehabilitation. 

For TMS, although the common target for repetitive mode stimulation is the 

dlPFC, the dosage of each single pulse is marked as percentage of the 

minimum pulse intensity to evoke motor response when applied to the hand 

area of the primary motor cortex, namely the motor threshold (MT). Moreover, 

the motor cortex has direct control over the motor output at the cortical level 

and its activation can be observed directly (limb movement), therefore, it has 

been a common target for research practices as it can provide straightforward 

assessment to the effectiveness of the stimulation as well as the cortical 

excitability.  

The cytoarchitecture of motor cortex generally follows the common structure 

of mammalian neocortex, which comprises the superficial molecular layer 

(L1), the deeper external granule and external pyramidal layer (L2/3) which 

contains small or medium pyramidal cells, the internal granule layer (L4) 

featuring stellate cells, and the internal pyramidal layer and the multiform 

layer (L5/6) characterized by large pyramidal cells. Compared with other 

cortical areas, the motor cortex is distinguished by the absence of a prominent 
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L4 and the stellate cells. Furthermore, L5/6 is much thickened. Like the other 

cortical regions, the majority of the intracortical excitatory transmission is 

mediated by PCs, named after their triangular cell bodies. However, a special 

type of neurons – the pyramidal tract neurons (PTNs), or the Bezt cells 

according to the name of their discoverer – are exclusively presented in the 

L5/6 layer of the motor cortex. Physiologically, these cells have irregularly 

large cell bodies, fast spiking firing patterns and direct projections to the 

pyramidal tract of the spinal cord which is the cellular substrate of the cortico-

spinal relays, i.e. the motor output of the cortex (Chen et al., 1996). 

Electrophysiological analysis of the region further revealed ultra-strong 

connectivity between the L2/3 PCs and the L5 cells, by which a single 

superficial layer neuron could monosynaptically trigger the firing of inferior 

layer neurons (Anderson et al., 2010; Weiler et al., 2008). Nearly all inhibitory 

neurons identified in the cortex, including the basket cells, bipolar cells, 

double bouquet cells, bitufted cells, Martinotti cells and chandelier cells are 

present in the motor cortex, but the majority of the inhibitory transmission is 

mediated by basket cells (Gupta et al., 2000; Markram et al., 2004).  

The somatotopic map of the somatosensory cortex is echoed in the motor 

cortex, so that a segment of the cortex is responsible for the motor control of a 

specific part of the body. In the TMS and TES stimulation trials, the most 

common target has been the hand area of the motor cortex, which makes a 45° 

angle with the sagittal plane and locates at the middle of the central fissure. In 

a few cases, the leg area has also been targeted to contrast the influence of 

field direction.  
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2.2.3 Motor threshold 

MT, as mentioned before, is the dosimeter used in rTMS and TES application 

to normalize the individual variance and to provide a quantitative assessment 

of cortical excitability. The value of MT is defined as the minimum stimulator 

output (in percentage) that can produce a 50 µV peak-to-peak spike on the 

electromyogram (EMG) of the target muscle in at least 50% of all the trials. 

Two types of MTs are measured in clinical trials – resting motor threshold 

(RMT) and active motor threshold (AMT), with the former evaluated when the 

subject is at rest and the latter when the muscle is voluntarily contracted. In 

general, the reading of AMT is lower than RMT for a single patient although 

the reading can vary greatly among different subjects. 

The MT is influenced by various other factors. Amplitudes of MTs to different 

angles, i.e. the anisotropy, were graphed in previous studies (Balslev et al., 

2007; Werhahn et al., 1994); the correlation between the value and the coil-

scalp distance was mapped (McConnell et al., 2001; Stokes et al., 2007); the 

effect of pulse duration on MT was validated (Rothkegel et al., 2010). MT 

measurement bas also been adapted to assess the performances of different 

stimulators, where a new coil or new circuit design is deployed and the 

corresponding MT is compared with a commercially available one (Roth et al., 

2014). In a comprehensive study of the MTs, Kammer et al. (2001) conducted 

the measurement for four different stimulator coils from two different 

manufacturers. Based on the results they had the following conclusions: 1, for 

monophasic – over damped – stimulation, the posterior-anterior (P-A) 

configuration is most effective; 2, for biphasic – underdamped – stimulation, 

the anterior-posterior (A-P) configuration has the highest efficacy; 3, evoking 



18 
 

EMG changes by A-P biphasic stimulation is more versatile but is still quite 

similar to the that by P-A monophasic stimulation, which hints that the second 

phase of biphasic stimulation work equivalently as the first phase of 

monophasic stimulation in exciting neurons; 4, the MT values of biphasic 

stimulation are lower than monophasic pulses, which could be attributed to the 

fact that the second phase the biphasic pulse has longer duration than the first 

phase of the monophasic pulse; 5, although a significant individual variance is 

present in the thresholds of different subjects, the general trend of each patient 

– being biphasic A-P<biphasic P-A<monophasic P-A<biphasic A-P – is 

almost preserved in all of the tested individuals. 

2.2.4 Epidural recording of pyramidal tract 

Epidural recording refers to the monitoring of neuronal activities of the 

pyramidal tract in the spinal cord, which is the downstream area to the motor 

cortex. In brief, all the recordings were taken from patients who had spinal 

cord stimulators implanted for the treatment of intractable dorsolumbar pain. 

The electrodes were most commonly implanted in the epidural space either at 

C1 – C2 level or at the thoracic level. Recordings were made of descending 

activity 2 to 3 days after implantation during the trial screening period before 

connection to the final implanted stimulator. Simultaneous EMG recordings 

can also be made from a variety of hand and leg muscles during TMS or TES 

of the scalp.  

For TES, the lowest intensities of anodal stimulation at AMT recruit an early 

descending volley, which has a latency of 2 – 2.6 ms when recorded from the 

high cervical cord. In humans, this latency is compatible with direct activation 

of the pyramidal tract axons just below the grey matter, and hence this wave is 
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referred to as a D-wave. At higher stimulus intensities, a later small wave 

appears in some of the subjects that has the same latency as the lowest 

threshold volley recorded following magnetic stimulation with a posterior-

anterior induced current in the brain. 

On the other hand, when monophasic TMS – “magnetic stimulation” – is 

applied in the p-a direction, the initial spike has a delay of some 1.5 ms longer 

than the TES. The longer delay suggests that the activation happens upstream 

of the neuron fiber. Together with the fact that this spike is subject to 

modulation of cortical activity, it was conjured that the spike is produced by 

indirect synaptic activation in the cortex, hence I-wave. Only when the 

stimulation intensity is raised above the AMT would the D wave be triggered 

with TMS. 

If the orientation of the induced current in the brain is changed so that it runs 

in a lateral to medial direction, EMG responses in some subjects get earlier by 

about 1 – 2 ms. It has usually been presumed that this is because a lateral-

medial (L-M) orientation of the coil begins to recruit D-waves more easily 

than the P-A direction.  

The pyramidal tract volleys are influenced by multiple factors including 

muscle state and pharmaceutical intake. Voluntary contraction has no effect on 

the amplitude of the D-wave recruited by TES or L-M magnetic stimulation. 

However, voluntary contraction does increase the size and number of the I-

wave volleys. During strong contractions, the effect can be substantial, and all 

I-waves are affected. A maximum contraction can increase the total amplitude 

of the I-wave volleys by up to 50%. Interestingly, the effect on the size of 
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descending waves is not paralleled by a comparable effect on the threshold for 

evoking descending activity. The value remains unchanged regardless of the 

cortical activities.  

The opposite effect on the recruitment of descending volleys occurs when the 

excitability of the motor cortex is decreased. Administration of the GABA 

agonist lorazepam suppresses the recruitment of later I-waves by TMS, 

without affecting the threshold for producing recognizable volleys.  

When TMS pulses are given in pairs, separated from each other for a few 

milliseconds, the resultant epidural volleys can be more complex than the 

superposition of two individual trails of recording. Based on the amplitudes of 

the pulses and the intervals, the overall effect can be either inhibitory or 

facilitatory, reflected by short interval intracortical inhibition (SICI) or short 

interval intracortical facilitation (SICF).  

SICI was first reported by Kujirai et al. (1993). They found that a small 

subthreshold conditioning stimulus could suppress the response to a later 

suprathreshold test stimulus when the interval between stimuli was less than 5 

ms. When the control stimulus alone is applied, 4 I-waves in epidural 

recordings and a substantial peak in EMG can be recruited; on the other hand, 

the application of the conditioning pulse, which is 80% of AMT, cannot give 

rise to a single I-wave or any distinguishable peaks in the EMG. However, if 

the conditioning pulse is administrated prior to the conditioning trace, with an 

interval of 1-4 ms, the I-waves evoked by the control stimulus is abolished and 

the EMG peak is significantly depressed. The inhibition effect is dependent on 

the interval, where the briefer the interval, the stronger the inhibition. Note 
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that the first I-wave, i.e. the I1-wave, is not influenced by the inhibition effect 

and stays constant with regard to different stimulations.  

Since the conditioning stimulus was below AMT, the authors suggested that 

the interaction was occurring at a cortical level and that the conditioning 

stimulus was suppressing the recruitment of descending volleys by the test 

stimulus. Interestingly, the I1-wave is virtually unaffected by the SICI effect, 

with the most sensitive wave being the I3 and later volleys. Administration of 

lorazepam, an agonist at the GABAA receptor increases the amount of 

intracortical inhibition and also increases the inhibition of later descending I-

waves. 

Short interval paired pulse facilitation describes the phenomenon that if two 

stimuli are given at an intensity at or above active motor threshold, facilitation 

can be observed between them when the intervals between the shocks are 

around 1.3, 2.5 and 4.3 ms. This interaction between the stimuli is thought to 

be due to the interaction of I-wave inputs in the periodic bombardment of 

pyramidal neurons. Yet again, in SICF, only the I2 & I3-waves are clearly 

facilitated; the I1-wave is unchanged.  

2.2.5 EEG and neuroimaging 

In supplement to the aforementioned methods, researchers have also adopted 

various other measurement modalities to probe the impact of stimulation 

activities. The recent examples include electroencephalogram (EEG) tests 

(Ding et al., 2014; Faria et al., 2012), functional magnetic resonance imaging 

(fMRI) trials (Bestmann et al., 2003; Fox, Halko, et al., 2012) and the less 

frequent positron emission tomography (PET) (Krieg et al., 2013). The 
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adoption of these modules empowers the investigators to view the stimulation 

efficacy in the context of the brain network instead of focusing on the response 

of a few specific areas and has successfully pinpointed the inter-cortical 

modulation effect of stimulation. However, the neuroimaging modalities have 

a relatively poor time resolution (~1-2s); the EEG based study suffers from the 

stimulation-evoked artifact, and hence are unable to provide reliable readings 

instantly after the administration; these modalities are better suited to long 

term evaluations instead of analysis demanding temporal precision.   

2.3 Hypothesis on the working mechanism of EM stimulation 

As mentioned in the earlier section, direct observation of cell activities under 

stimulation has low feasibility and can suffer from various types of artifacts. 

Indirect measurements, on the other hand, generate immense amount of data 

concerned with the stimulation-evoked responses. These observations 

nevertheless are macroscopic, hence could not be straightforwardly interpreted 

in the light of cell activity, network communication and metaphysical signal 

processing. Due to these issues, computer simulation has been adopted to 

mitigate the difficulties in experimental setting and to elucidate the working 

mechanism of EM stimulation.    

2.3.1 High resolution profile of electric field 

With the development of numerical computation schemes, researchers have 

attempted to solve the electric field that is induced by the stimulation on the 

geometry of the human brain and to use the high resolution field profile to 

predict the geometrical extent and the onset location of the stimulation. In 

general, a 3D head model, either derived from a standard atlas or reconstructed 

from patient neuroimaging data, is placed under the stimulation coil with a 
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specific relative angle and coil-scalp distance. The electromagnetic properties 

of the materials enclosed with the model, including the electric conductivities 

and dielectric permittivities, are derived from animal or post-mortem studies 

and applied to the structures in the head, specifically the scalp, the skull, the 

cerebrospinal fluid, the gray matter and the white matter. The electric field is 

calculated firstly by computing the electric current running in the circuit and 

then by solving the Maxwell equations governing the magnetic induction and 

electric conduction from the stimulator to the whole head model. In a few 

studies, a customized “coherence” value is provided according to the 

orientation of the neuronal fibers and the local electric field to assess the 

cortical excitability. The explanatory capacity of the calculation enables 

researchers to visualize the electric field produced by stimulation, and 

moreover to compare the efficacies of different configurations (Nadeem et al., 

2003; Nummenmaa et al., 2014). The field strength of MT, the onset locations 

of activation and the spatial expansion of the effective stimulation area has 

been tested with this approach (Thielscher et al., 2002). Furthermore, the 

impact of head/stimulator geometry, quantified as the dependence of the field 

strengths on coil-scalp distance, the thickness of the skull, the presence of 

lesions and various other parameters, were also investigated (Grant et al., 

2010; Miranda et al., 2012; Wagner et al., 2006; Wagner et al., 2007). 

Nevertheless, the nature of the model determines that the method can supply 

limited information on the interaction between the field and the neurons in the 

cortex, where a number of neurons with distinctive morphologies and 

physiological properties are present and are interconnected.  
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2.3.2 Network model 

Neuronal network is based on physiological data. A “perfect” neuronal 

network would have realistic neurons, structures and synaptic dynamics and 

thus would be the ultimate tool to analyze brain. Nonetheless, tremendous 

amount of information needs to be collected to construct such a network, 

making it infeasible in real life. Several simplified neuronal networks have 

been published as substitutes. They are used to study information processing at 

network level and the role of each physiological element in this process.  

Neymotin et al. (2011) studied the input-output transformation taking place in 

a single column and its dependence on the connection strengths within the 

column. Tsodyks et al. (1998) used a similar network with synaptic strength 

correlated to presynaptic firing frequency to demonstrate that excitatory post-

synaptic potential (EPSP) facilitation and depression actually represents 

different aspects of neuronal activities. Davison et al. (2006) used network 

model to show that spike-timing-dependent plasticity (STDP) is crucial for 

multi-modality sensory information fusion. Cutsuridis et al. (2010) encoded 

STDP on difference types of neurons in hippocampus CA1 to reproduce the 

information encoding and retrieval process, which is crucial to the memory 

system. Haeusler et al. (2007) compared computation capabilities of networks 

having a biological laminar structure and random connection and showed that 

laminated structure could actually enhance a network’s performance. Kerr et al. 

(2012) mimicked brain damage by removing part of neurons in a normal 

functioning network and studied how electrical stimulation can restore brain 

function. 
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The network developed by Traub et al. (2005) is the most comprehensive 

model in explaining physiological signals. Distinct morphologies and 

membrane mechanisms were assigned to different types of neurons. 

Furthermore, electric couplings were added to enrich the connection 

mechanisms. The resultant model could exhibit multiple physiological 

phenomena including gamma oscillation, sleep spindle and epileptogenic 

bursts. Lang et al. (2011) contributed a novel way to generate a comprehensive 

neuronal network model from microscopic observations on the fly so that the 

neurons and the connections could be direct duplicate of the studied brain.  

Network level simulation has been extensively used in exploring the 

stimulation effectiveness and has shed some light on cortical activities induced 

by the externally applied field. A number of models was focused on a specific 

phenomenon encountered during experiment, such as the silence period 

(Miyawaki et al., 2005) and the summation effect of later I-waves on α-motor 

neurons (Thickbroom, 2011). On the other hand, researchers have also 

attempted to provide comprehensive models aimed at reproducing a wide 

spectrum of the observations in previous studies simultaneously.  

Di Lazzaro et al. (2012) advanced a theoretical model which was based on the 

cytoarchitecture of the motor cortex. The authors proposed that the stimulation 

recruits L2/3 PCs directly which in turn activate the output PTNs in L5 due to 

their strong connectivities to these cells. The inhibitory neurons were 

suggested to be insensitive to direct stimulation but receive excitatory 

transmission from pyramidal cells. Besides, the L2/3 cells also receive 

reciprocal excitatory transmission from the L5 cells and the later I-waves are 

the direct results of the oscillation of the balance between excitatory and 
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inhibitory activities in the cortex. The model explains the insensitivity of early 

I1-wave to SICI, the enhancement of inhibition effect of GABA agonists, and 

the alternation of I-waves associated with the change of field directions.  

The model by Esser (2005) was based on the Traub model but was enriched 

with a detailed connectome of the cells within the motor cortex and the relays 

from other cortical and subcortical areas. According to the design of the model, 

the TMS pulse indiscriminately activates a proportion of all the synapses that 

are hosted in the motor cortex, regardless of the location of the hosting cell. 

The synapses activate the L5 cells, leading to the first I1-wave; the L2/3 cells 

are spontaneously excited, which further transmit excitatory inputs to L5 cells, 

resulting in re-activation and the later I-waves. On the other hand, in the 

scenario of SICI, the conditioning pulse would recruit a smaller number of 

synapses. They would not be able to trigger cascading excitatory oscillations 

but the local inhibition which underlies the following suppression of I-waves. 

In addition, the model also has the merit to reproduce the dependence of the I-

wave amplitude on the pulse intensity as well as the modulation effect of 

various pharmaceutical agents.  

In a recent model by Rusu et al. (2014), it is asserted that the I-waves simply 

reflect the balance between the excitatory and inhibitory inputs received by the 

PTNs. The model consisted of a multi-compartment PTN with realistic 

dendritic formation as well as a number of single-compartment PCs and 

inhibitory cells, the synapses of which are dispersed all over the dendrites. The 

authors argued that the I1-wave is caused by proximal excitatory synapses, 

whereas the later ones resulted from the EPSPs from the distant synapses 

located on the apical dendrites, which take time to travel to the cell body. 
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During SICI stimulation, the conditioning pulse activates a small number of 

excitatory and inhibitory inputs. The excitatory EPSPs decay rapidly, yet the 

IPSPs would remain effective when the control pulse takes place thus 

inhibiting the I-waves.  

In spite of the insights uncovered, the aforementioned models all suffered 

from certain drawbacks. It attributed the SICI effect to the cumulative 

stimulation effect which takes place exclusively on inhibitory neuron. Yet 

neither the phenomenon nor its electrophysiological basis has been 

acknowledged. The second model could reproduce the SICI effect, but the 

robustness of the I1-wave, whose amplitude is not influenced by 

administration of GABA enhancive chemicals, is largely intangible. The 

morphologically detailed PTN used in the third model has its membrane 

conductance values tailored to give it an intrinsic firing rate of 667 Hz, a 

frequency exactly coherent to the I-waves. Unfortunately, neuron with so high 

a firing frequency has never been identified in mammalian central nervous 

system.  

A comparison of the models would further reveal the contradicting premises 

taken during the simulation process. The assumption of the first model, that 

synapses from L2/3 have higher excitability, and the hypothesis of the second 

and the third model, that the synapses of distinct neurons have 

indistinguishable excitability, are mutually exclusive. The observations 

reproduced – the I-waves, the SICI effect and the pharmaceutical modulation, 

etc. – only demonstrate the flexibility of the repertoire of the cortical network, 

that with proper manipulation of the connectivity and the excitability, the 

stimulation responses can be recreated with a multitude of totally distinctive 
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ways. Without the understanding of the interaction between stimulation-

induced field and the neurons, it is virtually impossible to judge which 

speculation has the most proximity to the real situation. A thorough 

understanding of the influence of electric field on the cells, or reciprocally the 

direct response of neurons to stimulation, is the prerequisite of higher level 

studies of the stimulation effectiveness. 

2.3.3 Simulation of the biophysical interaction between neurons and 

electric field 

Early simulation studies have largely been focused on providing mathematical 

formalism to the dynamics of MP induced by the external field. For instance, 

McNeal (1976) established the cable theory-based approach to evaluate the 

MP changes induced by externally applied electric field. The computation was 

deployed on two neighbouring nodes of Ranvier linked by a myelinated 

compartment; the structure was placed 2mm beneath a monopolar electrode; 

simplified ion channels and membrane properties were attached; the whole set 

of equation was solved manually for 1ms. The authors successfully 

demonstrated the MP dynamics of the two nodes under stimulation and in the 

meantime investigated the dependence of the MPs towards the duration of the 

pulse, displacement to the electrodes and the diameter of the neuron fiber.  

After the invention of TMS, Nagarajan et al. (1993) developed on the basis of 

the previous simulation by supplementing the computation of the electric field 

induced by TMS. The results of the stimulation reconfirmed the correlation 

between the stimulation effectiveness and the cell size/pulse duration. 

Comparison of the cells with distinct spatial extents hinted that the shorter 

cells could have higher susceptibility. In the end, the efficiencies of the two 
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waveforms of TMS – monophasic and biphasic stimulation – were contrasted, 

with the latter found to be more effective.  

Thereafter, the same approach has been transformed on a more sophisticate 

cell model to mimic the neurons in cortex (Rattay, 1999). The new model 

contained four major components, namely the dendrites, the soma, the 

myelinated axon and the unmyelinated axon. 

The efficacy of the electrode stimulation and the magnetics stimulation were 

compared; the preferential activation of the axon over any other components 

was highlighted; the impact of cell-field coherence was revealed; and the 

possible scenario in which individual synapses would be excited without 

activation of the axon was proposed. 

The first model that attempted to differentiate the various categories of 

neurons in the cortex was contributed by Salvador et al. (2011). The 

investigator placed several cells with simple yet distinctive morphologies – a 

short cylinder, a long cylinder, a long cylinder with a 90° bend, a U shape, and 

a bifurcated cylinder joint by a collateral – within a motor cortex model in 

representative of the different cortical neurons and evaluated their 

susceptibility to the applied stimulation. Aside from the reconfirmation of the 

previous observations, the model pinpointed that the PCs with a bending or 

terminal could have the highest responsiveness to stimulation; existence of the 

axon collaterals could hinder activation; and the interneurons might be 

difficult to get activated. In addition, the calculation of the electric field 

according to the material properties and the shape of the cortex model also 
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enabled the assessment of the impact of the geometrical factors, such as the 

hampering effect of tissue heterogeneity.  

Apart from the numerical computation, modellers have also taken another 

strategy in computing the MPs modulated by stimulation, i.e. reduction of the 

original model and subsequent deduction of analytical solution to the 

governing equations. Due to the constraints associated with the method, the 

computations were usually performed on highly simplified neuronal structures, 

and the ion channels were strategically modified, sometimes even unable to 

give rise to action potentials (APs). The observations made in these studies 

were highly specific, such as the polarization of cylindrical or spherical 

neuronal segments (Cartee et al., 1992), the preferential activation of shunted 

dendrites to sinusoidal stimulation of certain frequencies (Monai et al., 2010), 

and the mathematical equivalence of a symmetrical dendritic tree to a 

cylindrical rod model (Tranchina et al., 1986).   

With the rapid development of computation capacity and numerical 

stimulation technique, researchers have established models with cell 

morphologies and membrane properties closely imitating the real neurons.  

McIntyre et al. (2004) solved the cable equation to simulate the effect of DBS. 

They first adopted finite element method (FEM) to get potential distribution 

on brain tissue near the bipolar electrodes and later used this potential 

distribution to calculate membrane potentials. They discovered that under 

DBS, axon compartments would fire in response to stimuli; the firing 

frequencies would be exactly the stimulation frequency. However, the somatic 

compartments would not share the same firing pattern, due to the fact that the 
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transmission of AP from axon to soma is prohibited. This effort represents the 

first quantitative analysis of DBS and lays the foundation for future analysis.  

The simulation strategy that combines the head model and the cell model was 

also elaborated, with the simple cell geometry being replaced with realistic 

morphologies. Wongsarnpigoon et al. (2012) placed PCs with realistic 

dendritic structures in the cortex and examined cellular activation triggered by 

TES. With various configurations of stimulation, the susceptibilities of cells at 

different locations, the influence of electrode geometry, and the impact of 

various placement schemes were identified.    

Kamitani et al. (2001) calculated the membrane potential induced by a 

uniform electric field. Their strategy was to attach current sources to all 

compartments of the neurons, which has the magnitude exactly equal to 

inlet/outlet current difference. Making use of the simulation, the authors 

successfully demonstrated the kindling process of the AP and the subsequent 

after-hyperpolarization (AHP), which was speculated to be responsible for the 

silence period. 

Pashut et al. (2011) calculated the electric field dynamics in a specific area of 

brain and fed field information to a single neuron model. Based on 

extracellular potential, membrane potentials were calculated on each 

compartment. The test performed on a cell with realistic dendritic and somatic 

structures asserted that the circular TMS may activate cells via evoking APs at 

the cell body, instead of the commonly acknowledged axon. By continuously 

abolishing the dendritic sections, the damping effect of the neuronal segments 

directly connected to cell bodies were exposed at the same time. Furthermore, 
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the researchers constructed a cell with bent axon. By measuring the 

stimulation threshold of arbitrary cell, it was demonstrated that activation and 

a bending point was very difficult to achieve.  

2.3.4 Repertoire and drawbacks of existing models 

Making use of strategically simplified cell models, these previous simulation 

works have provided constructive insights into stimulation-evoked cell 

activation. Notwithstanding the isolated factors that can characterize the 

stimulation effectiveness, for realistic neurons on which the various elements 

could interact with the physiology, morphology, and are interweaved with 

each other, an inclusive account for their responses to stimulation is still 

lacking. Many of the critical questions concerned with the effectiveness of 

stimulation have not been systematically investigated: What stimulation 

intensity is required for activation? How would the effectiveness change with 

field direction and pulse waveform? Is there a difference in the excitabilities 

among various neurons? And if yes, which type is the most sensitive? 

Furthermore, taking distinct premises in simulation, conflicting conclusions 

have been drawn regarding the activation mechanism – soma, axon bending 

point and terminal have been asserted to be the initiation point of action 

potentials. Without a framework incorporating the repertoire of these works, 

which proposition has the highest validity remains unanswered.  

To answer the aforementioned questions and address the identified issues, here 

the author presents a different simulation approach, in which minimum 

simplification of the membrane currents and morphology was introduced. The 

model was implemented on a multitude of pyramidal cells (PCs) and their 

responses to various stimuli were statistically examined. It is hoped that by 
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taking this approach, a more comprehensive sketch of cellular response to 

stimulation can be provided. 
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Chapter 3.Simulation of membrane potential dynamics 

of neurons induced by EM stimulation 

In this study, the author adopted the method in which the neuron is considered 

as a structure comprised of interconnected 1D segments with specific 

geometries in 3D space; the numerical computation methods, i.e. finite 

different method, is deployed in 1D according to the modified cable equation. 

Adoption of this method allows for relatively accurate results to be obtained 

with intermediate computation burden. 

3.1 Mathematical formalization 

AP, which is the dominant mechanism of signal transmission in human brain, 

is defined as a prominent spike in the MP of the cell. MP is calculated as 

𝑉𝑚 = 𝑉𝑖 − 𝑉𝑒         (1) 

where𝑉𝑖  is the voltage of the intracellular plasma and 𝑉𝑒  is potential of the 

extracellular environment. The cell plasma contains various types of ions thus 

can be considered as a weak conductor, the current flowing in the plasma is 

calculated as  

𝐼𝑖 = −
𝑑𝑉𝑖

𝑅𝑖𝑑𝑥
         (2) 

where 𝐼𝑖 is the intracellular current and 𝑅𝑖 is the intracellular resistance along 

the current direction. When an external electric field 𝐸 is applied on the 

neuron, the potential of the extracellular environment is changed, according to  

𝐸 = −
𝑑𝑉′

𝑒

𝑑𝑥
         (3) 



35 
 

where 𝑉′𝑒 is the new extracellular potential induced by stimulation. As a result, 

the intracellular current is then given by  

𝐼′𝑖 = −
𝑑𝑉𝑖

′

𝑅𝑖𝑑𝑥
= −

𝑑(𝑉𝑚+𝑉′
𝑒)

𝑅𝑖𝑑𝑥
= −

𝑑𝑉𝑚

𝑅𝑖𝑑𝑥
+

𝐸

𝑅𝑖
     (4) 

The transmembrane current, i.e. the current flowing through cell membrane, is 

the first order derivative of the intracellular current, given by 

𝐼𝑚 = −
𝑑𝐼′𝑖

𝑑𝑥
=

𝑑2𝑉𝑚

𝑅𝑖𝑑𝑥2
−

𝑑𝐸

𝑅𝑖𝑑𝑥
       (5) 

The cell membrane is equivalent to a circuit in which a conductor is connected 

in parallel to a capacitor, hence the current flowing through the membrane can 

be calculated with 

𝐼𝑚 =
𝑉𝑚

𝑅𝑚
+ 𝐶𝑚

𝑑𝑉𝑚

𝑑𝑡
         (6) 

where 𝑅𝑚  is the membrane resistance, and the 𝐶𝑚  is the capacitance. 

Combining equation (5) & (6) would give 

𝑉𝑚

𝑅𝑚
+ 𝐶𝑚

𝑑𝑉𝑚

𝑑𝑡
=

𝑑2𝑉𝑚

𝑅𝑖𝑑𝑥2
−

𝑑𝐸

𝑅𝑖𝑑𝑥
        (7) 

which is the equation governing the MP dynamics under the influence of an 

external electric field.  

To get the MP values of the target cell, the governing equation needs to be 

solved on the corresponding morphology, with the membrane 

resistance/conductance determined according to the dynamics of passive and 

active ion channels. 
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3.2 Numerical computation 

3.2.1 Solving the model with Crank-Nicolson method 

Due to the complexity of the cell morphology and non-linearity of the ion 

channels, it is almost impossible to have an analytic solution of the governing 

equation on a real neuron and thus numerical computation is utilized. Under 

the assumption that MPs and distributions of ion channels are more or less 

homogeneous within a limited space, the neuronal morphology is firstly 

discretized into multiple compartments; the evolution of MPs are evaluated at 

nodes bounding the compartments; the term 
dE

Ridx
 at the right hand side, which 

is introduced to describe the sum of extra transmembrane current of the 

compartment 𝐼𝑐𝑜𝑚𝑝, can then be approximated as the derivative of the axial 

current induced by the applied field (Kamitani et al., 2001),   

𝐼𝑐𝑜𝑚𝑝 = 𝐼𝑎(𝑒
′) − 𝐼𝑎(𝑒

′′) =
𝐸(𝑒′)

𝑅𝑎(𝑒′)
−

𝐸(𝑒′′)

𝑅𝑎(𝑒′′)
,      (8)  

where𝑒′ and 𝑒′′ denote the two nodes bounding the compartment. If one end is 

a neuronal terminal, 𝐼𝑎(𝑒
𝑡) equals to 0 as current cannot flow through. If one 

end of the compartment is a bifurcation point, the 𝐼𝑐𝑜𝑚𝑝 values of the three 

compartments connected to that point are given by  

𝐼𝑐𝑜𝑚𝑝
𝑖 = 𝐴𝑖 × ∑ 𝐼𝑎

𝑗(𝑒0)/∑ 𝐴𝑗3
𝑗=1

3
𝑗=1 , 𝑖 = 1,2,3.     (9) 

where𝐴 is the cross-sectional area of the compartment, 𝑖& j are indices of the 

3 connected compartments, and 𝑒0 is the end of the compartment that is not 

attached to the bifurcation points. In other words, for any one of the three 

compartments connected to a branching point, its compartment current is 

given by the product of its cross sectional area and the overall current flowing 
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towards the branching point – the sum of axial currents of the three 

compartments – divided by the sum of the cross sectional areas of all 

compartments. The calculation is based on a rule of thumb, assuming that the 

intracellular potentials within a branching geometry has limited variability, 

and the compartment current was only determined by the axial resistance, 

which is inversely proportional to the cross-sectional area. 

The computation scheme was implemented on NEURON (Hines et al., 2001) 

using Crank-Nicolson method (Crank et al., 1947) with HOC scripts; the 

compartment currents were attached as a distributed mechanism using model 

description language NMODL. 

3.2.2 Discretization – mathematical convergence and intracellular 

potential uniformity 

In order to ensure that the calculation was valid after the implementation of the 

calculation scheme, supplementary examinations were taken following two 

principles: mathematically, simulated MPs should converge with increasing 

number of compartments; physically, a piece of conductive material should 

have uniform internal potentials when reaching steady state inside an electric 

field (for details see fig. 10). 

In carrying out the test, the cell membrane was assumed to be insulating; a 

baseline compartment number was determined for each segment. This baseline 

was either the first integer greater than the ratio of the segment length over the 

minimum distance between two neighboring geometry defining points, or the 

one calculated using the d-λ rule, whichever being smaller (Hines et al., 2001). 

The MPs after a 300 ms-100V/m stimulation was then calculated with the 

baseline compartment number and another one two folds greater than the 
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baseline. The comparison between the two sets of MPs (fig. 4, black trail) 

would reveal whether simulation was converging; meanwhile, the intracellular 

potential (red trail), i.e. the sum of MPs obtained with baseline compartment 

number (blue trail) and extracellular potential would be monitored to confirm 

the uniformity of intracellular potential. 

 



39 
 

 

Figure 3 Implementation of the computation scheme on PCs with realistic cell 

morphologies. For each tested neuron, its morphology is firstly segmented and 

registered to different categories, including the apical dendrites, basal 

dendrites, soma, axon initial segment, axon hillock, myelinated axon, and 

nodes of Ranvier. The compartment number in each segment is then 

determined in an iterative manner. In the end, the compartment numbers are 

applied, the ion channels and other membrane properties are attached 

according to their categories, and the stimulation response to a pulse with 

specific direction and waveform is documented. 
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If either the convergence or the uniformity score which were quantified as the 

maximum difference between the two sets of MPs and the standard deviation 

of the intracellular potentials respectively, was greater than 1 mV, the entire 

process would be iterated with the compartment numbers tripled. For all the 

PCs, the final compartment numbers should restrain the convergence & 

uniformity scores within 1 mv and hence were deemed as adequate for later 

simulation of MPs. 

 

Figure 4 Convergence and uniformity scores of a tested cell at the end of the 

iteration. The morphology of a L2/3 PC is superimposed on the extracellular 

potentials, which is plotted in false color. The discrepancies between the two 

sets of MPs are plotted in black, while the intracellular potentials, i.e. the sum 

of MPs obtained with baseline compartment number (blue trail) and 

extracellular potentials, are plotted in red, with the unit of mV. 

3.3 Representation of the membrane 

In the first attempt of the model, a relatively simple membrane conductance 

model was adopted. The dendrites – both basal and apical – were set to be 

passive whereas the soma as well as the axon followed the Hodgkin-Huxley 

(HH) model (Hodgkin et al., 1952). In this model, two ion channels were 
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attached to the membrane; the voltage gated sodium channel sensitive to 

depolarization of the membrane potential was responsible for the onset of APs. 

On the contrary, the potassium channel would respond to the opening of the 

sodium channels open subsequently to bring about a hyperpolarization 

membrane current to reestablish the original membrane potential.  

The HH model is easy to implement and was adopted in the preliminary tests. 

However, the simplicity of the model is obtained at the expense of the various 

details of the neuron morphology, most prominently being the myelin sheath. 

Myelin sheaths are non-conductive wrappings formed on the axon in order to 

facilitate AP transmission and accelerate the transmission speed. 

To preserve this morphological feature of the pyramidal cells, a new mode was 

also studied (Mainen et al., 1996). All the ion channels in this model followed 

the HH style formalization,  

𝐼 = 𝑔̅ ∙ 𝑚𝑥 ∙ ℎ𝑦(𝑉𝑚 − 𝐸)      (10) 

where 𝑔̅ is the maximum conductance, E is the Nernst potential for different 

ions ( 𝐸𝑝𝑎𝑠 = −65 𝑚𝑉 𝐸𝑘 = −90 𝑚𝑉, 𝐸𝑁𝑎 = 50 𝑚𝑉, 𝐸𝐶𝑎 = 140𝑚𝑉), m and 

h are activation and inactivation variables, the dynamic of which are described 

by  

𝑑𝑚

𝑑𝑡
=

(𝑚∞−𝑚)

𝜏𝑚
        (11) 

𝑑ℎ

𝑑𝑡
=

(ℎ∞−ℎ)

𝜏ℎ
        (12) 

The number of channels was significantly increased; the sodium conductance 

is given by  
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𝛼𝑚 =
0.182 ∙ (𝑉 + 25)

1 − 𝑒
−(𝑉+25)

9

  𝛽𝑚 =
−0.124 ∙ (𝑉 + 25)

1 − 𝑒
−(𝑉+25)

9

 

𝛼ℎ =
0.024 ∙ (𝑉𝑚 + 40)

1 − 𝑒
−(𝑉𝑚+40)

5

   𝛽ℎ =
−0.0091 ∙ (𝑉𝑚 + 65)

1 − 𝑒
−(𝑉𝑚+65)

5

 

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
  ℎ∞  =

𝛼ℎ

𝛼ℎ + 𝛽ℎ
 

𝜏𝑚 =
1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
  𝜏ℎ = 

1

𝑇𝑎𝑑𝑗(𝛼ℎ + 𝛽ℎ)
 

𝑁𝑚 = 3     𝑁ℎ = 1 

The potassium channel includes: 1, voltage gated potassium channel; 

𝛼𝑚 = 0.02  
(𝑉𝑚 − 25)

1 − 𝑒−
(𝑉𝑚−25)

9

  𝛽𝑚 = −0.002
(𝑉𝑚 − 25)

1 − 𝑒−
(𝑉𝑚−25)

9

  

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
   𝜏𝑚 =

1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
 

𝑁𝑚 = 1     𝑁ℎ = 0 

2, muscarinic potassium channel ; 

𝛼𝑚 = 0.0001
(𝑉𝑚 + 30)

1 − 𝑒−
(𝑉𝑚+30)

9

   𝛽𝑚 = −0.00011
(𝑉𝑚 + 30)

1 − 𝑒
(𝑉𝑚+30)

9

 

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
  𝜏𝑚 =

1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
 

𝑁𝑚 = 1   𝑁ℎ = 0 

3, calcium activated potassium channel. 

𝛼𝑚 = 0.01([𝐶𝑎2+]𝑖)   𝛽𝑚 = 0.02  
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𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
  𝜏𝑚 =

1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
 

𝜏𝑚 = 1   𝑁𝑚 = 1 

In addition, calcium currents were also recruited, with the conductance given 

by 

𝛼𝑚 = 
0.055(𝑉𝑚 + 27)

1 − 𝑒
−(𝑉+27)

3.8

     𝛽𝑚 = 0.94 𝑒−
𝑉𝑚+75

17  

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
     𝜏𝑚 =

1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
 

𝛼ℎ = 0.000457𝑒
−(𝑉𝑚+13)

50         𝛽ℎ =
0.0065

𝑒
−(𝑉𝑚+15)

28 + 1

 

𝑁𝑚 = 2    𝑁ℎ = 1 

The decay of intracellular calcium concentration is given by 

𝑑[𝐶𝑎2+]

𝑑𝑡
= −

105 × 𝐼𝑐𝑎
96485

−
[𝐶𝑎2+] − 0.0001

0.2
 

The adjustment of temperature is given by  

𝑇𝑎𝑑𝑗 = 𝑞10

(
𝑇−23

10
)
,   𝑞10 = 2.3      (13) 

where T is the room temperature under which the experiment is conducted. In 

our situation, the value was set to 37°C. 

The maximal conductance values of the channels at specific neuronal 

components, including the dendrites, the cell body, the initial segment of axon, 

the axon hillock, the myelinated axon, and the nodes of Ranvier, together with 
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the axial resistance, membrane capacitance/resistance are given in Table. 3. 

The model showed merits in giving different neurons distinct firing patterns, 

each highly coherent to what was documented from electrophysiological 

experiments, but failed to preserve the morphological features of the axon. 

Table 3 Membrane properties of components of PC. N.A.: not applicable, i.e. 

the channel is not inserted to the specific segments. 

 Dendrites Soma Hillock Initial 

Segment 

Myelinated 

axon 

Nodes of 

Ranvier 

𝑅𝑎(𝛺
∙ 𝑐𝑚) 

150 150 150 150 150 150 

𝑔𝑚(𝑝𝑆
/µ𝑚2) 

0.033 0.033 0.033 0.033 0.033 200 

𝐶𝑚(µ𝐹
/𝑐𝑚2) 

0.75 0.75 0.75 0.75 0.02 0.75 

𝑔̅𝑁𝑎(𝑝𝑆
/µ𝑚2) 

20 20 30000 30000 20 30000 

𝑔̅𝐾𝑣
(𝑝𝑆

/µ𝑚2) 

N.A. 200 2000 2000 N.A. N.A. 

𝑔̅𝐾𝑚
(𝑝𝑆/

µ𝑚2)  

0.1 0.1 N.A. N.A. N.A. N.A. 

𝑔̅𝐾𝐶𝑎
(𝑝𝑆

/µ𝑚2) 

3 3 N.A. N.A. N.A. N.A. 

𝑔̅𝐶𝑎(𝑝𝑆
/µ𝑚2) 

0.3 0.3 N.A. N.A. N.A. N.A. 

 

3.4 Segmentation and registration of axonal components 

In the original model, the axon of the cell was replaced by an idealised one, 

which constitutes a number of long cylinders connected in series. To empower 

the computation with realistic neuronal morphologies, the cell model was 

transformed to accommodate complex axon tortuosity and ramifications. In 

the meantime the dendritic-somatic axis of the whole cell, the segments 

constituting the axon shaft and the orders of axonal collaterals were also 

determined. A detailed illustration of this transformation is given in fig. 5. 
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The axon shaft (colored in red) was firstly identified in an iterative manner. At 

the beginning, the only axonal segment directly connected to the cell body was 

labelled as the first shaft segment; its direction was obtained by principle 

component analysis (PCA) on all the points included. The calculation of 

segment directions was then carried out on the child segments. The one most 

parallel to the parent would be also labelled as a shaft segment and the above 

procedures were repeated until it reached a terminal or a major turning. 

 

Figure 5 Registration of axonal compartments. Part of the axon morphology is 

depicted; the axon shaft is coloured in red; the DS axis of the cell is sketched 

in a dashed line near the shaft; orders of axon collaterals are labeled next to 

each segment. 

The dendritic-somatic (DS) axis of the cell was computed after all segments 

had been identified, by PCA of the whole shaft. Following this process, the 

orders of the collateral segments (numbers labelled beside) were determined – 

collaterals connected to the shaft would have order of 1; segments linked to 

order 1 collaterals would be assigned with order 2 and so on. In the end, 

registration of axonal components, including the hillock, the initial segment, 

the myelinated segments and nodes of Ranvier, were conducted on the axonal 

morphology. The components were segmented from morphology: the first 10 
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µm of the initial shaft segment was marked as the axon hillock; the following 

section with the length of 15 µm was then converted to the initial segment; 

thereafter, the remaining segments were identified as covered by myelin, the 

nodes of Ranvier were located to segment ends where the axon bifurcates or 

terminates (Grill et al., 2008). After the registration of different components, 

the corresponding membrane properties and ion channels were attached. The 

ion channels that were presented in the dendritic components, namely the 

muscarinic potassium channel, the calcium-dependent potassium, the voltage-

gated sodium channel and the high-voltage-activated calcium channel, were 

attached to apical and basal dendrites as distributed mechanisms with the 

region-specific maximum conductance values applied. Likewise, the channels 

and the corresponding maximum conductance values of the cell body, the 

hillock, the initial segment of axon, the nodes of Ranvier and the myelins were 

applied on the segments that were registered under these categories. The 

geometry of the hillock and the nodes of Ranvier were altered – the diameter 

of one end of the hillock, which connected to soma, was fixed at 40% × soma 

diameter, the other end remained unchanged, the diameters of the 

compartments in between were linearly interpolated from the two ends; the 

diameters of the nodes of Ranvier were 90% of the original sizes.  

3.5 Measurement of stimulation thresholds and polarization lengths 

The author measured AP thresholds, with regard to different field directions, 

pulse durations and morphologies, via running a series of simulation trials (fig. 

6). In the beginning of a single trail, axial current induced by stimulation was 

set to zero, and the MP was allowed to evolve for 10 ms without the intervene 

of applied stimuli. The stimulation then came into effect, changing the axial 
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current accordingly and driving the MP changes. The trial was then continued 

until the end, which was 110 ms after the onset, with the number of APs noted. 

Meanwhile the MPs of all segments were monitored; the activation point was 

marked to the compartment which showed the earliest AP. The intensity of the 

field was fixed within a single trial but was varied across trials; the AP 

threshold was the minimum field strength in V/m to trigger at least 1 AP. 

The half-interval search method was adopted in finding the threshold for a 

specific pulse duration and field direction. For example, in searching for the 

threshold of a PC to a 0°-100ms stimulus, an initial field strength of 70V/m 

was applied in the simulation trial. If an AP was triggered, the strength would 

be reduced by 40 V/m and another trail would be initiated. Should no spike 

was recorded, the strength would be increased but by 20 V/m – half of the 

original search interval. This procedure was repeated until the search interval 

was reduced to 1V/m and the minimum strengths value that could give rise to 

AP firing was identified. For short duration (<10ms) and TMS waveform 

stimulation, the initial strength and the search interval were 270V/m and 

100V/m respectively. 

  

Figure 6 Simulation trials for threshold measurement.  



48 
 

CHAPTER 4 Measurement of responses of pyramidal 

cells to long-duration uniform field stimulation 

PCs, otherwise regarded as the principle cells in the cortex, have been 

specifically attended in the investigation of the EM stimulation mechanism. In 

the canonical cytoarchitecture of the mammalian neocortex, PCs make up the 

majority of the excitatory connections, with the exception of stellate cells in 

L4. In the primary motor cortex where the L4 is missing, PCs are the sole 

mediator excitatory transmissions. As the effectiveness of EM stimulation, 

upon administration on the motor cortex, is characterized by excitatory 

responses such as involuntary limb movement, it is generally believed that EM 

stimulation influences the motor cortex via direct interference on the cellular 

activities of the PCs.  

In the present study, the author deployed the simulation scheme described in 

Chapter 2 on a number of PCs that were harvested from animal subjects. It 

was aimed that, through monitoring the cellular responses towards stimulation, 

the stimulation thresholds, the initiation points and the somatic polarization 

lengths, a comprehensive account of the stimulation effectiveness and its 

sensitivity to parameters as field direction and pulse duration can be provided. 

The inclusion of PCs from two different categories in the subject pool also 

gave us the opportunity to assess the inter-layer differences. Last but not least, 

the results in silico were compared with data from in vitro experiments to 

further substantiate the validity of the approach.  

4.1 Pyramidal cells 

Morphologies of 40 neurons with relatively complete axon trees were 

downloaded from NeuroMorpho.org (Ascoli et al., 2007). These morphologies 
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had been reconstructed from biocytin-stained somatosensory cortex slices of 

Wistar rats (Wang et al., 2002). Among them, 27 were labeled as from L2/3, 

and the remaining were identified as from L5 PCs. The author employed 

manual inspection on all the downloaded neurons to ensure that they were free 

from reconstruction artifacts, such as axon connecting back to soma, 

irregularities in diameters, etc. However, distortion in the z-direction, which 

was probably introduced by stacking of slices, appeared to be inevitable for 

most cells. An example of such artifacts is shown in fig. 7. Under certain 

circumstances, a V-shape turn (circled geometry) could be produced in the z-

direction, which gives the hosting neuron an abnormal susceptibility. As a 

matter of fact, in the previous version of the simulation where HH model was 

used to represent axons, one of the cells had a threshold as low as 1 V/m, 

which was clearly not possible in vivo. Few cells – with relatively simple 

Figure 7 Z direction artifacts on a L5 PC. The front view (a) and the side view 

(b) of a neuron are presented. Note that the various V shape turns into the Z-

direction which can only be perceived in the side view but not the front view.  
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morphologies – did not suffer from such artifacts, but the number was too 

small for statistical analysis. In order to prevent the distorted morphology from 

contaminating the simulation results while maintaining an adequate number of 

samples, all neurons were squashed from 3D to 2D. The squashing process has 

the potential to affect the length of different segments in different ways, and 

thus would not preserve the original electrotonic structures of the cells. 

Nevertheless, the thresholds from the 3D intact neurons were examined to be 

almost the same as the 2D version. Due to these reasons, 2D neurons were 

used in simulation. 

 A short statistical description of these two types of neurons after the process 

is provided in Table 4. Generally, the L5 cells were larger in size, 

demonstrated by the average diameters of segments, and more complex in 

geometry, evident by the greater number of axonal and dendritic segments. 

Table 4 Summary of two types of PCs tested in the simulation. Standard 

deviations are enclosed in parentheses. a: curve index is calculated as the 

distance between the two ends of a segment divided by the overall length, and 

is used to quantify tortuosity. Differences between layers are evaluated with 

one-way ANOVA: ∗ = p < 0.05; ∗∗ = p < 0.01. 

  Layer 2 Layer 5 

Soma Diameter (μm) 16.71 (2.51) 27.23 (3.89) 

** 

Axon Number of segments 29.59 (20.79) 56.23 

(32.09)** 

Length (μm) 82.66 

(106.51) 

81.77 

(110.31) 
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Curve index (%) † 93.55 (7.30) 93.84 (7.52) 

Diameter (μm) 0.37 (0.20) 0.46 (0.59)** 

Aborization points 14.30 (10.40) 27.62 

(16.04)** 

Maximum order of 

collaterals 

3.85 (2.03) 7.69 (2.72) 

Apical Dendrite Number of segments 37.22 (16.88) 141.00 

(86.86)** 

Length (μm) 41.74 (36.96) 37.18 

(60.29)* 

Curve index (%) 86.28 (11.97) 90.18 

(11.82)** 

Diameter (μm) 0.83 (0.53) 0.97 (1.04)** 

Aborization points 18.11 (8.44) 70.00 

(43.43)** 

Basal Dendrite Number of segments 35.52 (14.58) 51.54 

(29.45)* 

Length (μm) 38.48 (32.73) 44.95 

(49.60)** 

Curve index (%) 87.16 (11.59) 91.20 
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(9.87)** 

Diameter (μm) 0.79 (0.43) 0.89 (0.69)** 

Aborization points 15.33 (7.14) 22.46 

(13.90)* 

 

4.2 Stimulus orientation and duration 

The measurement was carried out for each neuron in 12 different angles, from 

-150° to 180° with interval of 30°, and with angle fixed at 0° from various 

pulse durations, ranging from 0.1 ms to 100 ms. Additionally, the thresholds 

of cells for TMS pulses were filed; the strengths of TMS pulses were always 

marked as the peak intensity of the first phase. The time step of each trial was 

associated with the pulse duration: 5 µs time step for 10-100 ms stimuli, 1 µs 

for < 10 ms and TMS pulses. The time steps were determined from pilot trials 

conducted on a selected population of cells such that further reduction of the 

values would produce a no more than 1% difference in the obtained thresholds   

4.3 Statistical analysis 

Multi-way ANOVA with repeated measures was used to detect the differences 

in measured thresholds. Post hoc analysis was conducted with Tukey's honest 

significant difference (HSD) method to quantify the significant effects (p < 

0.05). Sensitivities of threshold to field direction and pulse duration were 

studied with multi-way ANOVA for with-in subject analysis, and were 

quantified using pairwise t-test, variance modified with Bonferroni-Holm 

correction. All tests were performed with R 3.1.1. 
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4.4 Results 

4.4.1 Anisotropy of stimulation thresholds and polarization lengths 

 

Figure 8 Thresholds and AP initiation points with respect to field directions. (a) 

& (b) depict the thresholds of L2/3 & L5 PCs respectively. Values obtained 

with idealised and realistic axons are colored in black and red. 

Fig. 8a&b depict the stimulation thresholds with regard to different field 

directions. Measurements obtained from all angles had a symmetrical 

distribution across the DS axis – the average thresholds recorded with the field 

rotated clockwise or counterclockwise were indistinguishable as long as the 

numerical degree was the same. But this axial symmetry was rarely spotted in 

a single neuron (fig. 9a). The anisotropy of cells with realistic morphologies 

was less prominent, compared with the ones with arbitrary axons (cells with 

arbitrary axons: p <0.01 between all angles except its counterpart across the 

DS axis; cells with realistic morphologies: p <0.05 from 0°, ±30° to other 

angles).  
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Figure 9 Thresholds, initiation points and AP waveforms. (a) Thresholds and 

corresponding initiation sites of a L2/3 PC with respect to different field 

orientations. The axonal and dendritic components are colored in red and grey 

respectively. The dynamic of MP of soma under 0◦ stimulation (red) is 

overlaid with the firing patterns under 30 pA current injection to soma (black). 

Note that reducing the current amplitude would only delay the onset of APs 

until no activation could be initiated; the doublet spiking pattern is always 

preserved. (b) Overlay of spiking patterns induced by 0◦ stimulation and 50 pA 

current injection to soma. Note that the initiation point of 0◦ stimulation is also 

located at the cell body. 

The minimum threshold was located at 0°, which is in line with the 

observation that monophasic TMS has the lowest MT when applied in the P-A 

direction by activating neurons located on the sulcal wall. The maximum value 

was from either +90° or -90°, although due to the large variance, it was not 

significantly different from other angles. The ratio between the maximum and 

the minimum was 2 (L2/3) & 2.5(L5) for realistic cells, much smaller than that 
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of cells with arbitrary axons. The mild anisotropy and the small gradient with 

regard to field direction seems to agree with the MTs and motor responses 

recorded from TMS experiments, which was only marginally changed by 

slight deviations in field directions.  

4.4.2 Locations of initiation points 

The composition of AP initiation points on arbitrary axon was highly 

monotonic: between ±60° the terminal of axon shaft, others the soma. But with 

realistic axons a more dispersed picture was presented (fig. 10). The presence 

of the terminal of axon shaft extended to +90°, but the monopoly in directions 

from -60° to +60° was no longer preserved; activation from soma was marked 

in almost all angles; but the majority of initiation points were occupied by 

terminals of axon collaterals, and APs kindled there could always transmit 

back to soma. Quite unexpectedly, the firing pattern was uniform across all 

initiation mechanisms. Even for neurons which showed a doublet firing pattern 

during current injection to soma, the application of a single pulse can only 

Figure 10 AP initiation points. Constitutions of three categories of AP 

initiation points, namely terminal of axon collateral, terminal of shaft axon, 

and cell body, obtained from L2/3 and L5 PCs with realistic axons are 

plotted in (a) & (b) respectively. 
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produce one AP, regardless of the initiation site (fig. 9a&b).       

4.4.3 Influence of cell type 

Further revealed by the statistical analysis was the difference between layers: 

L5 PCs always had lower thresholds (p < 0.001), except when the field was 

perpendicular to the cells. Interestingly, thresholds from cells with arbitrary 

axons were not always different from neurons with realistic axons (p < 0.01 

for ±30°, ±90°, ±120° & 0°). The lack of significant difference at ±60° might 

be explained with the interactions between the threshold values at these two 

angles; but for other angles, it was observed that a substantial amount of 

activation points were located at the soma. The similarity could be caused by 

the fact that, when AP was initiated at the cell body, dendritic components 

which were preserved in all neurons played a more important role than axon. 

4.4.4 Transmission of initiation points in association of pulse duration 

Fig. 11 shows the threshold values vs pulse lengths. With the duration 

gradually decreasing, the difference in thresholds between different layers (p < 

0.05 for 1 ms, p < 0.01 for all other durations) were magnified. Likewise fast 

expanding was the standard deviation, which almost stayed proportional to the 

mean values throughout the various pulse durations. The AP initiation sites, as 

shown in fig. 11c, were not stationary. With pulse duration decreased to 0.1 

ms, many of the initiation sites were relocated from cell bodies to the 

terminals of axon shaft, but the constitution of terminals of axon collaterals 

remained almost unchanged. Fig. 11d provides one such example, which also 

illustrates a change of gradient accompanying the relocation. On the other 

hand, shift of activation point and the non-smoothness were never observed on 

cells with arbitrary axon. 
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 4.4.4 Comparison of simulation results with in-vitro data 

For one of the tested field directions, 0°, the thresholds of L2/3 as well as L5 

PCs in vitro had been documented in a former experiment. In brief, cortical 

neurons were collected from rat brain slices; a uniform electric field was 

supplied using two arrays of electrodes; the field direction was from higher to 

lower layer of the cortex; stimulation thresholds were recorded with the pulse 

duration fixed at 100 ms; polarization lengths, quantified as the amount of MP 

changes produced by a unit of field strength before AP firing, were also 

Figure 11 Stimulation thresholds of L2/3 (a) and L5 (b) PCs with respect to 

pulse durations. The ratios of standard deviations are shown over the mean 

values. The initiation points are shown in (c), with the same notation as that in 

fig. 10c. The threshold-duration curve of a L5 PC is graphed in (d), with the 

corresponding initiation sites labelled. In addition to the durations in a & b, the 

thresholds for 0.2 ms, 2 ms, and 20 ms stimulation were also tested. The 

thresholds of 5 ms, 10 ms & 20 ms stimuli are magnified in the side window 

with the linearly interpolated values marked with open squares and dashed lines. 
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monitored. As the experiment setup was equivalent to our simulation, these 

cellular responses were utilized to consolidate our model. The qualitative 

assessment that L2/3 PCs have higher thresholds was reproduced in our 

simulation.  

Moreover, a visual inspection of the thresholds and polarization lengths 

recorded in vitro versus in silico is given in fig. 12. On the limited data 

available, the overlap between the in vitro readings and simulation results 

apparently suggest that validity is improved by the introduction of realistic 

morphology.      

4.5 Discussion 

In this study, the author developed a simulation scheme which can host highly 

detailed physiology and morphological properties of neurons and can be 

implemented on two groups of PCs, one from L2/3 and the other from L5. The 

stimulation thresholds of simulated cell were then measured with different 

input parameters and manipulation of cell morphology; the corresponding AP 

initiation points were also documented. Several findings are worth noting: the 

variance among PCs, the minor anisotropy in thresholds, the non-smooth 

strength-duration curve, and the dependency of the activation site on pulse 

length. Unprecedented by previous simulation works, they seem unique to the 

presented model. But by studying the localization of the initiation sites and the 

disparities between the thresholds obtained from arbitrary and realistic axons, 

it might be recognized that the excitability is shaped by the competition 

between all activation-capable segments, and the subsequent interplay of 

various factors – the alignment between the segment and the field, the 

diameter, the pulse waveform, and the topology.  
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Figure 12 Comparison between thresholds (a) and polarization lengths at soma 

(b) measured in silico and in vitro. Simulated values are displayed in violin 

plots, with the kernel densities denoted by the shaded areas, mean values by 

open circles, and quartiles by bold bars. The ranges occupied by in vitro 

recordings are depicted in verticals bars, with the mean values (if available) 

labelled by filled squares. 

4.5.1 Competition between activation-capable components 

Among all axonal components, the terminals, the bifurcation points and the 

initial segments connected to soma represent morphological discontinuities 
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which allow stimulation to induce changes in MP. With active ion channels 

attached, these segments are potential candidates for activation. Dispersed all 

over the axon, each of them has a specific local geometry hence a unique 

predisposition – the better parallelism/greater diameter/longer pulse duration, 

the more likely to initiate AP. For a stimulus with a particular waveform and 

direction, for each of the candidates a minimal intensity is required for AP 

initiation; the threshold of the whole cell is indeed the minimum of the 

“minimal intensities”, obtained from the candidate most favored by the applied 

pulse.  

In the light of numerous potential initiation sites, the influence of the factors 

becomes manifold. The threshold is no longer directly associated with the 

alignment between the cell and the field as in the case of arbitrary morphology. 

Instead, the effect is reduced to select the ones with the optimal conformities 

in orientation. The size plays a pivotal role in the value of the threshold – the 

difference between cells, being L5 PCs larger than L2/3, and within cells, 

being the axon collaterals marginally smaller than the shaft, were reflected in 

the measured thresholds. Similarly complicated is the relation between the 

initiation site, the threshold and pulse duration. With arbitrary axon, the 

initiation site is stationary and the strength-duration curve is smooth and 

similar to the “chronaxy-rheobase” curve intrinsic to current injection. But 

with realistic morphology, sometimes more than one aligned segments are 

present for a specific direction. Although for each of them the correlation 

between threshold and duration may still be smooth, exactly the same 

strength-duration curve is not possible due to their distinct geometries. If they 

intercept with one another, the activation point is different before and after the 
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interception point; the threshold-duration function is composed of the lowest 

segment of all the curves.  

4.5.2 The initiation points 

The majority of the AP activation points identified in the presented study were 

located to the termination points of axonal segments, either of the shafts or 

collaterals. This is coherent with the deduction in previous researches that the 

terminal presents the most effective type of morphological discontinuities in 

raising local membrane potential(Arlotti et al., 2012; Nagarajan et al., 1993; 

Pelletier et al., 2015; Rahman et al., 2013; Rattay, 1999). Regarding which 

type of terminal is the major activation site, it seems that the terminal of shaft 

is only favored when the pulse is brief and, more importantly, when the field is 

parallel to the neuron. But since pyramidal cells in vivo are only coarsely 

aligned and a substantial amount of them are activated from collaterals even 

when perfect alignment is achieved and pulse length is close to the values used 

in TMS and TES, it might be expected that activation through this mechanism 

makes up for a substantial proportion the stimulation-evoked excitation. 

The localization of initiation point to the terminals could explain the previous 

observation, that by voluntary contraction the amplitude of the descending 

volleys in the pyramidal tract is enhanced, but the minimum stimulator output 

required to initiate the volley is not influenced by this process. Presumably, 

the excitation of terminals release excitatory transmitters to the PTNs; during 

voluntary contraction, the soma MP of PTNs are slightly depolarized hence 

the same amount of transmitter release could subsequently lead to enhanced 

descending volleys; but the excitability of the terminals is independent of 

soma MP, thus maintaining the original threshold. 
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Soma has been argued as another potential location to host AP initiation, 

because the dendritic and somatic components are geometrically asymmetric 

in pyramidal neurons (Pashut et al., 2011; Yi et al., 2014). Although several 

cases of soma-initiated AP firings were recorded in long-duration stimulation, 

their distribution across angles implies that they are contingent on the 

combination between the cell and the field, in which none of the terminals 

have a good alignment with the applied field. In fact, this is probably the 

situation presented in the earlier research regarding cell activation by circular 

TMS – an arbitrary axon with no collaterals was used and all firing-capable 

components were arranged in the same direction; the field was produced by 

the round coil, and could not be aligned to the cell; consequently, the cell body 

became the preferred site of initiation. On the contrary, when the field is quasi-

uniform and is aligned with the cell, as in the scenario of our simulation, the 

activation points were always located at the terminals.  

A number of the tested PCs had bent axon shafts (for instance, fig. 16b), but 

APs were never observed to be triggered nearby; twisting arbitrary axon has 

shown no effect on threshold. These facts manifestly suggest that bending, as 

least when confined within myelinated segments, can hardly give rise to spikes. 

Hence the only possible scenario for APs to be evoked at a bending point, 

which has been asserted as the activation mechanism for PTNs, is when the 

axon takes a sharp turn at a node of Ranvier. With this geometry, the bending 

point could be taken as equivalent to a terminal, as both can cut off the axial 

current induced by stimulation. Notwithstanding the mathematical equivalency, 

several prerequisites are necessary for the proposed scenario to take place: the 
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bending must be abrupt, and again the cell should be strictly parallel to the 

field, both hard to be fulfilled.  

To test the feasibility of activation under this situation, the author measured 

the polarization lengths of the terminal and the bending point of an idealized 

neuron (fig. 13). The bending point and the terminal present in the simplified 

neuron have the same length, diameter and membrane properties. Throughout 

all the tested angles, the bending point has lower depolarization values than 

the nearby terminal in response to the subthreshold stimulation until the 

bending angle is greater than 80°, which could not be expected from cells in 

vivo. Moreover, histological studies have identified extensive axon collaterals 

attached to the PTNs, which will further impede firing. Together, all these 

factors would render activation of the bending point on PTNs difficult to be 

achieved, which may explain the absence of D wave in the motor responses 

caused by PA direction-MT intensity TMS pulses. 

 

Figure 13 Maximum depolarizations of the bending point and the terminal 

during 0°-100 ms stimulation with bending angle increased from 55° to 95°. 
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4.5.3 Verisimilitude of cable theory-based simulation 

Recently the accuracy of the cable theory-based simulation approach in 

capturing the dynamics of MP has been challenged. As the influence of the 

field produced by the spontaneous activity of the neuron is ignored during 

calculation, the membrane potential values, especially those close to the cell 

body, could suffer from distortion. Contrary to the proposed bias, between the 

simulated and experimentally measured neuronal excitability a high 

resemblance is recorded: not only the qualitative difference was preserved, but 

the threshold and polarization length values were very close as well. The 

similarity in numerical values together with the paralleled patterns of TMS 

thresholds seems to imply that, when an adequate knowledge regarding cell 

physiology and morphology is available, the cable-theory based numerical 

calculation strategy can give quantitatively accurate prediction of neuronal 

responses to stimulation. The proposed verisimilitude would then allow 

simulated cell responses to be integrated into the neural circuitry to evaluate 

the roles played by different groups of neurons in the induced effectiveness 

and elucidate the underlying mechanism of stimulation modalities. 

Nonetheless, the number of cells reported in the in vitro study was small; this 

hypothetical capability of the simulation would require further consolidation.  

4.6 Concluding remarks 

The simulated thresholds had a minor anisotropy and reached the minimum 

when the field direction was parallel to the dendritic-somatic axis; L5 PCs 

always had lower thresholds but a significant variance was also present within 

layers; reducing pulse length can magnify the threshold values as well as the 

variance. The dependence of the initiation sites on both the orientation and the 
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duration of the stimulus implied that the cellular excitability might be 

understood as the result of the competition between various firing-capable 

axonal components, each with a unique susceptibility determined by the local 

geometry. Due to their higher excitabilities, the terminals of axonal 

components are more likely to be the activation initiation point than the cell 

body or bending points. Moreover, the measurements obtained in simulation 

intimately resemble the recordings in physiological and clinical studies, which 

suggests that, with a minimum simplification of the neuron model, the cable 

theory-based simulation approach can have sufficient verisimilitude to give 

quantitatively accurate evaluation of cell activities in response to the 

externally applied field.   
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CHAPTER 5 Measurement of TMS thresholds and 

sensitivity to morphological features 

In chapter 4 the author examined the influences of field direction and pulse 

duration on the susceptibility of the cell. The results consolidated the 

simulation as a useful tool in reproducing cellular activities evoked by 

stimulation and also shed new light on the working mechanism of the 

electromagnetic stimulation. Nevertheless, it was observed that the pulse 

waveform has a major impact on the stimulation efficacy, as the threshold 

values, together with the location of initiation points, could be totally distinct 

with the different durations. The minimum duration tested in Chapter 3 was 

0.1 ms, a number very close to the lengths of TMS pulses. Yet, in real life 

application, the pulse waveform is very distinct from the rectangular pulses 

evaluated. For TMS, the RLC circuit generates rather irregular pulse 

waveforms which comprise two “phases”. To accommodate the realistic 

stimulation pulse and in turn to empower the simulation to study and to 

explain the observations made in clinical tests, the stimulation thresholds of 

cells towards TMS pulses were measured. Additionally, the influence of axon 

geometry, which has been largely undermined in previous studies, further 

addressed in this section via manipulation of cell morphology.  

5.1 Stimulation waveforms of commercially available device 

Theoretical calculations of the electric field induced by magnetic stimulation 

have been presented in previous studies (Nagarajan et al., 1993). For a circular 

coil, the vector potential 𝐴 in a plane parallel to the coil at a distance d has 

only an azimuthal component 𝐴𝛷 , which can be expressed as a function of 

elliptic integral: 
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𝐴 = 𝐴𝛷 =
𝜇𝐼

𝜋𝛼
√

𝑎

𝑟
[(1 −

𝛼2

2
)𝐾(𝛼) − 𝐸(𝛼)]     (14) 

𝛼 = √
4𝑎𝑟

𝑑2+(𝑎+𝑟)2
        (15) 

where K and E are complete elliptic integrals of the first and second kind 

respectively, a is the radius of the coil, and r is the distance of the 

measurement point from the axis of the cylindrical symmetry. The induced 

electric field is given by the partial derivative of the vector potential with 

respect to time,  

𝐸𝑖 = −
𝜕𝐴

𝜕𝑡
         (16) 

which can be further decomposed into a temporal component and a spatial 

component. 

𝐸𝑖 = −
𝑑𝐼

𝑑𝑡
×

𝜇

𝜋𝛼
√

𝑎

𝑟
[(1 −

𝛼2

2
)𝐾(𝛼) − 𝐸(𝛼)]     (17) 

The spatial component is purely decided by the geometrical parameters and is 

independent of the stimulus waveform. As a result, the spatial distribution of 

the induced electric field from a multi-turn coil is the superposition of the 

fields due to each turn in the coil; the induced field of a figure of “8” coil is 

the superposition of the field profiles of two circular coils. In the present study, 

the spatial component was set as a pseudo parameter, so that its product with 

the peaks of the waveforms would be the field intensity specified by the user.  

The temporal component is dependent on the manufacture’s design of the RLC 

circuit. In this study, the author adopted the waveforms of the monophasic and 

the biphasic pulses of a Magstim Rapid
2
 stimulator. 
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For the monophasic, i.e.overdamped stimulus 

𝑑𝐼

𝑑𝑡
= (𝛿𝑤𝑛 + 𝑤𝑑) exp(−𝛿𝑤𝑛 + 𝑤𝑑𝑡) − (𝛿𝑤𝑛 − 𝑤𝑑) exp −(𝛿𝑤𝑛 − 𝑤𝑑𝑡) 

 (18) 

for the biphasic, i.e. underdamped stimulus  

𝑑𝐼

𝑑𝑡
= exp (−𝛿𝑤𝑛𝑡) ∙ (𝑤𝑑 cos(𝑤𝑑𝑡) − 𝛿𝑤𝑛sin (𝑤𝑑𝑡))   (19) 

where 𝛿, 𝑤𝑛, 𝑤𝑑 are the damping ratio, resonant frequency damped frequency 

of oscillation respectively. For the monophasic pulse, the product of the first 

two parameters 𝛿𝑤𝑛 were measured to be 9.09 ms
-1

, the third parameter 𝑤𝑑 

was 7.23 ms
-1

; for the bipahsic pulse, 𝛿𝑤𝑛 was 1.27 ms
-1

, 𝑤𝑑 was 12.51 ms
-1

.  

5.2 Treatment of axon morphology 

5.2.1 PCA based unravelling 

Neurons included in the present study usually have segments – especially the 

long ones – that are tortuous. The tortuosity could be intrinsic, being the 

natural result of neuronal growth, or produced by tissue shrinkage during the 

collection process. To quantify the influence of segment tortuosity on the 

responsiveness of neuron to EM stimulation, the author has adopted an 

unraveling procedure that smooth the neuronal segments while retaining their 

overall length (Anwar et al., 2009). 

The unraveling was performed using a moving window algorithm for each 

segment: assume that the window was of size N and that it was running on a 

branch of M points. The window was centered on the first point of the branch 

to be corrected (call this point’s index p), taking the N/2 previous points and 

N/2 next points. Hence all the points between p-N/2 and p+N/2 were fitted by 
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a direction vector 𝐷⃗⃗ 𝑝 using PCA. At the boundaries (if p < N/2 or p+N/2 > M) 

the window was truncated. 

The moving window ran first on the tortuous neuron, computing all the 

direction vectors for each segment in the branch, and then updated the 

directions of the segments. Starting from the first one and moving to the end, 

the segments were aligned with the main direction computed for that point and 

the coordinates of the point P+1 then became: 

(

𝑥̂𝑝+1

𝑦̂𝑝+1

𝑧̂𝑝+1

) =  (

𝑥̂𝑝

𝑦̂𝑝

𝑧̂𝑝

) + ‖𝑉⃗ 𝑝‖
𝐷⃗⃗ 𝑝

‖𝐷⃗⃗ 𝑝‖
, 𝑉⃗ 𝑝 = (

𝑥̂𝑝+1 − 𝑥̂𝑝

𝑦̂𝑝+1 − 𝑦̂𝑝

𝑧̂𝑝+1 − 𝑧̂𝑝

)   (20) 

The window size was adjusted to various numbers (3,5,7,9) to increase the 

reach of the neuron segments as well as to decrease in the tortuosity of the 

segments. Examples of a cell before and after the unraveling process (window 

size 5), together with the corresponding histograms of soma-terminal distances, 

are presented in fig. 14.  

Figure 14 A L2/3 pyramidal neuron (a) before and (b) after unraveling. As a 

result of the process, the Roll distances, i.e. the displacement from the 

segment terminal to the cell body, are shifted upwards, which can be 

contrasted using the histograms (c) before and (d) after the process. 
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5.2.2 Determination of orders of axon segments 

Arborization was removed by deleting high-order axonal collaterals but 

preserving low-order ones. The treatment produced 6 different groups of cells, 

differentiated by the maximum order of the remaining collaterals. The group 

with the maximum order, i.e. 5, had collaterals with orders no greater than 5; 

the group with the minimum order, i.e. 0, had just the axon shaft but no 

collaterals. 

5.2.3 Manipulation of diameter and synapses 

In real life, stimulation is usually administrated on human subjects, the neuron 

of which can be substantially greater in size compared with the ones recruited 

in the present test. Furthermore, one would expect synaptic boutons, e.g. 

widening of diameter, at the axon terminals. Since the model predicted a very 

large number of APs originating from axon terminals, new experiments were 

conducted, in which the influence of size was studied via increasing the 

diameters of all the segments by one and two folds; in another test, the axonal 

terminals were expanded by one fold to mimic the widening of diameters in 

synapses. 

5.2.4 Statistical analysis 

Multi-way ANOVA with repeated measures was used to detect differences in 

measured thresholds. Sensitivities of threshold to TMS pulse waveform and 

morphological features were studied with multi-way ANOVA for with-in 

subject analysis, and were quantified using pairwise t-test, variance modified 

with Bonferroni-Holm correction. All tests were performed with R 3.1.1. 
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5.3 Results 

5.3.1 Thresholds of different configurations 

The thresholds for the four configurations of TMS are illustrated in fig. 15. 

The trends in simulated thresholds closely approximated the MTs measured on 

human subjects (Kammer et al., 2001). Statistical analysis revealed significant 

effects of layer, waveform and orientation of the field (p < 0.001). An 

interaction effect was also identified between the waveform and the orientation 

(p < 0.001), which makes the higher thresholds associated with the A-P 

monophasic stimulus and the lower values with the same orientation but the 

alternative waveform intelligible.  

All of the activation points were located at the terminals of the axonal 

segments. For P-A direction monophasic pulse, the activation sites were 

almost the same with 0.1 ms rectangular pulse with two exceptions of 

relocation from the shafts to the collaterals. The activation sites of A-P 

biphasic stimulation were also similar, but 3 more initiation sites were shifted 

Figure 15 Box plot of thresholds to monophasic and biphasic TMS applied in 

two directions, overlaid on the MTs (of the Dantec stimulator) obtained in 

clinical studies (red) (Kammer et al. 2001). Note that the unit for MTs is the 

normalized square root of the stimulator output, which is “approximately 

proportional to the electric field induced”. 
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to axon collaterals, which seemed to be excited by the first phase of the pulse. 

For the other two configurations, A-P monophasic stimuli almost always 

excited PCs via axon collaterals (37/40), whereas the effect of P-A biphasic 

pulse was less uniform, with almost half of the neurons activated from the 

axon collaterals (22/40).  

5.3.2 Distinction among PCs 

Fig. 16 plots the activation rate of two categories of PCs with respect to field 

intensities. Both curves have a linearly increasing trend, yet the L5 PCs have a 

lower starting point, which implies that they could respond to electric fields of 

weak intensities. L2/3 PCs on the other hand had higher thresholds and were 

unlikely to have any activity changes when the intensity was low. The 

distinction between PCs reflected the observations made previously from 

rectangular pulses that the ones from L5 had lower thresholds due to their 

greater sizes. Nonetheless, it should be noted that the distinction was only 

marginal, and hence the stimulation intensity window in which a single 

category of neuron could be activated might be very narrow.  

 

Figure 16 Activation rates of L2/3 & L5 PCs with respect to different field 

intensities. All values used are from A-P biphasic stimulation, i.e. the most 

efficient stimulation configuration.  
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5.3.3 Sensitivity of thresholds to aborization and tortuosity 

The effect of the two morphological features is demonstrated in fig. 17.  

Figure 17 Sensitivity of thresholds to arborization (a) and tortuosity (b). 

Values are presented as percentage differences to neurons without 

manipulation on morphology. Measurements obtained from L2/3 PCs are 

labelled in grey; L5, red. The evolution of thresholds of a L2/3 PC with axon 

collaterals continually detached from the shaft is shown in (c). Note that the 

activation site is always located at the terminal of the axon shaft. 
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Detachment of order 1 collaterals, i.e. the ones directly connected to the shaft, 

was the most effective (p < 0.01), which could cut the threshold by 3.9 V/m on 

average; manipulation of higher order collaterals had no significant effect. For 

some neurons, the decrement was due to the removal of the initiation segment.  

But as illustrated in fig. 17c, eliminating segments that were not directly 

activated could also have a substantial influence. Similarly, diminishing 

segment tortuosity could also decrease the threshold but with less efficacy. 

Although the effect was significant until window size reached seven, the 

reduction was merely 0.9 V/m per-expansion of the moving window.  

Figure 18 Sensitivity of thresholds to changes in cell diameters. (a) shows the 

thresholds of L2/3 & L5 PCs to 0°-100 ms stimulation. Three different types 

of manipulation were test: expanding all diameters to two folds; expanding all 

diameters to three folds; and expanding diameters of axonal terminals to two 

folds. (b) depicts the thresholds of the same cells to monophasic P-A TMS 

stimulus. 

5.3.4 Influence of diameter and synapses 

Fig. 18 shows the influence of cell diameter on the threshold values. In general, 

expanding the size of the cellular components could substantially reduce the 

numerical values of the thresholds (p < 0.01), regardless of the pulse 

waveform applied. This was coherent with the inverse correlation between the 

diameter and the threshold revealed in previous study and could explain the 
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differences between layers, that larger L5 PCs have smaller thresholds. 

Furthermore, the finding could be used to make sense of the discrepancy 

between the MT and the simulated thresholds. Combining physiological 

recordings with computer simulation, the intensity of MT was estimated to be 

below 100 V/m (Thielscher et al., 2002), which was much lower than the 

thresholds documented in the present study. An explanation on the difference 

was that the PCs of human subjects were much larger than those of rats, and 

the distinctions in sizes were directly reflected on the thresholds. 

5.4 Discussion 

In this chapter, the author attempted to quantify the responses of cortical 

neurons towards various configurations of TMS. The results obtained were 

once again highly coherent with the findings from studies on patients, which 

might serve as the explanations to these phenomena. For instance, 

measurements of MTs have established that the biphasic stimulation has better 

efficiency among the two waveforms; monophasic stimulus has the highest 

efficacy when the field is in P-A direction (Mills et al., 1992) and the stimulus 

in this configuration preferentially activates neurons located in the sulcal wall 

of the motor cortex (Krieg et al., 2013). In our simulation, PCs always had 

lower thresholds to biphasic pulse. Besides, for monophasic pulse, the lower 

thresholds were observed when the field direction was from apical dendrites to 

axon, which is exactly the field-cell combination presented in the optimal 

stimulation setup.  

In addition to the similarities in trends of thresholds and MTs, our simulation 

may be used to make sense of the observation that the sub-dural recording 

waveforms are associated with the field directions. It was noted in stimulation 
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trials that when monophasic stimulation is applied in P-A direction, I1-wave is 

always initiated at MT; A-P direction, I3-wave. On the other hand, A-P bipolar 

stimulation preferentially gives rise to I1-wave, whereas a diverse picture is 

presented with P-A bipolar pulse: some patients show I1-wave at MT while 

other produces I3-waves (Lazzaro et al., 2008). 

Hypothesis of the working mechanism of TMS, arising from reviews of 

stimulation experiments and the canonical circuit of motor cortex, has 

attributed I1-wave to direct activation of L2/3 PC terminals (Di Lazzaro et al., 

2012) and the subsequent interlayer transmission to PTNs embedded in the 

deeper layer. Correspondingly, when two configurations preferential to I1-

wave were applied, the majority of the activation points were located at the 

terminals of the shafts, the most likely mediator of the interlayer excitatory 

transmission. The localization of the initiation point to the axon terminals 

could also explain the inertness of the MT to cortical activity: the excitability 

of the axonal components is not influenced by the MP at the soma or other 

segments hence the result of axonal excitation – the motor response – will 

have a highly stable threshold regardless of the synaptic transmissions in the 

cortex.  

On the other hand, when A-P monophasic stimulation was applied, most of the 

initiation points were distributed at the terminals of axon peripherals, with 

many superficial to the soma. It is possible that during stimulation, these 

terminals are recruited for interlayer activation and the cells activated transmit 

excitatory input to the PTNs. As the transmission is bisynaptic, the relay is 

prolonged; the corresponding I-waves are delayed; the magnitudes of these I-

waves are subject to the baseline activities of the relaying cells. Interestingly, 
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for the only configuration without a certain preference on the mechanism of 

activation, the compositions of the two categories of the activation points – the 

terminal of the shafts or the collaterals – were almost equivalent. 

5.4.1 LII/III pyramidal neurons 

As mentioned before, the activations of L2/3 pyramidal cells are believed to be 

responsible for the early I-wave. This hypothetical theory is somewhat 

contradictory to results obtained in our study. However, in spite of the lower 

activation rate of L2/3 PCs, their large population(Ren et al., 1992) and strong 

connectivity towards PTNs (Anderson et al., 2010) still mark them as highly 

probable drivers of the early I1-wave. Besides, a tremendous intra-group 

difference was observed among L2/3 cells that the highest threshold was 

almost two times the minimum. The difference indicates that the recruited 

excitatory input may be correlated to the field intensity in a large interval of 

stimulator output, which may account for the dose-dependency of the 

amplitude of I-waves(Di Lazzaro, 2004). 

5.4.2 LV pyramidal neurons 

Our simulation marks LV PCs as another potential target of TMS due to their 

low thresholds. Despite their high activation rates, whether L5 PCs are 

involved in shaping the evoked physiological responses remains arguable. It is 

generally agreed that the connectivity between L5 PCs and PTNs is low and 

the synaptic input is weak (Anderson et al., 2010; Neymotin et al., 2011; 

Thomson et al., 2002; Weiler et al., 2008). The sparse activation of LV 

pyramidal neurons caused by low intensity TMS may not be able to drive 

PTNs in the same layer to react to stimulation.  
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However, L5 PCs are still of key importance as they may be responsible for 

certain network-level effect. The interhemispheric inhibition discovered in 

motor cortex stimulation experiments provides early evidence that TMS can 

change activities of remote brain areas (Daskalakis et al., 2002; Ferbert et al., 

1992). Experiments using repetitive TMS (rTMS) protocols further show that 

a large network of brain areas, including subcortical structures, can be 

modulated by stimulation of a single cortical area (Ding et al., 2014; Fox, 

Halko, et al., 2012; Strafella et al., 2001). And this modulation is vital for the 

therapeutic effect of rTMS (Fox, Liu, et al., 2012). Our simulation shows that 

the mediator of the projections to cortical and subcortical areas, i.e. L5 PCs, 

can be directly activated by TMS as their thresholds are usually lower than the 

output of the stimulator. Additionally, a substantial amount of the L5 PCs has 

thresholds lower than the minimum threshold of L2/3 PCs. They are enabled 

by the low thresholds to be recruited by pulses with intensities lower than MT, 

which may explain the modulation effect evoked by subthreshold rTMS 

(Bestmann et al., 2003; Siebner et al., 2003).    

5.4.3 Influence of cell morphology 

In the previous chapter, it was demonstrated that the activation of neurons by 

EM stimulation could be regarded as the manifestation of the competition 

between various firing-capable segments. In this chapter, with the analysis of 

the impact of the morphological features on stimulation susceptibility, it is 

further revealed that these potential initiation locations are not independent of 

each other. First of all, back-propagation was rarely hindered in the simulation, 

which implies that the synapses with minimum threshold, which might be 

responsible for the initial motor responses, could be from the same cell. 
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Secondly, the sensitivity analysis for bifurcation reveals that, segments that are 

not directly activated can act as current sinks to shunt the induced axial current. 

The ramifications of PCs are tremendous and variant; as a result, the mean and 

the variance of thresholds are both elevated. 

To give a more straightforward demonstration of the competition and 

interference between the various activation-capable components, the 

thresholds of three simplified neurons – the first with a straight axon, the 

second with a branched axon, and the third with a 30° bent axon – were tested 

(fig. 19). When 0° stimulation was applied, the cell with the straight axon has 

a terminal aligned with the field, hence its threshold was the lowest, and the 

initiation point is located at the terminal of the shaft; if 30° stimulation was 

used, the terminal of the bent axon would be parallel to the field and its 

threshold was the minimum, and the initiation point is still the same. For the 

cell with the bifurcated axon, the initiation point was determined by the field 

orientation, however, whenever a terminal was in line with the field, the other 

branch would act as a current sink, and its thresholds were always larger than 

the other two cells, regardless of the field direction.   

It is worth noting that the thresholds assessed with enlarged cells may not be 

representative of the susceptibilities of the real neurons that are larger in 

diameters. It was observed that an increase in the cell diameters by two folds 

could reduce the firing patterns of PCs under minimum current injection to 

singlet spiking. In other words, for the expanded cell to retain its firing pattern, 

the membrane conductances are expect to change, which renders the values 

used in simulation invalid. 
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Figure 19 Thresholds of cells with a straight axon, a branched axon and a 30° 

bent axon to 0° & 30° 100ms stimulation. The dendritic components of the 

three cells are the same.  

5.5 Concluding remarks 

The simulation model is validated using MT values obtained in clinical tests. 

Based on this model, a quantitative analysis of cortical neuron activation 

probability towards TMS has been conducted. The conclusions are as follows: 

1. TMS-evoked activations are initiated at the terminals of the axons, the 

localization of which is correlated with the shape of the I-waves; 2, L2/3 PCs 

can be activated by low intensity pulse hence might be responsible for TMS-

evoked motor responses; 3. L5 PCs may also be activated by TMS to give rise 

to network-level responses. Tests performed on neurons with manipulated 

morphologies further indicate that the various activation-capable neuronal 

components are not independent and that cell size is inversely correlated to 

thresholds.   
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Chapter 6 Responses of inhibitory neurons to EM 

stimulation 

Inhibitory neurons play pivotal roles in the modulation of cortical activities. 

Their suppressive output to excitatory cells, when transmitted timely, serve to 

reduce background noise, contrast informatic input, balance the susceptibility 

of the network, thus enables the signal processing. In neuromodulation, 

inhibitory neurons are no less important than their counterparts – the PCs – in 

shaping the stimulation effects. In spite of the recognition of their importance, 

the cellular responses of inhibitory cells have rarely been addressed in 

simulation studies.  

In this section, the author aims to use computer simulation to study the 

interaction between the stimulation induced electric field and the inhibitory 

neurons. Unfortunately, the current understanding of inhibitory neuron is 

deficient – so far, high-fidelity models of any types of the inhibitory cells are 

still lacking. Hence, in place of a comprehensive study to which such models 

are indispensible, the measurement of cellular responses was conducted on a 

single cell with its membrane properties determined from a search algorithm.    

6.1 Nest basket cell morphology 

Manual inspection was conducted on all the inhibitory neurons in the 

aforementioned cortical neuron database. Among all the inhibitory cells, a 

nested basket cell (NBC) (fig. 20) was selected for its relatively intact 

morphology in 3D space; the ion channels specific to the neuronal components 

were inserted; the maximum conductance values of all the channels were then 

obtained with a genetic search algorithm. 
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Figure 20 The morphology of the tested nest basket cell in (a) front view and 

(b) side view. Axonal components are plotted in red; the dendritic and somatic 

ones are colored in black. The neuron has 51 basal dendrites (average diameter 

1.0 µm, length 36.42 µm) and 127 axonal segments (average diameter 0.3 µm, 

length 61.22 µm). 

6.2 Determination of axonal membrane properties 

6.2.1 Membrane properties and ion channels 

The author set the axial resistance and the membrane capacitance of the whole 

cell to 100 𝛺 ∙ 𝑐𝑚  & 1 µ𝐹/𝑐𝑚2  respectively. The dendritic membrane of the 

cell was set to be passive (𝑃𝐴𝑆 = 10−6 𝑆/𝑐𝑚2). For the cell body, a total of 10 

types of ion channels were attached, all of which followed the HH style as 

described in equation (10), (11) & (12):  

1, fast inactivating sodium channel 𝑁𝑎𝑡 (Hamill et al., 1991); 

𝛼𝑚 =
0.182 ∙ (𝑉𝑚 + 38)

1 − 𝑒
−(𝑉𝑚+38)

6

𝛽𝑚 =
−0.124 ∙ (𝑉𝑚 + 38)

1 − 𝑒
−(𝑉𝑚+38)

6

 

𝛼ℎ =
−0.015 ∙ (𝑉𝑚 + 66)

1 − 𝑒
−(𝑉𝑚+66)

6

𝛽ℎ =
0.015 ∙ (𝑉𝑚 + 66)

1 − 𝑒
−(𝑉𝑚+66)

6

 

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
ℎ∞  =

𝛼ℎ

𝛼ℎ + 𝛽ℎ
 

𝜏𝑚 =
1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
𝜏ℎ = 

1

𝑇𝑎𝑑𝑗(𝛼ℎ + 𝛽ℎ)
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𝑁𝑚 = 3     𝑁ℎ = 1 

2, persistent sodium channel 𝑁𝑎𝑝 (Magistretti et al., 1999);   

𝛼𝑚 =
0.182 ∙ (𝑉𝑚 + 38)

1 − 𝑒
−(𝑉𝑚+38)

6

𝛽𝑚 =
−0.124 ∙ (𝑉𝑚 + 38)

1 − 𝑒
−(𝑉𝑚+38)

6

 

𝛼ℎ =
−2.88 ∙ 10−6 ∙ (𝑉𝑚 + 17)

1 − 𝑒
−(𝑉𝑚+17)

4.63

𝛽ℎ =
6.94 ∙ 10−6 ∙ (𝑉𝑚 + 64.4)

1 − 𝑒
−(𝑉𝑚+64.4)

2.63

 

𝑚∞ =
1

1 + 𝑒
−(𝑉𝑚+52.6)

4.6

ℎ∞  =
1

1 + 𝑒
𝑉𝑚+48.8

10

 

𝜏𝑚 =
6

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
𝜏ℎ = 

1

𝑇𝑎𝑑𝑗(𝛼ℎ + 𝛽ℎ)
 

𝑁𝑚 = 3     𝑁ℎ = 1 

3, fast inactivating potassium channel 𝐾𝑓𝑎𝑠𝑡 (Korngreen et al., 2000); 

𝑚∞ =
1

1 + 𝑒
−(𝑉𝑚+10)

19

ℎ∞  =
1

1 + 𝑒
(𝑉𝑚+76)

10

 

𝜏𝑚 =
0.34 + 0.92𝑒−(

𝑉𝑚+81
59

)2

𝑇𝑎𝑑𝑗
𝜏ℎ =

8 + 49𝑒−(
𝑉𝑚+83

23
)2

𝑇𝑎𝑑𝑗
 

𝑁𝑚 = 4     𝑁ℎ = 1 

4, slow inactivating potassium channel 𝐾𝑠𝑙𝑜𝑤; 

𝑚∞ =
1

1 + 𝑒
−(𝑉𝑚+11)

12

      ℎ∞  =
1

1 + 𝑒
(𝑉𝑚+64)

11

 

𝜏𝑚 =
1.25 + 175.03𝑒0.025(𝑉𝑚+10)

𝑇𝑎𝑑𝑗
, 𝑉 < −60 
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𝜏𝑚 =
1.25 + 13𝑒−0.026(𝑉𝑚+10)

𝑇𝑎𝑑𝑗
, 𝑉 ≥ −60 

𝜏ℎ =
360 + (1010 + 24(𝑉𝑚 + 65))𝑒−(

𝑉𝑚+85
48

)
2

𝑇𝑎𝑑𝑗
 

𝑁𝑚 = 2     𝑁ℎ = 1 

5, fast non-inactivating Kv 3.1 channel 𝐾𝑣3.1 (Rudy et al., 2001);  

𝑚∞ =
1

1 + 𝑒
−(𝑉𝑚−18.7)

9.7

     𝜏𝑚 =
4

𝑇𝑎𝑑𝑗(1 + 𝑒
−(𝑉𝑚+56.56)

44.14 )

 

𝑁𝑚 = 1 

6, muscarinic potassium channel 𝐼𝑀 (Bibbig et al., 2001); 

𝑎𝑚 = 0.0033𝑒0.1(𝑉𝑚+35)    𝛽𝑚 = 0.0033𝑒−0.1(𝑉𝑚+35) 

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
    𝜏𝑚 =

1

𝑇𝑎𝑑𝑗(𝛼𝑚 + 𝛽𝑚)
 

𝑁𝑚 = 1 

7, calcium dependent small-conductance potassium channel 𝑆𝐾 (Kohler et al., 

1996); 

𝑚∞ =
1

1 + (
0.00043
[𝐶𝑎2+]𝑖

)
4.8 

𝜏𝑚 = 1,𝑁𝑚 = 1 

8, A-type potassium channel 𝐼𝐴 (Klee et al., 1995);  
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𝜁𝑚 = −1.5 −
1

1 +
𝑒𝑥𝑝(𝑉𝑚 + 40)

5

     

𝛼𝑚 = 𝑒
96.48∙𝜁𝑚∙

(𝑉𝑚−11)
8.315(273.16+𝑇)       𝛽𝑚 = 𝑒

53.4064∙𝜁𝑚∙
(𝑉𝑚−11)

8.315(273.16+𝑇) 

𝑚∞ =
1

𝛼𝑚 + 1
    𝜏𝑚 =

𝛽𝑚

0.05𝑇𝑎𝑑𝑗(𝛼𝑚 + 1)
 

𝛼ℎ = 𝑒
96.48∙∙

3(𝑉𝑚+56)
8.315(273.16+𝑇)  

ℎ∞ =
1

𝛼ℎ + 1
    𝜏ℎ = 0.26(𝑉𝑚 + 50) 

𝑁𝑚 = 1     𝑁ℎ = 1 

9, hyperpolarization-activated cation current 𝐼ℎ (Kole et al., 2006);  

𝛼𝑚 =
0.00643 ∙ (𝑉𝑚 + 154.9)

𝑒
(𝑉𝑚+154.9)

11.9 − 1

     𝛽𝑚 = 0.00193𝑒
𝑉𝑚
33.1  

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
    𝜏𝑚 =

1

𝛼𝑚 + 𝛽𝑚
  

𝑁𝑚 = 1 

10, high-voltage-activated calcium channel 𝐶𝑎 (Reuveni et al., 1993). 

𝛼𝑚 = −
0.055(𝑉𝑚 + 27)

𝑒
−(𝑉𝑚+27)

3.8 − 1

     𝛽𝑚 = 0.94 𝑒
𝑉𝑚+75

17  

𝑚∞ =
𝛼𝑚

𝛼𝑚 + 𝛽𝑚
     𝜏𝑚 =

1

𝛼𝑚 + 𝛽𝑚
 

𝛼ℎ = 0.000457𝑒
−(𝑉𝑚+13)

50      𝛽ℎ =
0.0065

𝑒
−(𝑉𝑚+15)

28 + 1

 



86 
 

𝑁𝑚 = 2    𝑁ℎ = 1 

The decay of intracellular calcium concentration and 𝑇𝑎𝑑𝑗 were the same as in 

section 3.4. For axonal components, the A-type potassium, M-type potassium, 

high-voltage-activated calcium and calcium dependent small-conductance 

potassium channels were excluded as they were identified in previous studies 

to be absent in axon (Lai et al., 2006; Vacher et al., 2008). The maximum 

conductance values of the channels, as well as the passive conductance of the 

soma and axon membrane, were left undetermined, hence in total 18 variables 

were searched via optimization.  

6.2.2 Search algorithm 

The genetic algorithms have been proved by existing studies (Druckmann et 

al., 2007; Hay et al., 2011) to be an effective method for constraining 

conductance-based compartmental models. Compared with other methods, the 

approach explores many solutions simultaneously, which could be used for 

statistical analysis of the influence of various channels on stimulation 

susceptibility. In light of this special merit of the approach, the author 

implemented a variant of the algorithm – the non-dominated sorting genetic 

algorithm (NSGA) (Srinivas et al., 1994) – on the NEURON platform for the 

optimization.  

6.2.3 Initialization of the population 

At the beginning of the implementation, a group (7500) of individuals was 

initialized, each containing 18 randomly generated variables. The values of 

each variable followed a uniform distribution after logarithm transformation. 

The lower limits of all variables were 1 × 10−6 𝑆/𝑐𝑚2. The upper bounds 
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were 1 × 10−2 𝑆/𝑐𝑚2 for membrane passive conductance, 1 × 10−1 𝑆/𝑐𝑚2 

for persistent sodium, high-voltage-activated calcium, calcium dependent 

small-conductance potassium, hyperpolarization-activated cation channels, 

and 1 𝑆/𝑐𝑚2 for all other channels. The conductance values contained in each 

individual were then applied on the cell and the MP dynamics in response to a 

225 pA current injection to soma were subsequently collected. After the 

collection of MP was finished on all the individuals, 150 individuals that could 

give rise to at least 3 APs were selected as the initial population of the iteration 

and the fitness of each solution was evaluated.   

6.2.4 Feature based error functions 

The fitness metrics used in the study were features of the spiking response. 

The error functions employed could, therefore, be termed feature-based error 

functions. The error value was calculated as follows: for a given stimulus (e.g., 

depolarizing current step) the values of each feature – mean and standard 

deviation – were extracted from a previous experiment. Given the simulated 

MP to that same stimulus, the values of the features were extracted as in the 

experimental trace. Then the differences between the mean values of the 

experimental responses and the data from the model response were measured 

in units of the experimental standard deviation.  

The error functions the author chose for the present study consisted six 

features extracted from the MP of the NBC soma in response: (1) spike rate; (2) 

accommodation index; (3) delay of the first spike; (4) average AP overshoot; 

(5) average depth of AHP; (6) half AP duration. Spike rate was calculated by 

dividing the number of spikes in the trace by the duration of the step current 

(0.5 sec). The accommodation index was defined by  
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𝐴 =  
1

𝑁−1
∑

(𝑖𝑠𝑖𝑖−𝑖𝑠𝑖𝑖−1)

(𝑖𝑠𝑖𝑖+𝑖𝑠𝑖𝑖−1)
𝑁
2        (21) 

where N is the number of spikes, isi denotes inter-spike interval and i is the 

index of the spike; latency to first spike is the time between stimulus onset and 

the beginning of the first spike (defined as the maximum of the second 

derivative of MP); average AP overshoot was calculated by averaging the 

absolute peak MP values of all APs. Average AHP depth was the mean of the 

minimum of the MP between two consecutive APs. Half AP duration was 

calculated by averaging the width of every AP at the midpoint between its 

onset and its peak. Values measured in vitro for NBCs were: spike rate 36.1 ± 

9.97 Hz; accommodation index 0.0045 ± 0.0023; first spike delay 12.3 ± 3.17 

ms; AP overshoot 13.6 ± 3.48 mV; AHP depth -51.4 ± 2.15 mV; half AP 

duration 1.02 ± 0.44 ms (Druckmann et al., 2007). 

In addition to the soma MPs, features of axon firings, characterized by the 

failure rate of transmission (0.74 ± 1.43%) and the average transmission delay 

(0.91 ± 0.24 ms) were supplemented (Wang et al., 2002). Furthermore, as the 

NBCs typically host no intrinsic spiking, another feature – the AP firing rate at 

the absence of current injection – was adopted, with the mean and standard 

deviation arbitrarily set to 0 ± 1Hz.  

6.2.5 Domination rank 

The common method to establish a fitness evaluation function is to assign 

weights to and sum up all the feature-based errors. The implementation of the 

single fitness value was nevertheless discovered to be inappropriate for the 

present problem, because the practice could easily lead to early convergence to 

local minimums. To solve the problem, the author adopted another strategy 
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that allowed several potentially conflicting error functions to be used jointly 

(K. Deb et al., 2002).  

The approach assessed the fitness of an individual via domination relations, 

which was determined with the following criteria that if both were fulfilled 

individual 1 was said to dominate individual 2: 

𝑓𝑗(𝑥
1) ≤ 𝑓𝑗(𝑥

2) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 = 1…𝑛         

𝑓𝑘(𝑥
1) ≤ 𝑓𝑘(𝑥

2) 𝑓𝑜𝑟 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑘 ∈ [1, 𝑛]         

The domination rank among the whole population was given by the following 

procedures:  

1. for each individual p in main population P  

--Initialize 𝑆𝑝 = ∅ ;. This set would contain all the individuals that is 

being dominated by p.s 

--Initialize 𝑛𝑝 = 0 . This would be the number of individuals that 

dominate p.  

--For each individual in q in P, if p dominates q, add q to the set 𝑆𝑝, 

otherwise 𝑛𝑝 is increased by 1.  

--If 𝑛𝑝 = 0, i.e. no individual dominates p then p belongs to the first 

front. Set rank of individual p to one, update the first front set by 

adding p to front one 𝐹1 = 𝐹1 ∪  𝑝 .  

2. This is carried out for all the individuals in the population P.  

3.  Initialize the front counter to one. i =1.  

4. Following is carried out while the i
th

 front is not empty 

--𝑄 = ∅. The set for storing the individuals in the (i+1)
th

 front.  

--For each individual in p in front Fi 
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 * for each individual q in 𝑆𝑝, 𝑛𝑞 = 𝑛𝑞 − 1. 

 * If 𝑛𝑞 = 0, then none of the solutions in the subsequent fronts 

would dominate q, hence set 𝑞𝑟𝑎𝑛𝑘 = 𝑖 + 1, update Q with 𝑄 = 𝑄 ∪  𝑞 

--Increment the front counter by 1.  

--Now the set Q is the next front and hence 𝐹𝑖+1 =  𝑄 

After the domination ranks of all the individual solutions were determined, a 

hybridization pool was then extracted from the original population following 

the tournament selection scheme, in which two individuals were randomly 

selected and the one with the lower rank would be retained. If the two 

individuals had the same rank, the selection would be random. The selection 

process was repeated until the number of individuals in the pool reached half 

of the initial population size. The breading of the new individuals was then 

carried out.   

6.2.6 Breading of new individuals 

The “breading” procedure used in the algorithm comprised two different 

modes of changing the parameters, namely crossover and mutation. The 

probabilities of the two scenarios to take places were 90% and 10% 

respectively. The crossover scheme implemented was named simulated binary 

crossover (SBX) (Kalyanmoy Deb et al., 1995)and aimed at replicating the 

effect of the standard crossover operation in a binary genetic algorithm. Thus, 

an offspring would have different parameter values taken from each of the two 

parents and some might be slightly modified. The mathematical equation of 

this process is given by  

𝐶1,𝑘 = 0.5[(1 − 𝛽𝑘)𝑝1,𝑘 + (1 + 𝛽𝑘)𝑝2,𝑘]     (22) 
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𝐶2,𝑘 = 0.5[(1 + 𝛽𝑘)𝑝1,𝑘 + (1 − 𝛽𝑘)𝑝2,𝑘]     (23) 

where 𝐶𝑖,𝑘 is the i
th

 offspring’s k
th

 variable, 𝑝𝑖,𝑘 is the selected parent and 𝛽𝑘 is 

a value sampled from a random number with the density  

𝑝(𝛽) = 0.5(𝜂𝑐 + 1)𝛽𝜂𝑐 , 𝑖𝑓 0 ≤ 𝛽 ≤ 1     (24) 

𝑝(𝛽) = 0.5(𝜂𝑐 + 1)
1

𝛽𝜂𝑐+2 , 𝑖𝑓 𝛽 > 1.     (25) 

This distribution was obtained from a uniformly sampled random number u 

between (0, 1). 𝜂𝑐 is the distribution index specified by the user and was set to 

5 in the present study.  

𝛽(𝑢) = (2𝑢)
1

(𝜂𝑐+1), 𝑖𝑓 0 < 𝑢 ≤ 0.5      (26) 

𝛽(𝑢) =  
1

[2(1−𝑢)]
1

(𝜂𝑐+1)

, 𝑖𝑓 0.5 ≤ 𝑢 < 1.     (27) 

The mutation scheme was named polynomial mutation,  

𝑐𝑘 = 𝑝𝑘 + (𝑝𝑘
𝑢 − 𝑝𝑘

𝑙 )𝛿𝑘       (28) 

where 𝑐𝑘 is the child and 𝑝𝑘 is the parent with 𝑝𝑘
𝑢 being the upper bound on 

the parent component, 𝑝𝑘
𝑙  is the lower bound and 𝛿𝑘 is a small variation which 

was calculated from a polynomial distribution by using 

𝛿𝑘 = (2𝑟𝑘)
1

(𝜂𝑚+1) − 1, 𝑖𝑓 0 < 𝑟𝑘 ≤ 0.5     (29) 

𝛿𝑘 = 1 − 
1

[2(1−𝑟𝑘)]
1

(𝜂𝑚+1)

, 𝑖𝑓 0.5 ≤ 𝑟𝑘 < 1     (30) 

𝑟𝑘  is a uniformly sampled random number between (0, 1) and 𝜂𝑚  is the 

mutation index specified by the user, which was set to 5 in the present project.   
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The “children” of the breading process were once again assessed for error 

values and then combined with the existing population. Local search algorithm 

was then applied on the combined population to accelerate the converging 

process, which is naturally slow in genetic algorithms.  

6.2.7 Local search algorithm 

The local search algorithm adopted was named random derivative method, 

comprising the following steps:  

1. A variable was randomly selected as the search direction; the population 

standard deviation σ𝑝
k  of the variable was obtained.  

2. A random number was sampled from a normal distribution, and added to the 

original value. 

𝐶′𝑘 = 𝐶𝑘 + 𝑟𝑘, 𝑟𝑘 ~ 𝑁(0, σ𝑝
k)      (31) 

3. The solution was applied on the NBC and the sum of the feature-based 

errors was calculated.  

4. If the sum was lower than the sum of the old feature-based errors, the errors 

were updated; otherwise, the new variable was given by 

𝐶′𝑘 = 𝐶𝑘 − 𝑟𝑘         (32) 

5. The sum of the new feature-based errors was calculated. If the value became 

lower, errors were updated; otherwise the search was discarded.  

The local search was conducted on 10% of the individuals randomly selected 

from the population for five iterations. For 75% of the individuals undergoing 

local searches, the variables were updated together with the error values to 
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imitate Lamarckian evolution. The variables of the remaining 25% were not 

altered in the searching process, mimicking the Baldwinian evolution.   

The above processes – evaluation of domination rank, selection of breading 

pool, hybridization, local searching – were repeated until the termination 

criteria (all feature errors < 2 or the best solution with the minimum sum of 

error stopped evolving for 10 iterations) were met or the maximum iteration 

number (1000) was reached.  

6.3 Measurement of thresholds 

The solutions from the last 5 evolution iterations that had sum of feature errors 

< 15 were applied on the NBC; measurements of their thresholds towards 

monophasic TMS were conducted in P-A and A-P directions. Furthermore, the 

thresholds towards paired stimuli were also documented in the P-A direction – 

two pulses were applied with the interval of 1 ms, with the strength of the first 

stimulus being 80% of the second one as in SICI. The threshold value was 

marked by the intensity of the second stimulus. In the end, the two individuals 

with the highest fitness were identified and their thresholds in 12 directions, as 

mentioned in chapter 3, were obtained.  

6.4 Statistical analysis 

Pearson’s product-moment correlation values between thresholds and ion 

channel conductances/spiking features were examined. One-way ANOVA was 

used to pinpoint the difference between the thresholds of the NBC and the 

L2/3 & L5 PCs. Post hoc analysis was conducted with Tukey's HSD method to 

quantify the significant effects (p < 0.05). 
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6.5 Results 

6.5.1 Reduction of feature errors by the search algorithm 

Fig. 21a depicts the sum of feature errors in 250 iterations of the NSGA. The 

value was averaged across the 10 fittest solutions in each generation. Instead 

of a monotonically decreasing trend, several local maximums could be 

detected: the peak of error took place at the 9th iteration; several spikes were 

located around the 50th iteration. Since these local elevations were not 

presented in the previous studies in which local search was not employed, it 

appeared that they resulted from the local search algorithm – the random 

derivative method. A possible explanation to these spikes was that they 

represented the exploitation by the local search – when a new possible solution 

was generated by the genetic algorithm, the local search method would update 

the solution towards its local minimum. If any one of the features of the 

updated solution had the error value lower than the population, it would have a 

low domination rank, regardless of the other feature errors, and hence would 

have a higher chance of getting included in the breading pool. The inclusion of 

these solutions would increase the population error sum for the particular 

iteration, but would also accelerate the exploration process and in turn the 

convergence of the optimization.  
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Figure 21 Sum of feature errors vs generation. (a) The error sums of the 10 

fittest solutions within each generation are averaged and plotted against the 

number of iterations. (b) Distribution of the feature errors after the searching. 

Note that the error of last feature, the number of APs at the absence of current 

injection, is omitted as the value is always zero for all selected solutions. 

As a matter of fact, the error value converged to the final solution within 200 

iterations, a number much smaller than what has been documented in previous 

studies. The spiking features of the fittest solutions (n = 128) from the last five 

iterations are plotted in fig. 21b. For the majority of the features, the identified 

solutions had error values well restrained under two standard deviations. The 

only exceptions were the AP overshoot and the AHP – none of the solutions 

had both error values controlled below two standard deviations simultaneously. 

Nevertheless, it was noted that these features were very sensitive to the size of 

the soma. It is possible that the discrepancies resulted from the different sizes 
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of the NBCs studied in the present study and in the in vitro experiment. In fact, 

in the study from which the morphology of the NBC was extracted, the 

overshoot and the AHP of spontaneous APs were recorded and the standard 

deviations were much greater – 15.3 mV and 5.3 mV respectively.  

 

Figure 22 Distribution of ion channel maximum conductance values. The ion 

channels attached to the axonal components are colored in red, whereas the 

ones attached to the cell body are in black. 

6.5.2 Membrane properties of inhibitory neurons 

Fig. 22 shows the distributions of the maximum conductance values of all the 

ion channels attached to the NBC. A number of channels, including the fast & 

slow inactivating potassium channels in the cell body and the 

hyperpolarization-activated cation channel at the axon, had highly divergent 

distributions. On the contrary, the driving force of APs – the fast inactivating 

sodium channel, was highly uniform among solutions and was almost identical 

in soma and in axon. Interestingly, with this only exception, the compositions 

of membrane conductance at the two cellular components were quite distinct. 

In soma, the rectifying potassium current was mainly contributed by the A-
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type potassium channel; the other channels played a rather insignificant role. 

In axon, the repolarization current was mediated by the fast inactivating and 

the fast non-inactivating potassium channel. The passive membrane 

conductance was also quite different: the value was close to zero in soma, but 

was substantial in axon. The varied constitution of the membrane conductance 

might be indicative of the distinct roles of the neuronal components: for the 

soma, generation of APs; for the axon, faithful transmission of APS.     

6.5.3 Thresholds of the NBC 

The average threshold of the acceptable solutions, when applied on the NBC, 

was 3109.77 ± 396.19 V/m in P-A direction and 4211.15 ± 330.83 V/m in A-P 

direction. Both values were tested to be significantly higher than that of PCs (p 

< 0.001). For both stimulation directions, two activation initiation sites were 

presented – for P-A direction, 30 solutions shared an initiation site distinct 

from the others, whereas the number for A-P direction was only 2. Moreover, 

the failure rate of back-propagation reached 50% in P-A direction, although 

the transmission was never hindered in the opposite direction. The application 

of paired stimuli following the SICI protocol failed to reduce the stimulation 

thresholds. As a matter of fact, the thresholds were slightly elevated (3232.34 

± 405.00 V/m).  

6.5.4 Correlation between threshold and ion channel conductances 

Correlation analysis of the thresholds revealed several ion channels that could 

significantly influence the stimulation susceptibility of the cell: soma 𝑁𝑎𝑝 

(0.29, p < 0.001); soma 𝑁𝑎𝑡 (-0.24, p < 0.01); soma 𝐾𝑓𝑎𝑠𝑡 (-0.36, p < 0.001); 

soma 𝐾𝑠𝑙𝑜𝑤  (-0.20, p < 0.5); soma 𝐼𝐴  (-0.22, p < 0.05); soma 𝑆𝐾  (-0.33, 

p<0.001); soma 𝐶𝑎 (-0.41, p < 0.001); soma 𝐼𝑚  (0.32, p < 0.05); axon 𝑃𝑎𝑠 
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(0.92, p<0.001); axon 𝑁𝑎𝑝  (-0.23, p < 0.01); axon 𝐾𝑓𝑎𝑠𝑡  (0.57, p < 0.001); 

axon 𝐾𝑠𝑙𝑜𝑤 (0.47, p < 0.001); axon 𝐾𝑣3.1 (0.31, p < 0.001); axon 𝐼ℎ(0.2, p < 

0.05).  

6.5.5 Correlation between threshold and spiking features 

The correlations between the threshold and the spiking features are plotted in 

fig. 23. Most of the features, especially those regarding the waveforms of the 

APs, were highly inter-correlated: the highest correlations were between AP 

overshoot, delay of first AP and AHP; the accommodation index was 

correlated to all the values examined. On the other hand, only three features 

had significant impact on the thresholds, and two of them were concerned with 

the transmission properties of the axon. 

6.5.6 Threshold anisotropy 

Fig. 24a plots the MPs of the two solutions in response to current injection. 

The first solution (red) has the following conductance values: for soma  𝑃𝑎𝑠 

10−6 𝑆/𝑐𝑚2 , 𝑁𝑎𝑡  1 𝑆/𝑐𝑚2 , 𝑁𝑎𝑝  4.4 × 10−5 𝑆/𝑐𝑚2 , 𝐾𝑓𝑎𝑠𝑡  8.8 ×

10−3 𝑆/𝑐𝑚2, 𝐾𝑠𝑙𝑜𝑤 9.8 × 10−2 𝑆/𝑐𝑚2, 𝐼𝐴 1 𝑆/𝑐𝑚2, 𝐾𝑣3.1 2.0 × 10−6 𝑆/𝑐𝑚2, 

𝑆𝐾 : 7.5 × 10−5 𝑆/𝑐𝑚2 ,  𝐼ℎ  5 × 10−6 𝑆/𝑐𝑚2 , 𝐶𝑎  1.26 × 10−3 𝑆/𝑐𝑚2 , 𝐼𝑚 

1.49 × 10−3 𝑆/𝑐𝑚2 ; for axon soma  𝑃𝑎𝑠  10−6 𝑆/𝑐𝑚2 , 𝑁𝑎𝑡  9.13 ×

10−1 𝑆/𝑐𝑚2 , 𝑁𝑎𝑝  2 × 10−6 𝑆/𝑐𝑚2 , 𝐾𝑓𝑎𝑠𝑡  2.99 × 10−4 𝑆/𝑐𝑚2 , 𝐾𝑠𝑙𝑜𝑤 

2.2 × 10−5 𝑆/𝑐𝑚2 , 𝐾𝑣3.1  7.5 × 10−2 𝑆/𝑐𝑚2 , 𝐼ℎ  10−6 𝑆/𝑐𝑚2 . The second 

solution (blue): soma  𝑃𝑎𝑠  4 × 10−6 𝑆/𝑐𝑚2 , 𝑁𝑎𝑡  1 𝑆/𝑐𝑚2 , 𝑁𝑎𝑝  6 ×

10−6 𝑆/𝑐𝑚2 , 𝐾𝑓𝑎𝑠𝑡  5.14 × 10−4 𝑆/𝑐𝑚2 , 𝐾𝑠𝑙𝑜𝑤  5.83 × 10−3 𝑆/𝑐𝑚2 , 𝐼𝐴 

6.23 × 10−1 𝑆/𝑐𝑚2 , 𝐾𝑣3.1  10−6 𝑆/𝑐𝑚2 , 𝑆𝐾 : 7.32 × 10−3 𝑆/𝑐𝑚2 ,  𝐼ℎ 

9 × 10−6 𝑆/𝑐𝑚2 , 𝐶𝑎  2.4 × 10−5 𝑆/𝑐𝑚2 , 𝐼𝑚  6.51 × 10−3 𝑆/𝑐𝑚2 ; for axon 
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soma  𝑃𝑎𝑠  1.79 × 10−3 𝑆/𝑐𝑚2 , 𝑁𝑎𝑡  7.88 × 10−1 𝑆/𝑐𝑚2 , 𝑁𝑎𝑝  4 ×

10−6 𝑆/𝑐𝑚2 , 𝐾𝑓𝑎𝑠𝑡  6.30 × 10−1 𝑆/𝑐𝑚2 , 𝐾𝑠𝑙𝑜𝑤  5.34 × 10−4 𝑆/𝑐𝑚2 , 𝐾𝑣3.1 

2.91 × 10−1 𝑆/𝑐𝑚2 , 𝐼ℎ  6.18 × 10−3 𝑆/𝑐𝑚2 . The first solution has the 

following spiking features: firing rate 36Hz, accommodation index 0.0016, 

delay of first AP 14.73 ms, AP overshoot 2.31 mV, AHP -57.83 mV, AP half 

duration 0.28 ms, failure rate of transmission 0.03%, average relay time 0.79 

ms; the second solution: firing rate 36Hz, accommodation index 0.0043, delay 

of first AP 6.93 ms, AP overshoot 9.78 mV, AHP -63.64 mV, AP half duration 

0.37 ms, failure rate of transmission 0%, average relay time 0.93 ms. 

 

Figure 23 Correlation map of the spiking features and the stimulation 

thresholds. The upper panels show the scatter plots of different pairs of 

parameters; the lower panels exhibit the corresponding correlation values, *: p 

< 0.05, **: p < 0.01, ***: p < 0.001. 

The thresholds of both solutions (fig. 24b) had the identical trend across all the 

tested field directions – the peaks were located at -150° while the minimums 

were from -30 degree. Although the difference of thresholds between the 
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solutions varied with the field direction, the absence of any interception 

seemed to hint that the threshold anisotropy of a single cell is associated with 

the morphology although the numerical value is under the influence of 

membrane conductance.   

 

Figure 24 MPs and thresholds of two fittest solutions. (a) MPs of the NBC in 

response to current injection. (b) The thresholds of the two solutions towards 

12 different field directions. As the NBC lacks a clear axon shaft, the 0° is 

labeled as the opposite of the y axis of the coordinate system in which the 

morphology was reconstructed. 
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6.6 Discussion 

6.6.1 Validity of the optimization approach 

Compared with most of the optimization problems, the searching for the 

membrane conductance values of a specific cell according to its 

electrophysiological recordings is unique in many different aspects. To begin 

with, the fact that the goal of the optimization is a time series signal 

determines that an error function based solely on either time domain or 

frequency domain information cannot provide a descriptive assessment of the 

fitness. Customized metrics which conjugate the time as well as the waveform 

of the AP are required. Secondly, the initiation process, i.e. sampling 

parameters from a random variable, can generate lots of invalid solutions in 

which the calculation of feature-based errors cannot be conducted. For 

instance, More than three-fourths of the randomly generated individuals would 

render the cell unable to fire action potential. The calculation of all the error 

values in this case is of course not applicable. Last but not least, the non-

linearity of the search space is much enhanced by the dynamics of and the 

interplays between the channel-constituting molecules. In fact, it was 

discovered during the simulation process that a slight alternation of the 

conductance of a single channel can in many cases totally transform the 

resultant APs.  

To deal with these problem-specific characters, a multitude of additional steps 

were introduced to the NSGA optimization paradigm. The feature-based error 

values captured the timing, the waveform and the transmission of APs, and 

hence providing an assessment scheme of the fitness of individual solutions 

with improved comprehensiveness. The author also made use of a pre-filtering 
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process, which ensured that all the individuals in the initial population were 

valid solutions that could be assessed. This step enabled the search to be 

performed with a relatively small population hence reduces the computation 

expense. The employment of local searching following the evolution iterations 

accelerated the slow converging process characteristic to genetic algorithm.  

The validity of this hybrid optimization approach is consolidated by the fact 

that many of the findings established in biological studies are echoed. For 

most of the acceptable solutions, a common character, namely a large Kv3.1 

conductance in axon (Gupta et al., 2000; Markram et al., 2004), can almost 

always be spotted. The channel is characterized by its fast activation and non-

inactivation behavior during APs and can function as reliable rectifier of MP 

when the neuron is undergoing high frequency firing. As a matter of fact, this 

channel has been identified as a signature molecule for fast spiking inhibitory 

cells. The presence of the channel in most of the fit solutions further confirms 

the validity of the optimization approach in extracting the membrane 

conductance values with only electrophysiological recordings.  

6.6.2 Influence of membrane properties and ion channels on thresholds 

The thresholds assessed from the two solutions suggest that the anisotropy is 

decided by the morphology of the cell. Nevertheless, the unexpected 

correlation between the threshold and the channels attached to the soma 

implies that the channel properties distant from the initiation site could also 

impact the thresholds. Together, these findings reaffirm the aforementioned 

conclusion that the threshold is influenced by not only the geometry of the 

initiation site but also the whole electrotonic structure of the neuron.  
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On the other hand, the high correlation between the threshold and the axon 

𝑃𝑎𝑠, together with its substantial conductance, identifies the very parameter to 

be the major determinant of the stimulation susceptibility of the cell; the other 

channels attached to the axon, especially those mediating potassium currents, 

are also positively correlated to threshold. It seemed that, for neurons that 

undergo fast spiking, it is crucial for the axon to be able to rectify the 

depolarization currents and ready the cell for subsequent firings. This 

character is realized through either high passive membrane conductance or 

opening of non-activating potassium channels. These properties of the axon 

would however reduce the susceptibility of the cell and subsequently increase 

the stimulation thresholds. As a result, the thresholds of the NBC with the 

fittest solutions to TMS pulses were much higher than that of the PCs. 

Interestingly, the spectrum of ion channels in the axon of PTN might be 

deemed as the mixture of the PCs and the fast spiking inhibitory cells: on the 

one hand, the passive membrane resistivity is high due to the existence of the 

myelin sheath; on the other hand, the Kv3.1 channel is attached to enable the 

cell to have high firing frequency (Ichinohe et al., 2004). According to the 

correlation values, this unique character of the PTNs would place their 

thresholds higher than PCs but lower than inhibitory cells, which perfectly 

explains the high stimulation threshold of the D-wave.    

6.6.3 Thresholds to paired stimulation 

The slight elevation of the thresholds introduced by paired stimulation stands 

in contradiction to the previous hypothesis that the SICI effect is realized 

through accumulation of depolarization effects of the two stimuli in the axon 

of the inhibitory cells. In fact, the low membrane resistivity of the NBC axon 
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would reduce the time constant of the neuronal component and predispose the 

cell to be immune to any of the summation effects. Should there be any 

cumulative effects of the two pulses, the myelinated axonal compartments of 

the PCs, which have high membrane conductance and resistance and 

subsequently time constants, would be the more probable targets. However, as 

the MTs in SICI experiments are not affected, it might be concluded that the 

“summation” effect does not take place at the cellular level. 

6.7 Concluding remarks 

The genetic algorithm successfully optimized the membrane properties and ion 

channel conductances, which empowered the NBC to have spiking features 

resembling experimental recordings. The thresholds obtained from the fittest 

solutions show that, although the anisotropy is largely determined by the cell 

morphology, the numerical value of the threshold is dependent on the 

distributions of the ion channels, not only in the axon where the activation is 

initiated but also in the cell body. The fast-spiking firing pattern of the NBC 

necessitates high passive conductance and permeability of potassium ion in the 

axon, which would result in high threshold and render the cell unlikely to 

respond to stimulation. Application of paired stimuli failed to reduce the 

stimulation thresholds; the SICI effect is not likely to be realized on the 

cellular level.   
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CHAPTER 7 Conclusion and recommendation for 

future work 

7.1 Comparison with existing models 

The model described in the present study is distinct from the aforementioned 

ones in many aspects and a detailed comparison is provided in table. 5. Briefly, 

the existing models that have placed emphasis on the fidelity of the cell 

morphology and membrane properties were highly specific – usually one type 

of cell and its response to a single type of stimulation was examined. 

Constrained by the implementation strategies, they lacked the extendibility to 

be applied on a variety of cells for group-level studies. On the other hand, the 

attempt to include multiple types of cells was based on highly arbitrary cells 

models, the responses of which are very likely to have significant deviations 

from the real cells. Moreover, the potential inaccuracies of the model 

introduced by the simplifications of the adopted cells have not been 

systematically evaluated; and no substantiation or validation process was 

employed.  

Undertaking the challenge to combine the two approaches, the present model 

incorporated the procedures for registration of morphological components, 

quantification of ion channels, and determination of compartment numbers. 

The resulting model could be applied robustly on a multitude of neurons 

without compromising the completeness of the cell morphologies or the 

membrane properties. The simulated results were highly consistent with the 

measurements obtained from in vivo and in vitro experiments. 
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Table 5. Comparison of the present model and the existing ones.  

 

Present 

model 

Kamitani 

et al 

Pashut et 

al 

McIntyre 

et al 

Salvadore 

et al 

Boundary 

condition 
Sealed Sealed Open N.A. Sealed 

Bifurcation 

point 
Treated Treated Untreated N.A. 

No 

bifurcation 

Membrane 

current 
Distributed 

Current 

source 
Distributed Distributed Distributed 

Discretization 

according to 

morphology 

Yes No No No No 

Morphology Realistic 
Partially 

realistic 

Partially 

realistic 

Partially 

realistic 
Arbitrary 

Membrane 

model 

Multiple 

PCs and 

inhibitory 

cells 

Specific 

PC 

Specific 

PC 

Specific 

PC 
Simplified 

Number of 

cells tested 
Multiple 1 1 1 Multiple 

Number of 

types of cells 

tested 

PC + 

inhibitory 

cell 

PC PC PC 
PC + 

inhibitory 

Simulated 

modality 

TMS, 

tDCS 
TMS 

circular 

TMS 
DBS TMS 

Stimulation 

configuration 
Multiple Singular Singular Singular Multiple 
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7.2 Contributions 

Empowered by the unique features, the model may contribute to the 

neuromodulation research community by producing quantitatively accurate 

assessment of cellular responses to stimulation. The findings obtained with the 

model have the potential to clarify some of the long lasting controversies over 

the stimulation mechanism, e.g. activation point, inter-layer difference, 

susceptibility of inhibitory cell, etc. The influence of various stimulation 

factors, such as field direction, pulse waveform, morphological features, and 

ion channel distributions, may also be explored and consolidated with the 

model. 

7.3 Limitations 

In the present study, the author has excluded inputs from intracortical synaptic 

transmission and intercortical afferent projection during simulation. Results 

obtained only reflect the responses of quiescent neurons, which could 

potentially deviate from neurons in vivo. However it has been demonstrated 

that the threshold to trigger I1-wave is largely unaffected by synaptic activities 

(Lazzaro et al., 2008), and activation of afferent input tends to evoke long 

latency I-waves (Shimazu et al., 2004), hence our results may still be 

applicable to analysis of direct cellular responses towards EM stimulation. 

A potential source of error roots from the physiological properties utilized in 

the study. Although the adopted model enables PCs to have distinct firings 

patterns, the assumption that the distribution of ion channels and membrane 

properties are always the same is unlikely to hold true. Key membrane 
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parameters can be different, for cells from the same layer (Molnár et al., 2006), 

and even for different parts of axon of a single cell (Debanne et al., 2011). The 

ion channels inserted to the inhibitory channels included nearly all the 

channels that have been identified in cortical neurons. However, certain highly 

detailed features were not enclosed in the cell model, such as the fast 

activating dynamics of the sodium channels at the initial segment of the axon, 

the localization of calcium channels at the axon terminals, and the 

differentiation between the subtypes of ion channels. Whether exclusion of 

these details entails the remaining feature-based errors after the optimization 

requires further examination.  

The direct mediator of TMS- & TES- evoked descending volleys, the PTNs, 

are not simulated in our study. PTNs have distinct morphologies, membrane 

dynamics and firing patterns compared with other pyramidal neurons (Chen et 

al., 1996; Ghosh et al., 1988; Oswald et al., 2013; Suter et al., 2013), which 

could potentially lead to very different thresholds. As the D-wave can be 

recruited by high intensity TMS pulses, the thresholds of PTNs might be 

higher than those of most pyramidal neurons. However, the lack of PTNs has 

constrained us from providing quantitative measurement of the threshold of 

the D-wave.  

Last but not least, all cortical neurons tested in this study are obtained from 

rats while TMS induced physiological responses are usually measured from 

human subjects. Although the author has attempted to eliminate the influence 

of cell size via manipulation of segment diameters, the discrepancy induced by 

other factors, such as the distinct ramification, tortuosity, and distribution of 

ion channels, would remain intractable. 
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7.4 Conclusions 

To give a comprehensive investigation of the stimulation-evoked neuronal 

activation, the author developed a simulation scheme which incorporates 

highly detailed physiological and morphological properties of pyramidal cells. 

The model was implemented on a sample of PCs; their thresholds and 

corresponding activation points with respect to various field directions and 

pulse waveforms were recorded.  

The measurements obtained in simulation intimately resemble recordings in 

physiological and clinical studies, which confirms the validity of the 

simulation model. The analysis of initiation points of AP reveals that the 

cellular excitability might represent the result of the competition between 

various firing-capable axonal components, each with a unique susceptibility 

determined by the local geometry. In light of this competition scheme, the L5 

PCs have higher susceptibility than L2 PCs due to their larger sizes; the 

anisotropy of thresholds is marginal as each neuron hosts many axon terminals 

oriented in various directions; activation at a bending point is difficult to take 

place since the polarization hosted by the geometry is weak.  

The model was further deployed on an inhibitory cell, the membrane 

properties of which were obtained from an optimization algorithm. The 

thresholds of the acceptable solutions hint that the high passive conductance 

and the substantial permeability to potassium ion in the axon – the prerequisite 

of the fast-spiking pattern – compel the cell to have lower susceptibility than 

PCs. The inertness of the threshold to paired stimuli further indicates that the 

SICI effect is unlikely to be realized on the cellular level.   
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7.5 Recommendation for future works 

Although rats and humans all belong to the mammalia class, it can be expected 

from their distinct behavioral patterns and brain structures that the 

physiological features of their cortical neurons are quite different. To what 

extent could the findings in the present study be applied on human subjects is 

questionable. The decision to use pyramidal cells harvested from rat 

somatosensory cortex in the present study originally stems from the scarcity of 

human data, for when the project started, neither the morphology nor the 

membrane ion channel distributions is available due to ethical concerns. 

However, with the new development in mapping neuron morphology and ion 

channel distributions, extraction of the human neuron model without 

sacrificing test subjects no longer seemed to be a mission impossible. Should 

the relevant human data crucial for simulation be made available, the model 

may be modified to assess the excitability of human neurons. 

Due to the limited simulation resources and information on the biological 

formation of inhibitory neurons, only one of the basket cells was studied in 

this project. Taking the response of this particular neuron as a representative of 

the general behavior of inhibitory neurons could be problematic, considering 

the multiple subtypes of inhibitory neurons and the various firing patterns 

presented within each subtype. The current approach, in which only the cell 

morphology together with the corresponding firing features are required to 

search for the optimal conductance values has the theoretical extendibility to 

other subtypes, yet the extremely slow searching procedure has severely 

hindered its adaptability. If the searching process could be refined, batch 
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extraction of inhibitory neurons’ physiological models as well as statistical 

analysis of their responses to stimulation might become feasible.   

Last but not least, the neuronal responses documented in the present study has 

the potential to be used for interpretation and elucidation of more extensive 

experimental results, however, without being incorporated into a network 

context, the explanatory power is still fractioned. By faithfully connecting the 

neurons with appropriate connectivities and realistic stimulation-evoked 

activities, a network model might be established in the future to elucidate the 

working mechanism of EM stimulation.   
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