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Summary

This master thesis presents the development of an unmanned helicopter in hardware design as

well as algorithm developments for vertical replenishment. It consists of eight chapters. The

introduction and conclusion are addressed in the first chapter and last chapter, respectively. From

Chapter 2-6, each chapter describes the development of a single functional module. Chapter 7

presents the methods used for integrating all these modules together to form a fully functional

system for the vertical replenishment.

This thesis starts with the development and configurations of the hardware platform in Chap-

ter 2. As one of the foundations for upper layer algorithm developments and implementations,

the hardware platform is constructed in a systematic way. The chapter covers the methods used

for bare helicopter modification, sensor selections, on-board computer selections and system

integrations etc..

Chapter 3 addresses the dynamic modeling of the constructed platform, which is the founda-

tion for the automatic flight controller design. The nonlinear dynamic model will be presented

based on the Newton-Euler formulation and the aerodynamics of the helicopter. In order to em-

ploy advanced modern control techniques, a linear state-space model structure is derived. The

unknown variables of the model are further identified and validated with real flight data.

Based on the obtained linear dynamic model in Chapter 3, a two layer flight controller is

developed in Chapter 4. The controller consists of an inner-loop controller and an outer-loop

controller. The inner-loop controller is used to stabilize the attitude of the helicopter and is

designed with H∞ control technique. The outer-loop controller is used for the translational

movements of the helicopter and is designed with the so-called robust and perfect tracking

(RPT) control method. Real flight experiment results are presented to evaluate the performance

of the controller.

Measurements are essential and important for automatic flight control systems. Chapter 5

addresses the state estimation methods developed for precision height measurement and cargo

vi



localization based on 2D laser scanner and camera, respectively. Furthermore, it presents the

algorithm used for cargo detections through a monocular camera. Experiments are conducted

to evaluate the performance of the state estimation algorithms. The results show that the state

estimations are satisfactory for our requirements.

In chapter 6, algorithms for trajectory generation are presented. The algorithm can smooth

the flight trajectories if given the velocity, acceleration constraints as well as the distance need

to fly. For example, if the helicopter is commanded to fly towards 5 m along the x-axis, the

trajectory generator will interpret it to 50 Hz set-points commands for the flight controller to

execute. It is an important module for the helicopter to finish the vertical replenishment task.

Lastly, chapter 7 integrates all the above modules together to form a functional system for

vertical replenishment. The system is divided into five layers, each layer contains one or more

the above mentioned modules. The interactions among these layers are well defined so that

they can behave orderly. Flight experiments to delivery cargos from one ship to another are

conducted and the experiment results show that the developed system is capable for the vertical

replenishment.
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Chapter 1

Introduction

1.1 Motivations

Helicopters are extensively used for vertical replenishment (VERTREP), which is a type of

underway replenishment for seaborne vessels. In this application, a helicopter lifts the cargo

from the supplying ship and delivers it to the receiving ship as shown in Fig. 1.1. The major

advantage of VERTREP is that the operation does not require physical contact of the vessels,

which reduces the chance of collision. The operation is usually done by manned helicopters,

which possesses potential risks for both pilots and ground crews, especially in extreme weather

conditions. A catastrophic accident happened in 1998, where a CH-46 SeaKnight helicopter

crashed into the Mediterranean Sea while conducting a VERTREP operation with a Spruance-

class destroyer, resulting in death of pilots and crewmen.

Figure 1.1: Vertical replenishment by U.S. Navy (Use of released U.S. Navy imagery does not constitute product or
organizational endorsement of any kind by the U.S. Navy.)
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The recent advancement of unmanned aerial vehicles (UAVs) however has opened the pos-

sibility of using unmanned rotor-crafts for this kind of cargo transportation tasks, which can

reduce both risk and cost to a large extent. In this thesis, we will develop a fully autonomous

helicopter to tackle this problem.

1.2 Challenges and aims of this thesis

To accomplish the vertical replenishment tasks by an unmanned helicopter, there are several

challenges need to address.

1. Precision, to deliver the cargos from one ship to another automatically, the unmanned

helicopter has to grab and unload the cargos precisely. Without the help of highly accurate

measurement devices, such as differential GPS (which can provide cm-level localization

accuracy), it is difficult to achieve;

2. Disturbances, the movements of the ships, windy weather and the loading of a cargo to

the helicopter will usually bring in disturbances to the flight controller of the unmanned

helicopter; It further affects the control performances of the helicopter;

3. Uncertainties, a fully automatic unmanned helicopter is required to finish the vertical

replenishment tasks without any (or very little) human interventions after take-off; There

are many unexpected situations may occur, which may result in mission failures if the

system is not properly designed;

Thus, in this thesis, we are trying to solve the above mentioned challenges for the vertical replen-

ishment tasks by an unmanned helicopter. The helicopter is controlled by fusing measurements

from different kinds of sensors, such as inertial measurement unit, GPS, 2D laser scanner and

camera. The precision challenge is expected to be overcome by using all these sensor measure-

ments for the helicopter flight control, navigation and guidance. A robust H∞ optimal controller

is going to be developed to address the external disturbances challenge. It has been proved that

the H∞ controller can minimize the effect from the external disturbances to the controlled output.

A flowchart of procedures is to be developed in this thesis to address the uncertainty challenge.

It will be used to handle unexpected events as many as possible.
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1.3 Related works

Extensive researches have been carried out on unmanned helicopters for the last two decades,

focusing on the automatic flight control, navigation and guidance [28].

Variety of flight control methods have been proposed and implemented for unmanned he-

licopters. The most common used control methods belong to the linear state-space control

technique. For example, in [6], a linear quadratic regulator (LQR) is designed for the inner-

loop of a Yamaha RMAX robotic helicopter from Carnegie Mellon University; in [41] a linear

quadratic gaussian (LQG) controller is designed for a mini quadrotor; in [13] and [12], a ro-

bust H∞ controller is designed for the inner-loop of a raptor-90 helicopter. Some nonlinear

controllers have also been designed and implemented in the literature. For example, in [43], a

composite nonlinear feedback (CNF) controller is designed for a raptor-90 helicopter; a nonlin-

ear feedback linearization based controller was also designed and implemented for a quadrotor

in [38]. In the literature, fuzzy logic has also been used for the flight controller design. For

example, in [23], a fuzzy logic based controller is designed and implemented for a Joker-Maxi

II helicopter. Furthermore, the apprenticeship learning method has also been used to control

helicopters for aerobatics flights [1].

Several navigation and guidance systems have been implemented for unmanned helicopters,

such as a vision-aided navigation system is presented in [52]; an autonomous landing system

for a miniature aerial vehicle is illustrated in [5]; A bearing only measurements based formation

flight method and an onboard software system for formation flight are proposed and implement-

ed in [55] and [19].

Limited works have demonstrated the applications of unmanned helicopters for vertical re-

plenishment or cargo transportation. To the best of our knowledge, there are only few (semi-

)autonomous slung load systems using unmanned helicopters reported in the literature. In [46],

a K-MAX helicopter is modified for autonomous operation and used for slung load transporta-

tion in Afghanistan by the United States army. A helicopter designed to solve the general slung

load transportation problem with long ropes is presented in [7]. A group of researchers have

also proposed the estimations of load position and velocity in such system [9]. Besides, some

researchers have also investigated the ability of cargo transporting with the collaboration of

multiple UAVs [36] [30] [8]. With this cooperative structure, the size and cost of each indi-

vidual UAV can be reduced. All these systems involve human intervention in the loop. The

3



ground operators are required to pick up and fasten the cargoes for the unmanned helicopters.

In [35], a team of quadrotor have been used to transport and construct the cubic structures fully

autonomously. However, these quadrotors are aided by a motion capture system in an indoor

environment, which can localize the quadrotors and the cargoes precisely (in mm-level). In [11],

the AirMule UAV from UrbanAero, is developed to transport up to 500 kg of cargo to places as

far as 50 km away and has been used to transport cargo in Israel for military purposes. The cargo

transportation problem can also be solved by a rigid claw mechanism such as those appeared

in [42, 47].

When solving this UAV cargo transportation problem, most of the existing works assume

that the loading and unloading positions are accurately known or the human operators can help

them find the cargo. This assumption is reasonable in a few occasions where the environment

is fully in control, but may not be valid for the more general cases. To expand the horizon of

applications a small-scale UAV can do, an intelligent navigation and guidance system which can

provide high-quality measurements and guidance information for UAV automatic flight control

needs to be developed. One elegant solution is to integrate a computer vision sub-system for

target searching and tracking. In fact, vision-based target detection and localization have been

investigated intensively. Some of them rely on visual targets with special shapes and features,

such as [40] in which range estimation has been carried out based on specific geometric features

including points, lines and curves. Others target on more general objects such as a helipad [45],

a mobile ground vehicle [18, 34] or another UAV [50]. In addition, there is also a trend in

integrating visual information in feedback control for mobile robot autonomous grasping and

manipulation [31].

1.4 Contributions and outlines of the thesis

In this thesis, we propose and implement a comprehensive system for vertical replenishment by

an unmanned helicopter which incorporates a small-size single-rotor helicopter with onboard

sensors and processors, an innovative cargo grabbing mechanism, a set of UAV autonomous

guidance, navigation and control (GNC) algorithms, and a cargo searching and localization

vision system.

• The developed system has shown the capability for cargo precision grabbing, cargo de-

livery and cargo unloading. The precision challenge has been overcome by using vision-
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based guidance and laser-based precision height control for the helicopter;

• The developed system has shown the capability to fly stably and accomplish the tasks

under external disturbances, such as movements of ships and windy weather; It is resulted

from the development of a robust H∞ optimal controller;

• The developed system has also shown the capability to accomplish the vertical replenish-

ment tasks under uncertainties through the design of a flowchart of procedures; There are

also some insufficiencies shown for the developed system, such as the helicopter cannot

take action accordingly when it dropped off a cargo unexpectedly during the experiments;

Figure 1.2: NUS2TLion developed by NUS UAV Group

The developed UAV system, named NUS2T-Lion, has taken part in the 2nd AVIC Cup –

International UAV Innovation Grand Prix (UAVGP), which was held in Beijing in September

2013. In this competition, the rotary-wing UAVs from various participating teams are required

to automatically transport cargos between two parallel moving ships. The cargos are in the

form of buckets with handles and they are initially placed within colored circles drawn on the

surface of the first ship. Circles with a different color are drawn on the other ship, indicating
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the unloading positions. The ships are simulated by ground platforms moving on railways. It is

set-up to simulate the vertical replenishment. During the competition, we are the only team that

finished the competition requirements. Our developed helicopter has successfully transported

the cargos from one ship to another automatically. It further shows our contributions to this

problem. Fig. 1.2 shows a snap shot of NUS2T-Lion carrying the the cargo bucket in this Grand

Prix.

The outlines of this thesis is as follows. The thesis contains two main parts, i.e., the devel-

opments of individual functional blocks of the system (from Chapter 2 to Chapter 6) and the

integrations of the these blocks (Chapter 7).

In detail, Chapter 2 will talk about the design and integration of the UAV hardware system.

Chapter 3 will present the aerodynamics of traditional helicopters and derive a linear state-space

model of our developed helicopter platform for future automatic controller design. Chapter 4

will present the methods used to design an automatic flight controller for our helicopter. Chapter

5 will present the methods used to estimate the flight status of the helicopter, such as the position,

velocity, height etc., for helicopter automatic control, navigation, and guidance. In Chapter

6, a trajectory generator is going to be developed. It is useful to interpret discrete events to

acceptable set-point commands for the flight controller to execute. Chapter 7 will present the

methods used for integrating all the developed modules together as a functional system for

vertical replenishment. Finally, concluding remarks are made in Chapter 8.

6



Chapter 2

Hardware Configurations

2.1 Introduction

In robotic community, hardware platform is the foundation of the research. There are many dif-

ferent kinds of robot platforms have been built in the literature, varying from under-water robots,

surface robots, ground robots to aerial robots. Fig. 2.1 shows two aerial robots developed by the

Unmanned Aerial Vehicle (UAV) research group in NUS. The quality of the platform’s construc-

tion usually dominates the automatic controller design of the overall robotic system. It further

affects the deployments of the other high-level algorithms on the robots, such as environment

perceptions as well as decision makings. A good selection of the sensors and actuators as well

as platform structure designs are the keys to good platform constructions. In control perspective,

the sensors’ placement position, actuators’ placement position and the platform structures will

affect the state-space model (i.e., A, B and C matrices) of the robots directly. Interested readers

are recommended to refer [17] for theoretical guidelines of platform constructing.

In this chapter, a systematic approach of constructing an aerial robot hardware platform is

to be presented. The robot, named as NUS2TLion, is used as a test-bed for implementing the

automatic control algorithms as well as other high-level intelligent mission algorithms, such as

the algorithm to tackle the vertical replenishment problem in this thesis. The outline of this

chapter is as follows: an overview of the hardware system is provided first; the approaches for

platform selection, sensor selections on-board computing equipments selections etc. are then

given in the following sections; finally, the method for system integrations is presented.
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Figure 2.1: Aerial robots developed by NUS Unmanned Aerial Vehicle Research Group
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Figure 2.2: Hardware configuration of NUS2T-Lion rotorcraft system

2.2 Overview of the hardware system

The hardware configuration of NUS2T-Lion follows the rotor-craft UAV structure proposed in

[12]. As illustrated in Fig. 2.2 in which each block represents an individual hardware device,

the whole system is constituted by four main parts, namely a bare rotor-craft platform, onboard

avionic system, a manual control system and a ground control system (GCS). While the manual

control system and the GCS are quite standard for all kinds of UAV systems, the choices of the

bare rotorcraft platform and its onboard avionic system are usually application dependent. For

this case, they should be selected and integrated specifically for the UAV cargo transportation

task. It is believed that by designing the hardware configuration effectively, difficulties for the

later software algorithm development can be minimized.
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2.3 Bare rotorcraft platform

The Thunder Tiger Raptor 90 SE Nitro radio-controlled (RC) helicopter is adopted as the bare

rotor-craft platform in this work. It is a hobby-level single rotor helicopter originally designed

for acrobatic flights. As compared with other commercial off-the-shelf (COTS) RC rotor-crafts

such as Turbulence D3 and Observer Twin, Raptor 90 SE provides a reliable structural design

and equivalent flight performance, at approximately half the price.

However, with the original Raptor 90’s nitro engine and nitro fuel tank, the endurance of

the UAV can barely reach 8 minutes with full load avionics. This is not sufficient for practical

applications. To overcome this limitation, the original nitro engine is replaced by a gasoline

counterpart, which is a product from Zenoah with model number G270RC. With the more ef-

ficient gasoline engine, a full-tank Raptor 90 can fly up to 30 minutes. This greatly widens

the range of potential applications this UAV can do and it is especially beneficial to the cargo

transportation task.

Unfortunately, this endurance improvement comes with two trade-offs. First, the vibration

of the whole platform intensifies due to the gasoline engine. Second, the ignition magnet inside

Zenoah G270RC is so large that its magnetic field can badly affect the onboard sensors. To

overcome the vibration issue, wire rope isolators are used to protect the onboard avionics and

filter out unwanted high frequency noises. The solution will be discussed in Section 2.6. For

the problem of magnetic interference, the final solution is to replace the electro-magnetic igni-

tion system inside the engine with a pure electric ignition system. With this modification, the

onboard sensors, especially the magneto-meter, all work in the way they originally should.

2.4 Mechanical manipulator

To cope with the cargo transportation task, there must be a loading mechanism integrated into

the helicopter platform. By comparing the solution of a rigid claw-like grabbing mechanism and

a long flexible rope hooking mechanism, the former is more precise in picking up the cargos,

while the latter can avoid descending the UAV too low to the ship surface where the aerodynamic

ground effect becomes significant.

In this work, an innovative design incorporating advantages from both sides has been pro-

posed. The solution is a claw-like grabbing mechanism with very long arms (see Fig. 2.3). With

this design, the UAV can keep a safe distance to the ship surface, and at the same time, grab
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Figure 2.3: Grabbing mechanism in closed and open configurations

and release the cargo in a precise and reliable way. Another highlight of this design is its omni-

directional feature, meaning no matter in which direction the cargo handle is oriented, it is not

necessary for the UAV to adjust its heading to align accordingly. This saves time and minimizes

unnecessary UAV maneuvers.

In addition, this design features a self-locking mechanism commonly used in landing gears

of hobby-grade fixed-wing planes. The mechanism is enclosed in the rectangular boxes as

shown in Fig. 2.3 with each box supports one arm and is powered by one servo motor. When

the claw fully opens or closes, there is a slider inside the box to lock the position of the servo

motor. In this way, the servo motors consume zero power while carrying a heavy cargo.

A load sensing mechanism which can differentiate a successful cargo loading from a failure

is also installed. This mechanism acts as a safeguard in cases where the UAV makes a grasping

action but the targeted cargo is not loaded successfully. By knowing that the cargo loading is

unsuccessful, the UAV can descend and try grasping the cargo again. The detailed design is

shown in Fig. 2.4, where four limit switches, which send out electrical signals when pushed

down, are installed on the customized landing skid. The baseplate of the claw is rigidly attached

to a hollow rectangular plate on its top. The rectangular plate is then resting on the cross-

over beams of the landing skid via four springs. When the claw is loaded, the rectangular plate

compresses the spring and trigger one or more of the limit switches. When the claw is unloaded,

the springs push up the rectangular plate to release the limit switches.
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Figure 2.4: Landing gear with bucket grabbing and load sensing functions

2.5 Avionic system

To realize fully autonomous flight, onboard avionic system with sensors, processors and other

electronic boards has to be designed. All components used on NUS2T-Lion are the carefully

chosen COTS products up to date. Fig. 2.5 gives a complete view of the onboard system with

the key components indicated. The details and usage of these components are explained as

follows.

2.5.1 Onboard sensors

The SBG IG-500N GPS/INS (GPS aided inertial navigation system) unit is chosen as the fun-

damental navigation sensor for NUS2T-Lion. SBG IG-500N is one of the world’s smallest GPS

enhanced attitude and heading reference system (AHRS) embedded with an extended Kalman

filter (EKF). It includes a micro-electromechanical systems (MEMS) based IMU, a GPS receiv-

er and a barometer. It is able to provide precise and drift-free 3D orientation and position even

during aggressive maneuvers, updated at 100 Hz. With its presence, the UAV’s attitude, velocity

and position can be consistently obtained, despite the fact that the position measurement from
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Figure 2.5: Onboard avionic system of NUS2T-Lion

Table 2.1: Main specifications of IG-500N.

Specifications IG-500N

Attitude range 360◦ in three axes
Attitude accuracy ±0.5◦ (pitch, roll), ±1◦ (heading)
Accelerometer range ±5 g
Gyroscope range ±300◦

Magnetometer range ±1.2 Gauss
GPS accuracy in CEP 2.5 m (horizontal), 5 m (vertical)
Output rate (Hz) {1, 25, 50, 75, 100} selectable
Dimensions 36×49×22 mm
Weight 46 g (with aluminum enclosure)
Power consumption 550 mW @ 5.0V

IG-500N alone is not accurate enough for the precise cargo loading and unloading task.

Its key specifications are summarized in Table 2.1.

The second main sensor used onboard of NUS2T-Lion is the mvBlueFOX camera from Ma-

trix Vision. It is a compact industrial CMOS camera, compatible to any computers with USB

ports. A superior image quality makes it suitable for both indoor and outdoor applications. In ad-

dition, it incorporates field-programmable gate array (FPGA), which reduces the computer load

to the minimum during image pre-processing. The standard Hi-Speed USB interface guarantees

an easy integration without any additional interface board. In this specific cargo transportation

application, it is the main guidance sensor for locating the cargos and their unloading points.
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For cargo transportation applications, height measurement from GPS/INS or barometer may

not be accurate enough for the UAV to pick up or drop the cargo appropriately. The UAV may

even crash onto the surface of the cargo platform because of inaccurate height measurement,

resulting in catastrophic consequences. While vision sensor or 1-D laser range finder may ac-

complish the task, the former can only be relied on when the visual target is within the field of

view and the latter cannot handle ground surfaces with scattered obstacles. To make the height

measurement accurate and consistent, a scanning laser range finder is the best choice. The laser

scanner codenamed URG-30LX from Hokuyo is installed in the system. It has a maximum

range of 30 m with fine resolution of 5 mm and it can scan its frontal 270◦ fan-shaped area with

a resolution of 0.25◦.

2.5.2 Onboard computers

There are two onboard computers in the avionic system; one for the implementation of guid-

ance, navigation and control algorithms, and the other more powerful one dedicated for vision

processing. With this dual-computer structure, the vision algorithm can be implemented and

tested separately at the development stage and it is very convenient to upgrade to a more pow-

erful vision computer in future without modifying the control hardware and software system. It

also improves the reliability of the overall system since this structure ensures control stability

even when the vision computer malfunctions or encounters run-time errors. It happens more

frequently on the vision computer compared to the control counterpart because the vision algo-

rithm usually involves more sophisticated calculations and logics. If it ever happens, the UAV

should still fly safely with the control computer alone and there will be enough time for human

pilot to take over and land the UAV safely.

For the onboard control computer, it collects measurement data from various sensors, per-

forms sensor filtering and fusion, executes flight control law, and outputs control signals to

carry out the desired control actions. In addition, it is also responsible for communicating with

the GCS as well as data logging. Beging a light-weight yet powerful embedded computer for

real-time tasks, the Gumstix Overo Fire embedded computer is selected for this purpose. It

has a main processor running at 720 MHz and a DSP coprocessor. The main processor is an

OMAP3530 ARM chip from Texas Instruments and it is one of the fastest low-power embedded

processor as of writing. Moreover, it has built-in Wi-Fi module which saves the weight of an

additional communication device.
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For the onboard vision computer, it is mainly for implementing image processing algorithm-

s, including color segmentation, object identification, object tracking and localization. Image

processing tasks are usually computationally intensive and hence require powerful processors

to run the algorithms in real time. We have chosen the Mastermind computer from Ascending

Technologies. It has an Intel Core i7 processor but is still small and light enough to be carried

by NUS2T-Lion. It also has abundant communication ports to interact with peripheral devices

like USB cameras and Wi-Fi devices. One UART port is used to communicate with the flight

control computer.

2.5.3 Servo controller

An 8-channel pulse-width modulation (PWM) servo controller, UAV100 from Pontech, is used

to enable servo control by either an onboard computer via serial port (automatic mode) or output

from an RC receiver (manual mode). The switching between the two modes depends on the state

of an auxiliary channel from the RC transmitter. While the UAV maneuvers autonomously in

the air, it is desirable to have a failsafe feature to allow the ground pilot to take over control

during emergencies. Besides, this servo controller has the function of outputting quantitative

servo values. This makes collecting manual or autonomous control data possible and it is a

necessary requirement for UAV dynamic modeling and system identification.

2.5.4 Avionic hub

A customized printed circuit board (PCB) called LionHub (see Fig. 2.6) is developed as an

expansion board to host various hardware devices. It is an improved version of a similar board

introduced in [33]. The aforementioned IG-500N navigation sensor, the Gumstix Overo Fire

computer, and the UAV100 servo control board can be physically installed on the slots of this

PCB hub and connected to the onboard power regulator and other essential components. Besides

the mounting slots, extra mounting holes on LionHub are used to lock the installed modules to

resist the vibration and shock generated in flight and landing. With the introduction of LionHub,

manual wire wrap is minimized to improve the reliability and quality of the system. A serial

RS-232 to TTL level voltage converter is included in LionHub to connect the output of IG-

500N to the UART port of Gumstix. Furthermore, to power up all the avionics, linear regulators

designed in the avionic hub to convert a power input from a 4-cell Lithium-Polymer (LiPo)

battery to 12 V and 5 V outputs with sufficient current delivering. The 12 V output port powers
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Figure 2.6: Control hub with all hardware components attached

the Mastermind computer and the Lidar sensor, while the 5 V output port powers the Gumstix

computer and other electronic boards.

2.6 System integration

After selecting and configuring the individual mechanical and avionic components, all these

hardware parts need to be assembled to form a coherent UAV platform. To accomplish this

task, special attention needs to be paid in the layout design of the overall onboard system and

anti-vibration consideration.

2.6.1 Layout design

The first priority is to place the navigation sensor as close to the center of gravity (CG) of the

whole UAV platform as possible to minimize the so-called lever effect, which causes bias to

acceleration measurement when the UAV platform performs rotational motion. Note that all the

other electronic boards on the LionHub will also be located near to the CG position because they
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Figure 2.7: Camera pan-tilt mechanism

are rigidly linked to the IMU. Usually there is no problem to align the IMU so that its planar x-

and y-axis position coincide with the UAV CG. However, since a minimum space between the

helicopter belly and the onboard system is needed for bumping avoidance, compromise needs

to be made in the vertical z-axis and software compensation can be implemented to minimize

the measurement error caused by this vertical offset. In order to have better signal reception, the

GPS antenna is placed on the horizontal fin of the helicopter tail. Again, its 3D position offset

to the IMU needs to be compensated.

The next priority goes to the camera sensor. By considering the fact that the UAV usually

flies forward to search for targets and hovers right above the cargo for loading and unloading, the

best position to place the camera is at the nose of the helicopter. In addition, a controlled pan-

tilt gimbal (see Fig. 2.7) is designed to host the camera sensor so that it always looks vertically

downwards despite the UAV rolling and pitching motions. Taking advantage of the camera’s

wide viewing angle, even when the UAV descends to the lowest altitude for cargo grabbing, the

camera can still see the cargo which should be right under the UAV CG.

In order to retain CG balancing, the cargo loading mechanism needs to be installed precisely

under the UAV CG. In this way, the UAV roll and pitch dynamics will not change too much after

the cargo is loaded, thus the same set of robust control law can be used. This design also makes

sure that controlling the UAV CG to the correct planar position is equivalent to controlling the

cargo loading mechanism to the correct position so that a precise grabbing action can take place.

The placement of the remaining onboard components are less restricted. The overall CG

balancing can be achieved by adjusting their mounting positions. For our case, the laser scanner
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Figure 2.8: Anti-vibration using wire rope isolators

is positioned at the back end of the onboard system, scanning downwards. The vision computer

is put at the frontal part to counter-balance the laser scanner and to make wiring to the camera

sensor shorter. The battery is slotted at a bottom middle position so that it adds on minimal

moment of inertia to the whole UAV platform.

With the above layout design, the distribution of mass is balanced, the control challenge

caused by the cargo loading is minimized, and all sensors are working properly. An aluminium

plate is used to mount all the onboard components and it sits on four wire rope isolators (see

Fig. 2.8) which helps to solve the mechanical vibration problem. The final integrated unmanned

helicopter is shown in Fig .2.9.

2.6.2 Anti-vibration design

Anti-vibration for the onboard avionics is one of the most important considerations in hardware

design. It can improve the overall performance of the UAV system significantly by reducing

wear and tear of the mechanical and electrical connectors and attenuating unwanted noises at

high frequencies. Indeed, the replacing of nitro engine with a gasoline engine amplifies the

vibration issue. The main vibration sources on NUS2T-Lion are from its main rotors and the

engine. From a frequency analysis of the in-flight acceleration data logged while hovering (see

Fig. 2.10), one can see that the most significant high-frequency vibration occurs at 22 Hz.
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Figure 2.9: Unmanned Helicopter: NUS2TLion

To attenuate noise at this specific frequency, the CR4-400 compact wire rope isolator from

Enidine is used. According to the CR series manual provided by Enidine, the best stiffness for

the chosen isolator, Kv can be calculated as

Kv =Ws(2π fi/3)2/g, (2.1)

where Ws is the static load on every isolator, fi is the input excitation frequency needs to be

attenuated, and g is the gravitational constant. For our case, about 2 kg of onboard load is

shared by four isolators, which gives Ws = 4.9. By substituting also fi = 22 and g = 9.781

into (2.1), Kv can be calculated as 1.06 kN/m which is best matched by the vibration stiffness

value obtained by CR4-400 mounted in a ‘45◦ Compression/Roll’ mode. There are also the

‘Pure Compression’ and ‘Shear/Roll’ mounting methods, but the ‘45◦ Compression/Roll’ mode

is the best for attenuating vibration in all three axes. After the installation of wire rope isolators,

Fig. 2.11 shows the improved performance of acceleration measurement. As compared to the

original graph, the higher frequency noises have been reduced by 10 times or more.
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Figure 2.10: Frequency analysis of acceleration without isolators
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Figure 2.11: Frequency analysis of acceleration with isolators
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2.7 Conclusion

In this chapter, systematic procedures are presented for the hardware configurations of the un-

manned helicopter. Considering the particular application requirement, i.e., long endurance

and large payload, a gasoline engine powered bare helicopter is chosen. Proper measurement

devices, such as IMU/AHRS, laser scanner and camera are selected to give satisfactory mea-

surements for future automatic navigation and guidance. Detailed mechanical design for object

manipulating is then presented and vibration issues induced by the gasoline engine is also ad-

dressed. Finally, the system integration procedures are illustrated.
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Chapter 3

Modeling of the Helicopter Platform

3.1 Introduction

The dynamic modeling lays foundations for automatic controller design. An accurate model is

essential for using advanced modern control techniques to stabilize the plant. Thus, we present

the procedures to derive the linear state-space model of the helicopter in this chapter. Many

works related to flight dynamics modeling of miniature rotorcraft have been conducted since the

early 1990s and some successful results have been achieved based on either the first-principles

modeling approach or the system identification method [12].

In this chapter, the modeling procedures follow the methods proposed in [12] and [39]. The

nonlinear dynamic model will be derived based on the Newton-Euler formulation and aerody-

namics of the helicopter. In order to employ advanced modern control techniques, such as H∞

method, a linear state-space model is derived with 23 unknown variables based on the nonlin-

ear dynamic model at near hovering condition. These unknown variables are further identified

based on frequency domain identification method using a commercial software. To validate

the accuracy of the identified model, comparisons between real flight data and outputs obtained

through the dynamic model will be conducted.

3.2 Frames and notations

The helicopter is considered to be a rigid body with 6 degrees of freedom (DoF), free to move in

three translational directions and to rotate about all three axes simultaneously. Basically, there

are three different right-handed helicopter reference-frame are defined throughout the helicopter
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dynamic modeling, i.e., the local North-East-Down (NED) coordinate frame, the vehicle body

carried NED coordinate frame and the helicopter body coordinate frame.

The local NED frame is defined for the use of the Newtonian mechanics in the helicopter

modeling, flight control and navigation. Its origin and axes are defined as following:

1. The origin (denoted by On) is arbitrarily fixed to a point on the earth’s surface.

2. The X-axis (denoted by Xn) points towards the geodetic north.

3. The Y-axis (denoted by Yn) points towards the geodetic east.

4. The Z-axis (denoted by Zn) points downwards along the ellipsoid normal.

Coordinate vectors expressed in the local NED frame are denoted with a subscript “n”. More

specifically, the position vector, Pn, the velocity vector, Vn, and the acceleration vector, an, of

the NED coordinate system are adopted and are respectively defined as

Pn =


xn

yn

zn

 Vn =


un

vn

wn

 and an =


ax,n

ay,n

az,n


The definition of vehicle body carried frame is similar to that of the local NED frame, except

the origin is located at the center of gravity of the helicopter. Coordinate vectors expressed in

the vehicle-carried NED frame are denoted with a subscript “nv”.

The body coordinate system is vehicle-carried and directly defined on the body of the flying

vehicle. Its origin and axes are given as following

1. The origin (denoted by Ob) is located at the center of gravity of the flying vehicle.

2. The X-axis (denoted by Xb) points forward along the helicopter longitudinal direction

(i.e., through the nose).

3. The Y-axis (denoted by Yb) points to the right along the lateral direction when seen from

the above.

4. The Z-axis (denoted by Zb) points downwards and perpendicular to the other axes (i.e.,

form a right-hand coordinate frame).
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Figure 3.1: Structure of the flight dynamics model

The notations u, v and w are used to denote the translatory velocities of the helicopter, relative

to local NED frame, expressed in body frame. ax, ay and az denote the measured accelerations

relative to local NED frame, expressed in body frame.

The attitude and rotary movements of the helicopter are described by a number of variables.

The angular velocities, p, q and r, denote the roll, pitch and yaw motions relative to the body

frame, respectively. The Euler-angles, φ , θ and ψ , define the angles between the body frame

and the body-carried NED frame after a roll, pitch and yaw movement, respectively.

The inputs to the helicopter actuators are denoted as δlat , δlon, δcol and δped . The aileron

servo input δlat affects the roll channel movement (i.e., p and v). The elevator servo input δlon

affects the pitch channel movement (i.e., q and u). The collective pitch servo input δcol affects

the heave channel movement (i.e., w). Lastly, the rudder servo input δped affects the yaw channel

movement (i.e., r).

The movements of the helicopter are mainly driven by the forces and moments generated by

the main rotor and tail rotor. By altering the collective pitch angle through δcol , the magnitude

of the thrust (TMR) generated by main rotor is controlled. When altering the orientation of the

thrust vector through δlat and δlon, the plane spanned by the main rotor is tilted, and defines a

new plane denoted as the “tip path plane” (TPP). The angles as and bs are used to denote the

longitudinal and lateral flapping angles of the TPP, respectively. The notation TT R denotes the

thrust generated by the tail rotor.

3.3 Aerodynamics modeling of the helicopter

The aerodynamics of the helicopter have been studied extensively in the literature (see [44], [32],

etc). Fig. 3.1 shows the structure of the flight dynamics model.
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3.3.1 Rigid body dynamics

The motion of the helicopter is described in the “rigid body equations” box. The Newton-Euler

formulation is used here to model the helicopter’s movements as the helicopter is considered as

a rigid body.

Define

ω =


p

q

r

 (3.1)

then by the Newton-Euler formulation, the differential equations of the movements can be ob-

tained as follows,

Mb = J · ω̇ +ω× (J ·ω)

Fb = mV̇b +mω×Vb

, (3.2)

where Mb is the sum of external torques and Fb is the sum of external forces, J is the moment of

inertial matrix of the helicopter and is defined as

J =


Jxx 0 0

0 Jyy 0

0 0 Jzz

 , (3.3)

Vb is the helicopter velocity relative to the inertial frame, expressed in body frame, and is defined

as

Vb =


u

v

w

 . (3.4)

Equation 3.2 can be further transformed and expanded as

ω̇ =


ṗ

q̇

ṙ

=


(Jyy−Jzz)·q·r+L

Jxx

− (Jxx−Jzz)·p·r−M
Jyy

(Jxx−Jyy)·p·q+N
Jzz

 (3.5)

V̇b =


u̇

v̇

ẇ

=


fx,b
m + v · r−w ·q

fy,b
m −u · r+w · p
fz,b
m +u ·q− v · p

 , (3.6)
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where

Fb =


fx,b

fy,b

fz,b

 ,

Mb =


L

M

N

 .
(3.7)

The equation describing the relationship between euler angles and the angular rates is de-

scribed by [12] 
φ̇

θ̇

ψ̇

=


1 sin(φ)tan(θ) cos(φ)tan(θ)

0 cos(φ) −sin(φ)

0 sin(φ)
cos(θ)

cos(φ)
cos(θ)




p

q

r

 (3.8)

Equations 3.5, 3.6 and 3.8 describe the motion of the rigid body.

3.3.2 Force and torque equations

This section describes the forces and torques acting on the helicopter. The forces and torques

are mainly generated by the main rotor and tail robot as shown in Fig. 3.1. The forces acting on

the helicopter are decomposed into two parts, one part drives the translatory movements of the

helicopter and another part is transformed to torques which cause the rotary movements of the

helicopter.

Forces

The external forces acting on the helicopter are mainly from the main rotor thrust TMR, tail rotor

thrust TT R and the gravitational force Fmg. Decomposing the forces in body frame, the total force

can be expressed as

Fb =


TMR,x +TT R,x +Fmg,x

TMR,y +TT R,y +Fmg,y

TMR,z +TT R,z +Fmg,z

=


−TMRsin(as)+0−mg · sin(θ)

TMRsin(bs)+TT R +mg · sin(φ)cos(θ)

−TMRcos(as)cos(bs)+0+mg · cos(φ)cos(θ)

 . (3.9)
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Torques

The total torque acting on the helicopter are mainly caused by the main rotor TMR and tail rotor

TT R. Assume the main rotor thrust TMR is [lm ym hm]
T
b away from the center of gravity, the tail

rotor thrust TT R is [−lt 0 ht ]
T
b away from the center of gravity, thus the torques equation can be

obtained as

Mb =


lm

ym

hm

×


TMR,x

TMR,y

TMR,z

+

−lt

0

ht

×


TT R,x

TT R,y

TT R,z

 . (3.10)

The force equation and torque equation shown in Equation 3.9 and Equation 3.10 are simpli-

fied representations. There are also other sources of forces and moments, such as the force and

moments generated by fuselage, horizontal fin, vertical fin etc.. For complete forces equations,

interested readers are suggested to refer [12] for more details.

3.3.3 Flapping and thrust equations

Main rotor thrust

The main rotor is the source of lift. The thrust generated by the main rotor can be described by

the following equations [25]

TMR =
ρΩMRR2

MRClα,MRbMRcMR

4
(wbl,MR− vi,MR) (3.11)

and

v2
i,MR =

√
(
v̂2

MR
2

)2 +(
TMR

2ρπR2
MR

)2− v̂2
MR

2
, (3.12)

where

v̂2
MR = u2 + v2 +wr,MR(wr,MR−2vi,MR), (3.13)

wr,MR = w+asu−bsv, (3.14)

wbl,MR = wr,MR +
2
3

ΩMRRMRθcol, (3.15)

θcol = Kcolδcol +θcol,0, (3.16)

and ρ is the air density, ΩMR is the rotation speed of the main rotor, RMR is the radius of the

main rotor disc, Clα,MR is the lift curve slope of the main rotor blade, bMR is the blade number,
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cMR is the chord length of the main rotor blade, ωbl,MR is the net vertical velocity relative to the

main rotor blade, v̂2
MR is an intermediate variable in the main rotor thrust calculation, ωr,MR is

the net vertical velocity through the main rotor disc, and θcol is the collective pitch angle of the

main rotor blade.

Tail rotor thrust

The tail rotor generates a thrust to counter the fuselage torque arising from the rotation of the

main rotor. Similar to the main rotor, the tail rotor thrust TT R can be expressed as

TT R =
ρΩT RR2

T RClα,T RbT RcT R

4
(wbl,T R− vi,T R) (3.17)

and

v2
i,T R =

√
(
v̂2

T R
2

)2 +(
TT R

2ρπR2
T R

)2− v̂2
T R

2
, (3.18)

where

v̂2
T R = (w+qDT R)

2 +u2 +wr,T R(wr,T R−2vi,T R), (3.19)

wr,T R = v− rDT R + pHT R, (3.20)

wbl,T R = wr,T R +
2
3

ΩT RRT Rθped , (3.21)

θped = Kped δ̄ped +θped,0, (3.22)

and ΩT R is the rotation speed of the tail rotor, RT R is the radius of the tail rotor disc, Clα,T R is

the lift curve slope of the tail rotor blade, bT R is the tail rotor blade number, cT R is the chord

length of the tail rotor blade, wbl,T R is the net vertical velocity relative to the tail rotor disc, v̂2
T R

is an intermediate variable in the recursive calculation, DT R is the tail rotor hub location behind

the CG of the helicopter, wr,T R is the net vertical velocity through the tail rotor disc, HT R is the

tail rotor hub location above the CG of the helicopter, and θped is the collective pitch angle of

the tail rotor blade. δ̄ped is an intermediate state of the servo input of yaw channel due to the

existence of the yaw rate feedback controller.
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Flapping dynamic equations

Since the relative small size of the tail rotor, its flapping dynamic is neglected. The complete

main rotor flapping dynamics is given by [12]

ȧs =−
τMR +Ksbτsb

τMR + τsb
q− 1

τMR + τsb
as +

τMRAbs

τMR + τsb
bs +

Alon +KsbClon

τMR + τsb
δlon +Alatδlat , (3.23)

ḃs =−
τMR +Ksbτsb

τMR + τsb
p+

τMRBas

τMR + τsb
as−

1
τMR + τsb

bs +
Blat +KsbDlat

τMR + τsb
δlat +Blonδlon, (3.24)

where τMR is the time constant of the main rotor flapping motion, Ksb is the ratio of main rotor

blade cyclic pitch to stabilizer bar flapping, θcyc,as and θcyc,bs are the longitudinal and lateral

cyclic pitch of the main rotor blade, Alon is the ratio of θcyc,as to δlon, Alat is the ratio of θcyc,as

to δlat , Blon is the ratio of θcyc,bs to δlon, Blat is the ratio of θcyc,bs to δlat , Abs and Bas are the

coupling effect between longitudinal and lateral flapping motions.

3.4 Linear state-space model structure determination

In order to use modern advanced control techniques for the helicopter, a proper and accurate

linear state-space model should be obtained. One of the most important tasks for obtaining the

state-space model is to determine the model structure based on the above mentioned non-linear

model. The model structure used in this thesis is adopted directly from [12] and [39], which can

be derived through the analysis of the nonlinear model.

3.4.1 Lateral and longitudinal fuselage dynamic equations

From the rigid body dynamic equations derived in Equation 3.5 and Equation 3.6, we can get

the four linear equations for the lateral and longitudinal linear and angular fuselage motions:

∆u̇ = (−w0q+ v0r)−g ·∆θ +Xu ·∆u+Xa ·∆as

∆v̇ = (−u0r+w0 p)+g ·∆φ +Yv ·∆v+Yb ·∆bs

∆ṗ = Lu ·∆u+Lv ·∆v+Lb ·∆bs

∆q̇ = Mu ·∆u+Mv ·∆v+Ma ·∆as

. (3.25)

The external aerodynamic and gravitational forces and moments are formulated in terms of

stability derivatives. For example, the rotor forces are expressed through the rotor derivatives Xa,
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Yb, and the rotor moments through the flapping spring-derivatives Lb, Ma. General aerodynamics

effects are expressed by speed derivatives such as Xu, Yv, Lu, Lv, Mu and Mv. The centrifugal

terms in the linear motion equations, which are functions of the trim condition (u0, v0, w0), are

relevant only in cruise flight.

3.4.2 Rotor flapping dynamics

The linear flapping dynamic model is obtained through Equation 3.23 and Equation 3.24 as

τ f ·∆ȧs =−∆as− τ f ·∆q+Ab ·∆bs +Alat ·∆δlat +Alon ·∆δlon

τ f ·∆ḃs =−∆bs− τ f ·∆p+Ba ·∆as +Blat ·∆δlat +Blon ·∆δlon

, (3.26)

where Blat , Blon and Alat , Alon are the input derivatives, τ f is the main rotor time constant,

which is a function of the main blade lock number and rotor speed. Ba and Ab account for the

cross-coupling effects occurring at the level of the rotor itself.

3.4.3 Heave dynamics

The heave dynamics can be linearized through Equation 3.6 as

∆ẇ = (−v0 p+u0q)+Zw ·∆w+Zcol ·∆δcol, (3.27)

where Zw, Zcol are corresponding derivatives of w and heave input δcol; (u0, v0) are the trim

conditions.

3.4.4 Yaw dynamics

Due to the artificial yaw rate gyro controller of the helicopter, the yaw channel dynamics model

is a bit more complicated. The final corresponding differential equations used in the state-space

model is

∆ṙ = Nr∆r+Nped,int∆δped,int +Nped∆δped

∆δ̇ped,int = Kped∆δped−∆r
(3.28)
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3.4.5 Complete state-space model structure of the helicopter

Combining Equation 3.25, Equation 3.26, Equation 3.27 and Equation 3.28, we can get the

complete state space model structure of the helicopter as

ẋ=



0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 Lb 0 Lu Lv 0

0 0 0 0 0 0 Ma 0 0 Mu Mv 0

0 0 0 0 0 Nr 0 0 Nped,int 0 0 0

0 0 0 0 −1 0 − 1
τ f

Abs 0 0 0 0

0 0 0 −1 0 0 Bas − 1
τ f

0 0 0 0

0 0 0 0 0 −1 0 0 0 0 0 0

0 −g 0 0 0 0 Xa 0 0 Xu 0 0

g 0 0 0 0 0 0 Yb 0 0 Yv 0

0 0 0 0 0 0 0 0 0 0 0 Zw



x+



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 Nped 0

Alat Alon 0 0

Blat Blon 0 0

0 0 Kped 0

0 0 0 0

0 0 0 0

0 0 0 Zcol



u,

(3.29)

where x = [φ θ ψ p q r as bs δped,int u v w]T and u = [δlat δlon δped δcol]
T .

3.5 Linear model identification

The state space model obtained in Equation 3.29 contains 23 unknown variables. In order to rep-

resent the accurate dynamic behaviors of the helicopter, the numerical values of these unknown

variables need to be identified. The parameter identification procedures can be conducted in

either time domain or frequency domain. In this thesis, we use the identification technique in

frequency domain.

The steps involved in the identification process usually are [39]

1. Collection of flight data. The flight data is collected during special flight experiments

using frequency sweeps.

2. Frequency response calculation. The frequency response for each input-output pair is

computed using a Chirp-Z transform. At the same time, the coherence function for each

frequency response is calculated.

3. Multivariable frequency domain anaylysis. The single input-output frequency responses
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are conditioned by removing the effects from the secondary inputs. The partial coherence

measures are computed.

4. Window combination. The accuracy of the low and high frequency ends of the frequen-

cy responses is improved through optimal combination of frequency response generated

using different window lengths.

3.5.1 Flight data collections

High quality flight data is essential to a successful identification. The principal concerns are the

accuracy of the state estimates (it is better to collect the data in no-wind environment condition-

s), the information content of the flight data, and the compatibility of the flight data with the

postulate of linear dynamics used for the modeling.

The responses of the system to low frequency excitations are important for the identification

of the speed derivatives (0.1 rad/s) and the responses to high frequency excitations are important

for the identification of the coupled rotor/fuselage dynamics (8−14 rad/s). To guarantee that the

flight data captures the dominant flight-dynamic effects, a frequency-sweep technique is used

for the flight testing.

The sweep inputs to the helicopter should cover all the effective frequencies from low fre-

quency to high frequency as much as possible. It is also better to reduce the combinations of the

channel inputs as much as possible, i.e., when exciting the lateral channel, the other channels

should have no (ideal) pilot inputs. Fig. 3.2 shows one set of the collected frequency sweep data

used for the model identification. The interested readers are suggested to read [39] for detailed

guidelines.

Furthermore, the inputs (i.e, δlat , δlon, δcol and δped) to the helicopter are given by the

pilot in this thesis. It will usually lose information at certain interested frequencies since it

requires good control skills of the pilot to perturb the transmitter inputs. This drawback from

the pilot inputs will usually degrade the quality of the collected flight data. If the readers are

interested in the modeling of the helicopter, we recommend and propose the readers a new data

collection procedure to improve the data quality. The basic idea is to use computer to generate

the perturbation inputs (the magnitudes should be small compared to normal pilot inputs) for

the helicopter in order to cover interested frequencies as much as possible . The pilot’s inputs

are augmented to these computer generated perturbation inputs to safeguard and stabilize the
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Figure 3.2: Data collected from frequency sweep technique

helicopter. In this way, the collected flight data should have high qualities which covers most of

the interested frequencies.

3.5.2 Parameter identifications

In identifying the model parameters of NUS2T-Lion, a MATLAB-based software, CIFER (Com-

prehensive Identification from FrEquency Response) was used to complete the frequency re-

sponse calculation, multivariable frequency domain analysis and the window combination pro-

cedures. CIFER is developed by the NASA Ames Research Center for military-based rotorcraft

systems. It searches for optimum model parameters by comparing the frequency domain re-

sponses from the proposed model to the actual flight data. The detailed procedures will not

be repeated here. Interested readers are suggested to read the documentation of the CIFER

software.

The most critical model-data fitting results showing the main channel responses are briefly

shown here. In Fig. 3.3–3.5, the solid lines and the dashed lines show the frequency responses of

the in-flight data and the fitted model respectively. The “coherence” shown in the three figures
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Figure 3.3: Frequency-domain model fitting: δlat to p

means the degree of matching between the fitted model and the real in-flight data. The matching

is defined better for higher coherence values (1 is the highest and 0 is the lowest value). It can

be seen that the model fits the flight test data very well, indicating a good fidelity of the derived

parameters. After several iterations, the complete state-space model is identified as

ẋ = Ax+Bu, (3.30)
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Figure 3.4: Frequency-domain model fitting: δlon to q
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Figure 3.5: Frequency-domain model fitting: δrud to r
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where

A=



0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 620.52 0 −2.31 2.36 0

0 0 0 0 0 0 327.64 0 0 0 −2.08 0

0 0 0 0 0 −13.48 0 0 165.64 0 0 0

0 0 0 0 −1 0 −5.4048 6.4490 0 0 0 0

0 0 0 −1 0 0 −3.7160 −5.4048 0 0 0 0

0 0 0 0 0 −1 0 0 0 0 0 0

0 −9.78 0 0 0 0 −9.75 0 0 −0.38 0 0

9.78 0 0 0 0 0 0 −61.72 0 0 −0.86 0

0 0 0 0 0 0 0 0 0 0 0 −0.57



B =



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 −54.6861 0

2.9753 −0.3004 0 0

0.7802 3.2295 0 0

0 0 −4.4634 0

0 0 0 0

0 0 0 0

0 0 0 19.5243


3.6 Linear model verification

A comprehensive evaluation on the quality of the obtained flight dynamic model is carried out.

The basic idea is to collect another set of frequency sweep data, which will not used for the

model identification, to validate the coherence of the model outputs and real flight data.

Fig. 3.6 shows the simulink block diagram used for obtaining the model outputs. The inputs

to the simulink block diagram are the collected real flight input data to the helicopter from the

pilot. The model (i.e., matrix A and B) are the obtained model in the above section. The outputs
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(i.e., States) are recorded and compared with the recorded real flight output data. The states

chosen to be compared are the angular velocities, i.e., p, q, r. The reason is that the derivatives

of euler angles is simplified to be the angular velocities. The euler angle outputs from the model

is the integrations of angular rates. Small error accumulations in angular rates will excite the

values of euler angles, we will not choose it. The derivatives of translational velocities are

functions of euler angles, thus we will also not compare the outputs of translational velocities.

Since the angular rates captures the most important characteristics of the helicopter dynamics

and have less such problems, thus we choose to compare these variables between the model

outputs and the real flight data.

The comparisons are plotted in Fig. 3.7. The flight data and the model outputs are well

matched. Furthermore, it is almost matched between the flight data and the model outputs in

the low-frequency regions. The simplifications of the coupling effects among different channels

in the above linear state-space model lead the match not well in high frequency region. These

model uncertainties can be compensated by design a proper feedback controller.

States

1

time

time

ped

lon
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col

Integrator

1

s

rud

lon

lat
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Clock

B

K*u

A

K*u

Figure 3.6: Linear model verification simulink block diagram
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Figure 3.7: Linear model verification

3.7 Conclusion

In this section, the dynamic modeling of the helicopter is presented. A simplified nonlinear

model of the helicopter is derived based on Newton-Euler formulation and the aerodynamics

of the helicopter. In order to employ advanced modern control techniques to stabilize the he-

licopter, a linear state-space model structure is derived with 23 unknown variables. With high

quality collected flight data based on frequency-sweep method, these variables are identified

using frequency domain identification method. The identified linear model is further validated

to be accurate for controller design.
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Chapter 4

Controller Design

4.1 Introduction

For all UAV related applications, stability of the controlled platform is the most fundamental

problem that needs to be solved first. Otherwise, there is no foundation for high-level navigation

and guidance algorithms to be built upon. In this chapter, we decompose the UAV control

problem into two layers, namely the attitude stabilization layer and the position tracking layer.

The former involves the design of an inner-loop control law which makes sure the UAV roll,

pitch and yaw dynamics are robustly stable. The latter position tracking layer involves the

design of an outer-loop control law which enables the UAV to track any smooth 3D trajectory

references in a responsive and precise way.

In this chapter, the background knowledge about robust H∞ control technique and robust and

perfect tracking (RPT) control technique will be briefly addressed first. The control structure

formulation, inner-loop controller design based on H∞ method, outer-loop controller design

based on RPT method, and the inner-loop command generator which connects the two layers in

a reasonable way will then be presented.
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4.2 Background materials

4.2.1 H∞ control technique

Given a continuous-time linear time-invariant system described as,

Σ :


ẋ = Ax+Bu+Ew

y =C1x+0u+D1w

z =C2x+D2u+0w

(4.1)

the standard H∞ control problem is to find an internal stabilizing proper measurement feedback

controller

Σc :

 v̇ = Acmpv+Bcmpy

u =Ccmpv+Dcmpy
(4.2)

such that the resulting closed-loop system is internally stable and the H∞-norm of the overall

closed-loop transfer matrix function from w to z, i.e., Tzw(s), is minimized. The H∞-norm of a

stable continuous-time transfer matrix, e.g., Tzw(s), is defined as

‖Tzw‖∞ = sup σ̄ [Tzw( jω)], ∀ω ∈ [0,∞). (4.3)

It is clear that the H∞-norm of Tzw(s) corresponds to the worst case gain from the input w to

the output z. For future use, we define the infimum of H∞ optimization, i.e., the infimum of the

H∞-norm of the closed-loop transfer matrix Tzw(s) over all stabilizing proper controllers, as

γ
∗
∞ = inf{‖Tzw(Σ×Σc)‖∞}, ∀Σc internally stabilizes Σ. (4.4)

The H∞ control problem is said to be regular if the following conditions are satisfied,

1. D2 is of maximal column rank, i.e., D2 is a tall and full rank matrix;

2. The subsystem (A, B, C2, D2) has no invariant zeros on the imaginary axis;

3. D1 is of maximal row rank, i.e., D1 is a fat and full rank matrix;

4. The subsystem (A, E, C1, D1) has no invariant zeros on the imaginary axis;

It is said to be singular if it is not regular, i.e., at least one of the above 4 conditions is not

satisfied.
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H∞ state feedback problems: the regular case

• Problem definition:

The state feedback H∞ control problems are referred to the problems in which all the

states of the given plant Σ are available for feedback. That is the given system is

Σ :


ẋ = Ax+Bu+Ew

y = x

z =C2x+D2u

(4.5)

where (A, B) is stabilizable, D2 is of maximal column rank and (A, B, C2, D2) has no

invariant zeros on the imaginary axis. In the state feedback case, we are looking for a

static control law

u = Fx (4.6)

such that the H∞-norm of the closed-loop system is minimized.

• Solution:

Given γ > γ∗∞, solve the following algebraic Riccati equation (H∞-ARE)

AT P+PA+CT
2 C2 +

PEET P
γ2 − (PB+C2

2D2)(DT
2 D2)

−1(DT
2 C2 +BT P) = 0 (4.7)

for a unique positive semi-definite stabilizing solution P ≥ 0. The H∞ γ-suboptimal state

feedback law is then given by

u = Fx =−(DT
2 D2)

−1(DT
2 C2 +BT P)x (4.8)

The resulting closed-loop system Tzw(s) has the following property: ‖Tzw‖∞ < γ .

H∞ state feedback problems: the singular case

Consider the following system again,

Σ :


ẋ = Ax+Bu+Ew

y = x

z =C2x+D2u

(4.9)
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where (A, B) is stabilizable, D2 is not necessarily of maximal rank and (A, B, C2, D2) might

have invariant zeros on the imaginary axis. Solution to this kind of problems can be done using

the so-called perturbation approach. Define a new controlled output

z̃ =


z

εx

εu

=


C2

εI

0

x+


D2

0

εI

u (4.10)

Clearly, z ∝ z̃, if ε = 0. Now the perturbed system becomes

Σ̃ :


ẋ = Ax+Bu+Ew

y = x

z̃ = C̃2x+ D̃2u

. (4.11)

Obviously, D̃2 is of maximal column rank and (A, B, C̃2, D̃2) is free of invariant zeros for any

ε > 0. Thus, Σ̃ satisfies the conditions of the regular state feedback case, and hence we can

apply the procedures for regular cases to the perturbed system to find the H∞ control laws.

H∞ output feedback problems: the regular case

Recall the system with measurement feedback as described in Equation 4.1, where (A, B) is

stabilizable and (A, C1) is detectable. Also, it satisfies the following regularity assumptions:

1. D2 is of maximal column rank, i.e., D2 is a tall and full rank matrix

2. The subsystem (A, B, C2, D2) has no invariant zeros on the imaginary axis

3. D1 is of maximal row rank, i.e., D1 is a fat and full rank matrix

4. The subsystem (A, E, C1, D1) has no invariant zeros on the imaginary axis.

Given a γ > γ∗∞, the optimal controller can be found by solving the following algebraic Riccati

equation (H∞-ARE)

AT P+PA+CT
2 C2 +

PEET P
γ2 − (PB+C2

2D2)(DT
2 D2)

−1(DT
2 C2 +BT P) = 0 (4.12)
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for a positive semi-definite stabilizing solution P≥ 0, and the following ARE

QAT +AQ+EET +
QCT

2 C2Q
γ2 − (QCT

1 +EDT
1 )(D1DT

1 )
−1(D1ET +C1Q) = 0 (4.13)

for a positive semi-definite stabilizing solution Q≥ 0. In fact, these P and Q satisfy the so-called

coupling condition: ρ(PQ)< γ2. The H∞ γ-suboptimal output feedback law is then given by

Σc :

 v̇ = Acv+Bcy

u =Ccv
. (4.14)

where Bc = −(I − γ−2QP)−1K, Cc = F , Ac = A + γ−2EET P + BF + (I − γ−2QP)−1K(C1 +

γ−2D1ET P) and where F =−(DT
2 D2)

−1(DT
2 C2 +BT P), K =−(QCT

1 +EDT
1 )(D1DT

1 )
−1.

The singular output feedback problems can be solved similar to the singular full state feed-

back problems by augmenting a small perturbation into E and D1. The readers are suggested to

read [14] for more details about H∞ control.

4.2.2 Robust and perfect tracking (RPT) control technique

Consider the following continuous-time system:

Σ :


ẋ = Ax+Bu+Ew,x(0) = x0

y =C1x+D1w

z =C2x+D2u+D22w

. (4.15)

where x ∈ Rn is the state, u ∈ Rm is the control input, w ∈ Rq is the external disturbance,

y ∈ Rq is the measurement output, and z ∈ Rl is the output to be controlled. Given the external

disturbance w ∈ Lp, p ∈ [1,∞), and any reference signal vector r ∈ Rl with r, ṙ, ..., r(k−1), k≥ 1,

being available, and r(k) being either a vector of delta functions or in Lp, the RPT problem for

the system in 4.15 is to find a parameterized dynamic measurement control law of the following

form:  v̇ = Acmp(ε)v+Bcmpy+G0(ε)r+ ...+Gk−1(ε)r(k−1)

u =Ccmpv+Dcmpy+H0(ε)r+ ...+Hk−1(ε)r(k−1)
(4.16)

such that when the controller 4.16 is applied to the system of 4.15, we have the following

1. There exists an ε∗ > 0 such that the resulting closed-loop system with r = 0 and w = 0 is
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asymptotically stable for all ε ∈ (0,ε∗].

2. Let z(t,ε) be the closed-loop controlled output response and let e(t,ε) be the resulting

tracking error, i.e., e(t,ε) = z(t,ε)− r(t). Then, for any initial condition of the state,

x0 ∈ Rn,

‖e‖p = (
∫

∞

0
|e(t)|pdt)

1
p → 0, as ε → 0. (4.17)

We introduce in the above formulation some additional information besides the reference signal

r, i.e., ṙ, r̈, ..., r(k−1), as additional controlled inputs. Note that, in general, these additional

signals can easily be generated without any extra costs. For example, if r(t) = t2, then one

can easily obtain its first-order derivatives ṙ(t) = 2t and its second-order derivative r̈ = 2. In

flight control systems, taking r as a position reference, generally, its associated velocity, ṙ, and

acceleration r̈, are readily available. These ṙ and r̈ can be used to improve the overall tracking

performance. We also note that the above formulation covers all possible reference signals

that have the form r(t) = tk, 0 ≤ k < ∞. Thus, it can be applied to track approximately those

reference signals that have a Taylor series expansion at t = 0. Yhis can be done by truncating

the higher-order terms of the Taylor series of the given signal.

It is shown that the RPT problem for the system in 4.15 is solvable if and only if the follow-

ing conditions hold:

1. (A,B) is stabilizable and (A,C1) is detectable.

2. D22 +D2SD1 = 0, where S =−(DT
2 D2)

†DT
2 D22DT

1 (D1DT
1 )

†.

3. (A,B,C2,D2) is right invertible and minimum phase.

4. Ker(C2 +D2SC1) ⊃C−1
1 Im(D1).

Here, we note that X† denotes the Moore-Penrose (pseudo) inverse of a constant matrix X ,

Im(X) and Ker(X) are respectively the range and null spaces of X , and lastly, C−1χ = x|Cx ∈ χ ,

where χ is a subspace and C is a constant matrix. We also note that for the case when D1 = 0,

then the above solvability conditions can be simplified as follows:

1. (A,B) is stabilizable and (A,C1) is detectable.

2. D22 = 0.

3. (A,B,C2,D2) is right invertible and of minimum phase.
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4. Ker(C2)⊃ Ker(C1).

The last condition is automatically satisfied if the controlled output z of the given system is part

of its measurement output y.

We assume throughout the rest of this section that the above conditions are satisfied , and

we move on to construct solutions to the RPT problem. Since the outer-loop controller of the

helicopter is to be designed with full state feedback, we focus on the state feedback RPT problem

in the remaining section.

When all states of the plant are measured for feedback, the problem can be solved by a static

control law. We construct a parameterized state feedback control law,

u = F(ε)x+H0(ε)r+ ...+Hk−1(ε)r(k−1), (4.18)

that solves the RPT problem for the system in 4.15. It is simple to note that we can rewrite the

given reference in the following form:

d
dt



r
...

r(k−2)

r(k−1)


=



0 Il · · · 0
...

...
. . .

...

0 0 · · · Il

0 0 · · · 0





r
...

r(k−2)

r(k−1)


+



0
...

0

Il


r(k). (4.19)

Combining 4.19 with the given system, we obtain the following augmented system:

ΣAUG :


ẋ = Ax+Bu+Ew,x(0) = x0

y =C1x

e =C2x+D2u

. (4.20)

where

x =



r
...

r(k−2)

r(k−1)

x


, w =

 w

r(k)

 , (4.21)
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A =



0 Il · · · 0 0
...

...
. . .

...
...

0 0 · · · · · · Il 0

0 0 · · · 0 0

0 0 · · · 0 A


, B =



0
...

0

0

B


, E =



0 0
...

...

0 0

0 Il

E 0


(4.22)

and

C2 =

[
−Il 0 0 · · · 0 C2

]
, D2 = D2. (4.23)

It is then straightforward to show that the subsystem from u to e in the augmented system of 4.20,

i.e., the quadruple (A,B,C2,D2), is right invertible and has the same infinite zeros structures as

that of the original (A,B,C2,D2). Furthermore, its invariant zeros contain those of (A,B,C2,D2)

and l× k extra ones at s = 0.

Next, we define

C̃2 =


C2

εIkl+n

0

 , D̃2 =


D2

0

εIm

 , (4.24)

Ã =

Ã0 0

0 A

 , Ã0 =−ε0Ikl +



0 Il · · · 0
...

...
. . .

...

0 0 · · · Il

0 0 · · · 0


(4.25)

where ε0 is a sufficiently small scalar, and solve the following Riccati equation:

PÃ+ ÃT P+C̃T
2 C̃2− (PB+C̃T

2 D̃2)
−1(PB+C̃T

2 D̃2)
T = 0 (4.26)

for a positive-definite solution P > 0. The required state feedback gain matrix that solves the

RPT problem for the given system is then given by

F̃(ε) =−(D̃T
2 D̃2)

−1(PB+C̃T
2 D̃2)

T = [H0(ε) · · ·Hk−1(ε)F(ε)], (4.27)

where Hi(ε) ∈ Rm×l and F(ε) ∈ Rm×n.

Finally, we note that solutions to the Riccati equation might have severe numerical problems

as ε becomes smaller and smaller. Alternatively, one can solve the RPT control problem using
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Figure 4.1: Control structure of NUS2T-Lion

a structural decomposition approach, which can be found in [14].

4.3 Control structure

In control engineering, the divide-and-conquer strategy is usually used when a relatively com-

plex system needs to be handled. In flight control engineering, a natural decomposition of the

full-order dynamic model of a helicopter is based on motion types, i.e. rotational motion and

translational motion. In general, the dynamics of rotational motion is much faster than that

of the translational motion, which makes them severable in the frequency domain. Hence, the

overall control system can be formulated in a dual-loop structure, so that the inner-loop and

outer-loop controllers can be designed separately. Moreover, the linearized model of the single

rotor helicopter system is found to be of non-minimum phase if the two motion dynamics are

combined together. This non-minimum phase characteristics will highly complicate the control

problem and needs to be avoided.

For the inner loop, the controlled object covers the rotational motion of the helicopter body,

the flapping motion of rotor blades and the stabilizer bar, as well as the dynamics embedded

within the head-lock gyro. The main task of the inner-loop controller is to stabilize the attitude

and heading of the helicopter in all flight conditions. In our implementation, the H∞ control

method is used to minimize the disturbance from wind gusts. For the outer loop, the controlled

object covers only the translational motion. The main task is to steer the helicopter flying

with reference to a series of given locations. A robust and perfect tracking (RPT) approach

is implemented to emphasize the time factor. Fig. 4.1 gives an overview of the dual-loop control

structure.
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4.4 Inner-loop control design

Although the full model of NUS2T-Lion is highly complicated and nonlinear, it is verified by

simulation that its inner dynamics, after linearization, is more or less invariant under different

non-acrobatic flight conditions. Hence, it is reasonable to design a feedback control law based

on the linearized model of the inner-layer dynamics, while using the nonlinear model for verifi-

cation purposes only. Besides, it is noted that NUS2T-Lion falls into the category of small-scale

UAV helicopter which is quite vulnerable to environmental disturbances such as wind gusts.

Hence, the H∞ control method, which is specifically developed to minimize output error caused

by external disturbances, naturally becomes the best choice. The linearized inner-dynamics

model of NUS2T-Lion can be represented by a 9th order state space form as shown below:


ẋ = Ax+Bu+Ew

y = C1x+D1w

h = C2x+D2u

, (4.28)

where x is the state, y is the measurement output, h is the controlled output, u is the input, and

w is the wind disturbance. More specifically,

x =

[
φ θ ψ p q r as bs δped,int

]T

, (4.29)

u =

[
δlat δlon δped

]T

, (4.30)

w =

[
uwind vwind wwind

]T

, (4.31)

where

A =



0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 620.52 0

0 0 0 0 0 0 327.64 0 0

0 0 0 0 0 −13.48 0 0 165.64

0 0 0 0 −1 0 −5.4048 6.4490 0

0 0 0 −1 0 0 −3.7160 −5.4048 0

0 0 0 0 0 −1 0 0 0



(4.32)
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B =



0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 −54.6861

2.9753 −0.3004 0

0.7802 3.2295 0

0 0 −4.4634



(4.33)

The disturbance matrix E can be obtained by linearizing the whole flight dynamics of the unmanned

system with an injection of Vwind as a disturbance input to its respective channels. The exact values of

the matrix are referred from [12] and it is described as

E =



0 0 0

0 0 0

0 0 0

−0.0001 0.1756 −0.0395

0 0.0003 0.0338

−0.0002 −0.3396 0.6424

0 0 0

0 0 0

0 0 0



. (4.34)

As the onboard IMU can provide measurements of the first six state variables, C1 can be formed

accordingly and and D1 can be left as a zero matrix.

C1 =



1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0


, D1 =

[
06×3

]
(4.35)

C2 and D2 constitute weighting parameters specifying the control objective, and usually

need to be tuned for practical implementation. For this case, they are in the following form,
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which considers the first six state variables and the three control inputs.

C2 =



c1 0 0 0 0 0 0 0 0

0 c2 0 0 0 0 0 0 0

0 0 c3 0 0 0 0 0 0

0 0 0 c4 0 0 0 0 0

0 0 0 0 c5 0 0 0 0

0 0 0 0 0 c6 0 0 0

03×9



, D2 =



06×3

d1 0 0

0 d2 0

0 0 d3


. (4.36)

The H∞ control problem is to find an internally stabilizing proper measurement feedback control

law,  v̇ = Acmpv+Bcmpy

u = Ccmpv+Dcmpy
, (4.37)

such that the H∞-norm of the overall closed-loop transfer matrix function from w to h is min-

imized. According to [14], the minimum H∞-norm, γ∗, can be exactly computed using some

numerical algorithms. However, it is almost impossible to find a control law with finite gain to

achieve this particular optimal performance. Usually, an H∞ suboptimal controller is designed,

resulting in a suboptimal H∞-norm smaller than γ , where γ > γ∗. It is also proved in [14] that

when the subsystem (A,E,C1,D1) is left invertible and of minimum phase, which is exactly the

case for NUS2T-Lion, the optimal achievable H∞ control performance under the state feedback

and the measurement feedback are identical. In other words, it is appropriate to design the state

feedback control law and the observer separately for the inner loop of NUS2T-Lion. Moreover,

only a reduced-order observer is needed to estimate the three unmeasurable state variables, i.e.,

as, bs, δped,int.

To design an H∞ reduced-order output feedback control law for the inner-dynamics of
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NUS2T-Lion, the original system (4.28) can be rewritten as follows:



ẋ1

ẋ2

=

A11 A12

A21 A22


x1

x2

+

B1

B2

u+

E1

E2

w

y0

y1

=

0 C1,02

I 0


x1

x2

+

D1,0

0

w

h =

[
C2,1 C2,2

]x1

x2

+D2u

. (4.38)

In this form, the original state x is partitioned into a measurable state x1 and an unmeasurable

state x2; y is partitioned into y0 and y1 with y1 ≡ x1. If we define an auxiliary subsystem

characterized by a matrix quadruple (AR,ER,CR,DR), where

(AR,ER,CR,DR) =

A22,E2,

C1,02

A12

 ,
D1,0

E1


 , (4.39)

then the following procedures can be followed to design the reduced-order output feedback H∞

controller:

Step 1: Construction of state feedback gain matrix

Define an auxiliary system 
ẋ = Ax+Bu+Ew

y = x

h = C2x+D2u

. (4.40)

Select γ > γ∗, compute its corresponding H∞ γ-suboptimal state feedback gain matrix F .

Step 2: Construction of observer gain matrix

Define another auxiliary system


ẋ = AT

Rx+CT
Ru+CT

2,2w

y = x

h = ET
Rx+DT

Ru

. (4.41)
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Select a sufficiently small γ > 0, compute its corresponding H∞ γ-suboptimal state feedback

gain matrix FR and then let KR = FT
R .

Step 3: Construction of output feedback controller

Partition F and KR as

F = [F1 F2], KR = [KR0 KR1], (4.42)

in conformity with the partitioning of x and y respectively. Now define

GR = [−KR0, A21 +KR1A11− (AR +KRCR)KR1],

then the reduced-order output feedback controller is given by (4.37), where

Acmp = AR +B2F2 +KRCR +KR1B1F2,

Bcmp = GR +(B2 +KR1B1)[0, F1−F2KR1],

Ccmp = F2,

Dcmp = [0, F1−F2KR1].

Based on the above procedures while choosing an appropriate set of C2, D2, a H∞ reduced-

order output feedback controller can be determined. After several rounds of tunings, the final

values for the weighting parameters in C2 and D2 are chosen to be

c1 = 13, c2 = 12, c3 = 1, c4 = 1, c5 = 1, c6 = 6, (4.43)

and

d1 = 13, d2 = 12, d3 = 30. (4.44)

The corresponding γ∗ = 0.2057 and we choose γ = 0.21, which results in the following γ-

suboptimal state feedback gain matrix,

F=


−0.9952 −0.1177 0.0017 −0.0271 0.0098 0.0143 −1.8795 −0.5324 0.0457

0.1386 −0.9927 −0.0005 −0.0056 −0.0467 −0.0043 0.0253 −1.8175 −0.0503

−0.0186 0.0096 0.0526 −0.0006 0.0026 0.2379 −0.0925 −0.0216 1.3287


(4.45)
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The corresponding feed-forward matrix is calculated as

G =


0.9952 0.1177 −0.0017

−0.1386 0.9927 0.0005

0.0186 −0.0096 −0.0526

 .

The last three unmeasurable state variables, denoted by x̂, can be estimated by an observer as

follows:

˙̂x = F̄x̂+ Ḡy+ H̄u (4.46)

where

F̄ =


−0.9952 −0.1177 0

0.1386 −0.9927 0

−0.0186 0 −28

 , (4.47)

Ḡ =


0 0 0 −9.309 0.24040

0 0 0 −1.225 −5.1060

0 0 0 0 0−3.452

 , (4.48)

H̄ =


2.975 −0.3 0

0.780 3.23 0

0 0 4.78

 . (4.49)

With this set of gain matrices, the inner-loop system is stable with a bandwidth of 2.95 rad/s for

the roll angle dynamics, 2.8 rad/s for the pitch angle dynamics and 2.17 rad/s for the yaw angle

dynamics.

4.5 Outer-loop control design

For the outer-loop, an RPT controller is designed to let the UAV track any 3D trajectories pre-

cisely. The controller structure and design techniques are adopted from [16]. By perfect track-

ing, it means the ability of the controlled system to track a given reference with arbitrarily fast

settling time subjected to disturbances and initial conditions. Considering the following linear
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time invariant system

Σ :


ẋ = Ax+Bu+Ew

y =C1x+D1w

h =C2x+D2u+D22w

, (4.50)

with x,u,w,y,h being the state, control input, disturbance, measurement and controlled output

respectively, the task of an RPT controller is to formulate a dynamic measurement control law

in the form of

v̇ = Ac(ε)v+Bc(ε)y+G0(ε)r+ ...+Gκ−1(ε)rκ−1,

u =Cc(ε)v+Dc(ε)y+H0(ε)r+ ...+Hκ−1(ε)rκ−1,

so that when a proper ε∗ > 0 is chosen,

• The resulted closed-loop system is asymptotically stable subjected to zero reference.

• If e(t,ε) is the tracking error, then for any initial condition x0, there exists:

‖e‖p = (
∫

∞

0 |e(t)p|dt)1/p→ 0, as ε → 0.

For non-zero references, their derivatives are used to generate additional control inputs.

Thus, any reference of the form of r(t) = p1tk + p2tk−1 + ...+ pk+1 are covered in the RPT

formulation. Furthermore, any references that have a Taylor series expansion at t = 0 can also

be tracked using the RPT controller.

Similar to the case introduced in [38], the outer dynamics of NUS2T-Lion is differentially

flat. That means all its state variables and inputs can be expressed in terms of algebraic functions

of flat outputs and their derivatives. A proper choice of flat outputs could be

σ =

[
x y z ψ

]T

. (4.51)

It can also be observed that the first three outputs, x, y, z, are totally independent. In other

words, we can consider the UAV as a mass point with constrained velocity, acceleration, jerk,

and so on. in the individual axes of the 3D global frame when designing its outer-loop control

law and generating the position references. Hence, a stand-alone RPT controller based on a

double integrator model in each axis can be designed to track the corresponding reference in
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that particular axis. For each axis, the nominal system can be written as



ẋn =

0 1

0 0

xn +

0

1

un

yn = xn

. (4.52)

To achieve better tracking performance, it is common to include an integrator to ensure

zero steady state error subjected to step inputs. Thus, the RPT controller proposed here is with

integral action. This requires an augmented system to be formulated as



ẋo =



0 −1 0 0 1 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0


xo +



0

0

0

0

0

1


uo

yo = xo

ho =

[
1 0 0 0 0 0

]
xo

, (4.53)

where xo =

[∫
(pe) pr vr ar p v

]T

with pr,vr,ar as the position, velocity and accelera-

tion references, p, v as the actual position and velocity and pe = rp− p as the tracking error of

position. By following the procedures in [14], a linear feedback control law of the form below

can be acquired,

uo = Foxo, (4.54)

where

Fo =

[
kiω

2
n

ε3
ω2

n +2ζ ωnki

ε2
2ζ ωn + ki

ε

1 −ω2
n +2ζ ωnki

ε2 −2ζ ωn + ki

ε

]
. (4.55)
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ε is a design parameter to adjust the settling time of the closed-loop system. ωn,ζ ,ki are the

parameters that determines the desired pole locations of the infinite zero structure of (4.53)

through

pi(s) = (s+ ki)(s2 +2ζ ωns+ω
2
n ). (4.56)

Theoretically, when the design parameter ε is small enough, the RPT controller gives arbi-

trarily fast response. However, in real life, due to the constraints of the UAV physical dynamics

and its inner-loop bandwidth it is safer to limit the bandwidth of the outer loop to be one fifth to

one third of the controlled inner-loop system. For the case of NUS2T-Lion case, the following

design parameters are used for different axes:

x,y :



ε = 1

ωn = 0.707

ζ = 0.707

ki = 0.25

z :



ε = 1

ωn = 0.99

ζ = 0.707

ki = 0.29

4.6 Inner-loop command generator

We have designed the inner-loop and the outer-loop controllers separately to avoid the non-

minimum phase problem and to relieve task complexity. As the inner-loop dynamics is designed

much faster than that of the outer loop, it can be treated as a non-dynamic static gain matrix when

viewed from outside. However, the output from the outer-loop controller in physical meaning is

the desired accelerations in the global frame, an,c, while the inner-loop controller is looking for

attitude references (φc, θc, ψc). Obviously, a global-to-body rotation followed by a command

conversion is needed. Moreover, the body-axis acceleration ab,c does not mean anything to the

heading direction reference ψc. Therefore, unlike the other two attitude angle references (φc, θc),

ψc is not involved in this conversion, but generated independently. In addition, the acceleration

reference in the UAV body z-axis directly links to the needed collective control input δcol, which

is not manipulated by the inner-loop at all. Based on the above ideas, if Ga is the steady-state

gain matrix from the inputs (δcol, φc, θc) to the UAV body-frame accelerations, then we can get

55



an approximated conversion matrix Gc as its inverse. So,

(
δcol φc θc

)T

= Gcab,c = G−1
a ab,c. (4.57)

Note that Ga must be non-singular. Otherwise, it means ab cannot be manipulated by the control

inputs ucol, ulat, ulon. For the case of NUS2T-Lion,

Gc =


0 0 0.0523

0 0.1022 0

−0.1022 0 0

 . (4.58)

The reference command conversion matrix Gc here is simplified with only constant DC gains, it

is necessary to be expressed with other dynamics if large-envelop maneuver flights are required.

4.7 Control performance evaluations

Automatic hovering flight performance is important to evaluate the quality of the controller

design. In this section, an automatic hovering flight is conducted. The procedures can be briefly

described as: the safety pilot flies the helicopter to a specified proper location (e.g., at a height 7

m) manually; the ground command operator then sends a command to ask the helicopter to do

automatic hovering; the safety pilot switches the control from manual to automatic.

Fig. 4.2 shows the experimental results from an experiment. It can be seen that the pilot

switched the control from manual to automatic at about t = 90 s. There is step change with

the position references then. From the plot, it can be seen that the peek-to-peek values of the

position control errors are within 1 m or even less. The peek-to-peek yaw angle control error

is within 2 degrees if zoom in the plot. The control performance is considered good with a

GPS measurement unit to provide the position measurements (i.e., the CEP error of the position

measurement from GPS is about 2.5 m as shown in Table 2.1).

4.8 Conclusion

Both the hardware platform construction and the automatic controller design lay the foundations

of robotic research. In this chapter, the methods used to design a comprehensive controller for

helicopter is presented. The structure of the controller consists of two layers, the inner-loop layer
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and the outer-loop layer. The inner-loop layer is used to stabilize the attitude of the helicopter

and the outer-loop layer is used for controlling the translational movements. Due to the complex

dynamics of the inner-loop of the helicopter, an advanced robust H∞ controller is designed for

the inner-loop. For the simplicity of accepting high-level commands, such as position, velocity

and acceleration references from the trajectory generator, a so-called robust and perfect tracking

controller is designed for the outer-loop. Experimental results from real flight tests show that the

performance of the designed automatic controller is satisfactory for our vertical replenishment

task.

Figure 4.2: Automatic hovering performance of NUS2T-Lion
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Chapter 5

State Estimations

5.1 Introduction

Measurements are essential and important for automatic feedback control systems. Poor mea-

surements usually require proper compensations of the controller, which is difficult to achieve

and to result in good overall closed-loop performances.

Common measurement devices are the inertial measurement unit (IMU), Global Position-

ing System (GPS), 2D laser scanner, 3D Lidar, radar, RGB camera and RGBD camera. Due

to the large size and heavy weight, 3D Lidar and radar are usually not suitable for small un-

manned aerial vehicles. Due to the inheriting characteristics of RGBD cameras, which use the

infrared-light to generate images, they are usually not suitable for outdoor usages. Thus, in this

application, 3D Lidar, radar and the RGBD camera will not be chosen due to the small size of

our helicopter and the helicopter will operate in outdoor environments.

In this chapter, state estimation techniques based on sensors selected in our hardware config-

urations will be presented. The fusion technique used for IMU and GPS devices will be firstly

presented. They provide global positions, velocities, accelerations, euler angles and angular

rates’ measurements. However, the precision of the position measurements still cannot satisfy

the requirements for precise cargo grabbing and unloading tasks. Thus, A RGB camera is se-

lected to detect the cargos and get the estimations of the relative distance between our helicopter

and cargo for precision guidance. To get accurate height measurement, a 2D laser scanner is

selected and its measurement is fused together with acceleration.
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5.2 Linear kalman filter

Consider an linear-time-invariant (LTI) system characterized by

 ẋ = Ax+Bu+ v(t) v is the input noise

y =Cx+w(t) w is the measurement noise
(5.1)

Assume:

1. (A,C) is observable

2. v(t) and w(t) are independent white noises with the following properties

E[v(t)] = 0, E[v(t)vT (τ)] = Qδ (t− τ), Q = QT ≥ 0,

E[w(t)] = 0, E[w(t)wT (τ)] = Rδ (t− τ), R = RT > 0,
.

3. (A,Q
1
2 ) is stabilizable (to guarantee closed-loop stability).

The problem of Kalman Filter is to design a state estimator to estimate the state x(t) by x̂(t)

such that the estimation error covariance is minimized, i.e., the following index is minimized

Je = E[x(t)− x̂(t)T x(t)− x̂(t)]

The solution can be found by constructing a system described by


˙̂x = Ax̂+Bu+Ke(y− ŷ), x̂(0) is given

ŷ =Cx̂

with the Kalman Filter gain Ke being given by

Ke = PeCT R−1

where Pe is the positive definite solution of the following Riccati equation,

PeAT +APe−PeCT R−1CPe +Q = 0
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Let e = x− x̂, it can shown that such a Kalman Filter has the following properties

lim
t→∞

E[e(t)] = lim
t→∞

E[x(t)− x̂(t)] = 0, lim
t→∞

Je = lim
t→∞

E[eT (t)e(t)] = tracePe

The above described Kalman Filter are standard Kalman Filter for linear-time-invariant sys-

tems. The equations are adopted from a control class lecture notes, which can be found in [15].

It will be used for the laser scanner height measurement fusion in later section.

5.3 Inertial measurement fusion with GPS

The inertial navigation system usually fuses the inertial measurements together with GPS mea-

surements. The inertial measurement unit usually consists of the accelerometer (to measure the

translational accelerations), gyroscope (to measure the angular velocities), and magnetometer

(to measure the heading direction). Extended Kalman Filter is commonly used to design the

fusion algorithm [12].

In this thesis, the used inertial navigation system is a commercial product, all the internal

algorithms are hidden to end users. The readers are suggested to read [12] for the commonly

used fusion algorithms.

Fig. 5.1 and Fig. 5.2 show the measurements for translational movements and angular

movements of the used SBG IG500n device. The device is placed stationary. It can be seen

that the peek-to-peek position measurement errors are within 3 m. The corresponding velocity

errors are within 0.4 m/s and there are also constant biases for the x and y channel. The peek-to-

peek euler angles measurements are within 1 degree. The corresponding angular velocities are

within 0.01 rad/s. The experiment results described above further justify that the other sensors

are needed for precision cargo grabbing and unloading, which usually requires the automatic

control errors (position) being bounded within 0.5 m or even less.

Thus, we choose the 2D laser scanner for the height precision measurement. A RGB camera

is chosen for precise pose estimations between cargo and helicopter, which is used for precision

guidance. The state estimation algorithms used for both kind of sensors will be described in the

remaining sections.
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Figure 5.1: Translational movement measurements of SBG IG500n at stationary condition
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Figure 5.2: Angular movement measurements of SBG IG500n at stationary condition

5.4 Height measurement via laser scanner

As mentioned previously, a very accurate height measurement is needed for the cargo loading

and unloading tasks. In fact, it is also the most helpful information for the UAV to carry out

autonomous taking-off and landing. Motivated by this, a high-end scanning laser range finder

is installed onboard of the UAV platform. The corresponding algorithm to calculate the UAV

height via its range measurements is explained below.

For each frame of scanning, the laser sensor will output 1081 integer numbers representing

the measured distances in millimeter from its starting point on the right to the end point on the
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Figure 5.3: The split-and-merge algorithm for line extraction

left sequentially. Each distance data is associated with its own angle direction, thus the data can

be seen as in polar coordinates. A simple transformation can be applied to the raw measurement

data to convert it from polar coordinates (ri,θi) to Cartesian coordinates (xi,yi) by

 xi = ri cosθi

yi = ri sinθi

, (5.2)

where i ∈ {1,2,3, . . . ,1081} is the index of the laser scanner measurements. Then, the split-

and-merge algorithm 10 is applied to this array of 2D points so that they can be divided into

clusters, with each cluster of points belonging to an individual line segment. The main steps of

the split-and-merge algorithm is summarized below with Fig. 5.3 giving a graphical illustration.

• Connect the first point A and the last point B of the input data by a straight line.

• Find point C among all data points that has the longest perpendicular distance to line AB.

• If this longest distance is within a threshold, then a cluster is created containing points in

between A and B.

• Else, the input points will be split into two subgroups, A-C and C-B. For each group, the

split-and-merge algorithm will be applied recursively.

Clusters of points will be created thereafter. Least square line fitting algorithm can then be
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Figure 5.4: Steps to compute height via laser scanner measurement

applied to points in each cluster to obtain the individual lines. Each line can be represented

by two parameters, namely the line’s normal direction αk and its perpendicular distance to the

center of laser scanner dk. In the last sub-figure of Fig. 5.3, xy axes represent the laser scanner

frame. Normal direction of the line is defined as the angle from the x-axis to the line normal,

counterclockwise as positive. The next step is to filter out lines with dissimilar gradient as

the ground plane. Since the obtained lines are still expressed in the laser scanner frame, their

directions αk should be compensated by the UAV roll angle φ and then compared with the

normal line of the ground plane which is at π/2. Let

∆αk = αk−φ −π/2. (5.3)

If |∆αi| is greater than a threshold, say 5 degrees, then the corresponding line is filtered out.

The remaining lines are sorted by their perpendicular distances to the laser scanner and the

furthest ones are kept. Among them, the longest line is believed to be the true ground. Finally,

the perpendicular distance of this line to the laser scanner center is compensated with the UAV

pitch angle θ and the offset between the laser scanner and the UAV CG, ∆h, leaving the final

height estimation to be

h = r cos(θ)−∆h. (5.4)
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Fig. 5.4 has shown the flow chart of the laser scanner based height calculation algorithm. By

using this method, an accurate height measurement can be obtained as long as the laser scanner

projects a portion of its laser beams onto the true ground. Hence, it even works for the case

when the UAV flies over protruding objects on the ground or on the ship surface.

5.5 Height measurement fusion

Since there are two sources of height measurements, one from GPS/INS and the other from laser

scanner, it is best to combine them so that the most reliable and accurate UAV state variables in

the z-axis, i.e. xh =

[
z wg az,g δz

]T

, can be obtained. Here, z is the UAV vertical height

with respect to the ground surface, wg and az,g are the corresponding velocity and acceleration

in this axis and δz is the offset between the GPS/INS height and the laser counterpart. This offset

has to be considered because the two sensory systems have different zero references and it also

accounts for the time-varying position bias of the GPS/INS sensor. Here, we also formulate the

estimator by considering the physical dynamics of a single-axis mass point system as:

 ẋh = Ahxh +Ehwh

yh =Chxh +vh

, (5.5)

where xh =

[
z wg az,g δz

]T

Ah=



0 1 0 0

0 0 1 0

0 0 0 0

0 0 0 0


, Eh=



0 0

0 0

1 0

0 1


, Ch=



1 0 0 0

1 0 0 1

0 1 0 0

0 0 1 0


, (5.6)

and wh, vh are Gaussian noises with covariance matrices Qh and Rh respectively. Qh and Rh can

be chosen by analyzing signal noise levels logged in UAV hovering flight test with the assump-

tion that all measurements are Gaussian and independent of each other. In our implementation,
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they are set as:

Qh =

 0.12 0

0 0.012

, Rh =



0.052 0 0 0

0 0.82 0 1

0 0 0.52 0

0 0 0 0.32


. (5.7)

By discretizing the system at a sampling rate of 50 Hz and applying Kalman filter, a reliable

estimation of UAV height can be obtained. In implementing this filter, an additional technique

is utilized to discard occasional outliers in the height measurement from the laser scanner. The

idea is to check whether the received measurement is within a threshold multiply of the current

process noise. If the discrepancy is too large, then the measurement at this particular instance

is ignored. In [54], a similar technique is introduced and it is called the innovation filter. Figs.

5.5–5.6 show the height estimation result via data collected in one of the flight tests. It can be

seen that the fused result has higher quality than the original height information from GPS/INS

or laser scanner alone. The problem of slow drifting of GPS/INS (see Fig. 5.5) and a few small

outliers from laser height measurement (see Fig. 5.6) are not affecting the fused result too much.

At the same time, the estimated values of UAV vertical velocity and acceleration are also less

noisy than their respective raw measurements from GPS/INS (see Fig. 5.7–5.8).

Fig. 5.5 and Fig. 5.6 show that the height measurement from laser scanner is sufficiently

good for that set of experiment. However, to solve a practical problem, the worst situation should

be considered. If the UAV is flying around the edge of the ship, the laser scanner may have two

different measurements alternatively changing since it may consider the ground as the baseline

or it may consider the ship deck as the baseline. This kind of measurement changing (jump)

is bad to UAV’s automatic flights. Therefore, a measurement fusion by the above mentioned

Kalman filter is still required to handle this kind of “false measurements”, since the UAV is

actually not moving in the heave direction relative to the inertial frame.
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Figure 5.5: Result of height estimation by data fusion
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Figure 5.6: Result of height estimation by data fusion (zoomed in)
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Figure 5.7: Result of vertical velocity estimation by data fusion
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Figure 5.8: Result of vertical acceleration estimation by data fusion

67



Image (640x480 pixel)

Ellipse detection

If done

initialization

Select a target

ellipse arbitrarily

If can detect

two ships

Select a target

ellipse based on

ellipse tracking

Select a target ellipse

based on two ships

Image pre-processing

Pose estimation from the target ellipse

Yes

No

Yes

No

Cluster the ellipses

Figure 5.9: Flow chart of the vision system

5.6 Vision-based target localization

Due to the inaccuracy of the inertial measurement system (IMU/GPS), a vision-based target

detection and localization system is developed for precision bucket grabbing and unloading.

The vision system will provide relative distance measurement between the helicopter and the

cargoes. These information will be further used for automatic guidance to grab and unload

cargoes. In the context of the vertical replenishment tasks, the cargoes to be transported are in

the form of plastic buckets located inside circular patterns drawn on the ship surfaces. The first

idea naturally comes into mind is to use image processing to detect circles and then do circle-

based pose estimation. However, it should be noted that after camera projection, circles become

ellipses in an image. Hence the main task of the vision system here is to first select the correct

target ellipse in the captured image and then estimate the 3D pose of the actual circle on the

ship surface. The flow chart of the vision system is given in Fig. 5.9. Before zooming into the

detailed steps, three key algorithms in this vision system need to be highlighted. They are ellipse

detection, ellipse tracking and single-circle-based pose estimation. These three algorithms are

not restricted to the specific UAVGP competition tasks, but also applicable to many other UAV
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guidance tasks such as circle-based target following and circle-based landing.

• Ellipse detection has been investigated extensively in literature. Ellipse fitting, introduced

in 2, 21 is chosen as the core ellipse detection algorithm in this work, because it is very

efficient compared to hough transform based ellipse detection algorithms proposed in

4, 37. Unfortunately, ellipse fitting only fits the best ellipse for a given contour without

questioning whether the contour is suitable to be seen as an ellipse in the first place.

To complement its shortage, a three-step procedure, consisting of pre-processing, ellipse

fitting and post-processing, is proposed and implemented for real-time and robust ellipse

detection. The pre-processing is based on affine moment invariants (AMIs) 22, while the

post-processing is based on the algebraic error between the contour and the fitted ellipse.

The three-step procedure is not only robust against non-elliptical contours, but also can

handle partial occlusion cases.

• Ellipse tracking is to continuously track a single ellipse after its detection has been ini-

tialized. In practical applications, multiple ellipses may be detected in an image but only

one of them is to be targeted. There are two main challenges for ellipse tracking. First,

the areas enclosed by the ellipses (the interested one and the others) are similar to each

other in both shape and color. Thus, template matching based on color, shape or feature

points may not be suitable for this task. Second, when implementing vision-based track-

ing algorithms on a flying UAV, the fast dynamical motion of the UAV may cause large

displacement of the target ellipse between two consecutive images. In order to track the

target ellipse smoothly, the frame rate of the image sequence must be high, which requires

a very efficient implementation of the vision algorithm. To best solve these problems, an

efficient image tracking method CAMShift 3 is chosen as the core of the tracking algo-

rithm in this work. This algorithm can robustly track the target ellipse even when the

scale, shape or color of the ellipse area are dynamically changing.

• Single-circle-based pose estimation is to calculate the 3D position of the target circle

after its projected ellipse on the 2D image has been identified and tracked. Circle-based

camera calibration and pose estimation have been studied in 20, 26, 27, 29, 51. However,

these existing work mainly focused on the cases of concentric circles 20, 27, 29, but our

aim is to do pose estimation via only one circle. Theoretically, it is impossible to estimate

the pose of a single circle purely from its perspective projection 51. But from a practical

69



point of view, the single-circle-based pose estimation problem can be solved by adopting

a reasonable assumption that the image plane of the camera is parallel to the plane that

contains the circle. This assumption is satisfied in our work because the onboard camera is

installed on a pan-tilt mechanism which can ensure the image plane to be always parallel

to the ground plane. By exploiting this assumption, the 3D position of the targeted circle

can be estimated from its projection as a single ellipse in the image.

More detailed explanations and discussions about these vision algorithms are documented

in another paper due to its own research significance in the vision society 53. We next explain

the steps shown in Fig. 5.9.

• Image – Color images are captured at 5 Hz by the onboard camera. The image resolution

is 640×480 pixels.

• Image pre-processing The purpose of this block is to detect all the possible contours that

may be formed by the projected circles. It consists of four sub-steps, namely image un-

distortion, RGB to HSV conversion, color thresholding and contour detection. Since the

color information of the circles has been given in the competition, the contours of the

circles can be efficiently detected based on color thresholding in the HSV color space.

It is also possible to detect the contours using other methods such as edge detection.

However, they will consume more computational power.

• Ellipse detection – The perspective projections of the circles are ellipses. Based on the

contours given in the previous step, the ones that correspond to ellipses should be detected.

• Ellipse clustering – The main aim for ellipse clustering is to decide whether the two ships

are in the camera’s field of view. If they are, there should be two clusters of ellipses. Since

the four ellipses on each ship are of the same size and they are distributed evenly in a line,

the size and position information can be used for ellipse clustering. If two clusters are

obtained, then we can conclude that the two ships are in the field of view.

• Initialization – The UAV takes off at a location far from the ships and is guided to the

two ships based on GPS. Once the vision system can detect two ships, an initialization

procedure will be triggered. The purpose of the initialization procedure is to select a

proper target circle according to the UAV’s current task. The tracking algorithm is also

initialized in this step.
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Figure 5.10: Onboard images with the ellipse detection and tracking result

• Select a target ellipse arbitrarily – This is a failsafe mechanism. After the UAV takes off,

it will be guided to the ship area by GPS. However, the position measurement from GPS

is not very precise. Hence, the UAV may not be guided to the exact position at which both

ships are in the onboard camera’s field of view. To handle this kind of situation, the vision

system will return any detected ellipse until the initialization condition has been detected.

• Select a target ellipse based on two ships – If two ships are in the field of view, we will

select the target ellipse based on the knowledge of the initial placements of the cargoes

and the current task status. Suppose the buckets are initially placed on the right ship and

they are required to be taken to the left one. If the current mission for the UAV is to grab a

bucket, the vision system will select one circle that contains a bucket from the right ship.

If the current mission for the UAV is to drop a bucket, the vision system will select one

circle that does not contain a bucket from the left ship.

• Select a target ellipse based on ellipse tracking – In many of the cases, the two ships may

not be in the field of view simultaneously. Then ellipse tracking algorithm is used to track

a target ellipse over the image sequence.

• Pose estimation from the target ellipse – Once the target ellipse is selected in any of the

ways mentioned above, the ellipse will be used to estimate the position of the circle center

relative to the camera. The detailed method is explained in [53].
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Fig. 5.10 shows a number of consecutive images taken by the onboard camera. All the

detected ellipses have been drawn on each image. The green ellipse is the target ellipse tracked

by the vision algorithm. The yellow ellipse is the area of interest returned by the CAMShift

algorithm. It can be seen that all the ellipses have been successfully detected. The target ellipse

is also tracked steadily even when its scale and shape keep varying.

To verify the position estimation of the vision algorithm, experiments with a motion capture

system (VICON) as the ground truth were conducted. The motion capture system can provide

precis position measurements in mm level. It can be shown from Fig. 5.11 that the position

estimation from the developed vision algorithm matched well with the measurement provided

by VICON. The spikes shown in the figure are due to the blockage of camera when we did

experiments. It shows that our developed vision algorithm is accurate.

5.7 Conclusion

In this chapter, we present the techniques used for estimating position, velocity and angular

movements of our helicopter platform. High quality state estimation is necessary for precision

automatic control.

Thus, a 2D laser scanner is chosen for the height precision measurement. A linear Kalman

filter is also designed to fuse both the accelerations measurement and the GPS altitude measure-

ment. Due to the inaccuracy of the IMU/GPS devices, a vision system is developed to provide

relative precision horizontal (i.e., x and y axis) measurements. Ellipse detection and single-

circle based pose estimation algorithms make up the overall vision system. Experiment results

have shown the accuracies of robustness of the state estimation algorithms for both the laser

scanner measurement and the camera measurement. The height measurements and the relative

pose estimations are satisfactory for precise bucket grabbing and unloading.
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Figure 5.11: Comparison of measurements between vision algorithm and VICON
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Chapter 6

Trajectory Generations

6.1 Introduction

Real-time trajectory planning and generation play an important role for robots to finish certain

tasks in dynamic environments. In some applications, it is possible not to generate the trajec-

tories in real-time, for example, waypoint flight for an unmanned aerial vehicle (UAV). The

trajectories can be solved by transforming it to certain optimization problems and then comput-

ed through MATLAB offline. However, it is almost impractical to generate fixed trajectories

offline for the helicopter to achieve the vertical replenishment task since the ships are moving.

There are also many other uncertainties in the environments. Thus, the helicopter should have

the capability to re-plan and re-generate the flight trajectories to overcome the effects resulted

from these uncertainties.

One of the fundamental problems here is how to transform the command (e.g., fly ahead 3

m and fly left 5 m) from the flight planner in real-time to understandable command (e.g., 50

Hz set-point command, the flight controller is running at 50 Hz) for the low-level flight control

module. The problem here is called the trajectory generation problem. The trajectory planning

algorithm will be covered in later chapter through a flowchart of procedures.

Thus, in this chapter, we will present an algorithm, which can generate 50 Hz set-point com-

mand for the flight control module if given targeted position and maximum allowed velocities

constraints in real-time.
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Figure 6.1: Trajectory planning with continuous velocity

6.2 Trajectory generation

The trajectory generation problem is being formulated to find the solution {t1, t2} given the

velocity profile as shown in Fig. 6.1. There are many other types of velocity profiles, Fig.

6.1 is one of them for illustration purpose. The basic philosophy for finding the solutions is

that “increase T if V1 exceeds the velocity constraint”. The fundamental idea of the proposed

trajectory planning algorithm has the following characteristics:

• The resulting position reference is continuous and smooth.

• The resulting velocity reference is continuous.

• The resulting acceleration reference is non-continuous and only have three discrete pos-

sibilities, amax, −amax and 0.

• The trajectory can start from a non-zero velocity but always ends at zero velocity.

• The area under the velocity profile from time 0 to T integrates to the total displacement

on each axis.
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Viewing Fig. 6.1 in a geometrical way, one can get the following two relationships:

S = S1 +S2 +S3

=
1
2
(v0 + v0 +a1t1)t1 +(v0 +a1t1)(t2− t1)

+
1
2
(v0 +a1t1)(T − t2), (6.1)

v1 = v0 +a1t1 =−a2(T − t2). (6.2)

If v0, a1, a2 and T are known, t1 can be solved in a quadratic equation form:

At2
1 +Bt1 +C = 0, (6.3)

where 
A = a2

1−a1a2,

B = 2v0a1 +2a1a2T,

C = v2
0 +2a2v0T −2a2S.

(6.4)

Define D = B2−4AC, then



t1 =−C/B if A = 0;

t1 =
−B−

√
D

2A
if AC > 0 & AB < 0 & D > 0;

t1 =
−B+

√
D

2A
if AC < 0 & D > 0;

t1 =−1 if otherwise,

(6.5)

and correspondingly,

t2 = T +
v0 +a1t1

a2
. (6.6)

However, a1, a2 and T are not known exactly. To solve this problem, a recursive algorithm

by listing all four cases of a1-a2 combination and continuously increasing T by 1-second step is

proposed as Fig. 6.2. The iteration stops until a feasible solution occurs.

In actual implementations, this trajectory planning algorithm runs at 1 Hz only because it

consumes high computational power with respect to an embedded computer. In addition, instead

of inputting v0 as the current velocity measurement, we use the current velocity reference, and

instead of accumulating on the current position measurement for future position reference, we

accumulate on the current position reference. This is to make sure that the velocity and position
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Figure 6.2: Flowchart of the trajectory planning algorithm

77



reference signals are always continuous. In fact, it is quite reasonable because at a slow rate of

trajectory planning with strict velocity and acceleration constraints, the UAV’s actual position,

velocity and acceleration should be settled to more or less the same value of their corresponding

reference signals at every instance the trajectory planning algorithm is called.

Furthermore, the algorithms illustrated above are only to find the solution for a single axis,

say x-axis. However, it usually involves three dimensional movements for helicopters, i.e., in

x− y− z axis. One more constraint here is the total flight time for each axis, i.e., Tx, Ty and Tz

should equal with each other.

The details of the algorithms for generating trajectories are shown in Algorithms 1, 2, 3

and 4. Algorithm 1 is the main routine for generating trajectories. The user may specify the

distance to move, the initial velocity, the maximum speed and acceleration allowed as well as

an “initial guess” for the total time of the trajectory for the required path. The routine calls the

Algorithm 2 to find the correct trajectory for the single x and y axis, respectively. The above

procedures are repeated until a feasible trajectory is found. The total time for the trajectory will

be increased by a constant step ∆t for each iteration such that the velocity constraint can be

satisfied. Algorithm 3 is used to find the solution {t1, t2} as shown in Fig. 6.1 given a specified

input set {∆d,v0,a1,a2,T} for single axis. Algorithm 4 is used to check whether the resulted

trajectory satisfies the specified velocity constraint in Algorithm 2.

Algorithm 1 Trajectory Generator
1: procedure REFERENCEGENERATOR(∆x,∆y,vx0,vy0,vmax,amax,T0) . tx1, ty1 < 0 is

considered as incorrect solution
2: T ← T0−∆t
3: repeat
4: T ← T +∆t
5: tx1, tx2,ax1,ax2← SINGLEAXISTRAJGENERATOR(∆x,vx0,vmax,amax,T )
6: ty1, ty2,ay1,ay2← SINGLEAXISTRAJGENERATOR(∆y,vy0,vmax,amax,T )
7: until tx1 6=−1 and ty1 6=−1
8: return tx1, tx2,ax1,ax2, ty1, ty2,ay1,ay2,T
9: end procedure

6.3 Trajectory generation evaluations

Fig. 6.3 shows one set of outputs given by the trajectory generator module. The trajectory is

generated for moving 4 m in the positive x-direction; 3 m in the positive y-direction with an

initial velocity at −0.3 m/s and −0.5 m/s in the x and y direction respectively. The norms of
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Algorithm 2 Single-Axis Trajectory Generator

procedure SINGLEAXISTRAJGENERATOR(∆d,v0,vmax,a,T ) . This procedure solves the
trajectory for a single axis

2: t1←−1
t2←−1

4: a1← a
a2← a

6: t1, t2← SOLVER(∆d,v0,a1,a2,T )
if ISSOLUTIONCORRECT(t1, t2,v0,a1,T,vmax) then

8: return t1, t2,a1,a2
end if

10: a1← a
a2← (−1) ·a

12: t1, t2← SOLVER(∆d,v0,a1,a2,T )
if ISSOLUTIONCORRECT(t1, t2,v0,a1,T,vmax) then

14: return t1, t2,a1,a2
end if

16: a1← (−1) ·a
a2← a

18: t1, t2← SOLVER(∆d,v0,a1,a2,T )
if ISSOLUTIONCORRECT(t1, t2,v0,a1,T,vmax) then

20: return t1, t2,a1,a2
end if

22: a1← (−1) ·a
a2← (−1) ·a

24: t1, t2← SOLVER(∆d,v0,a1,a2,T )
if ISSOLUTIONCORRECT(t1, t2,v0,a1,T,vmax) then

26: return t1, t2,a1,a2
end if

28: return t1, t2,a1,a2
end procedure
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Algorithm 3 Solver
procedure SOLVER(∆d,v0,a1,a2,T ) . t1, t2 < 0 is considered as incorrect solution

t1←−1, t2←−1
. Solve Quadratic Equation ax2 +bx+ c = 0

3: a← a2
1−a1 ·a2

b← 2 ·a1 · v0 +2 ·a1 ·a2 ·T
c← v2

0 +2 ·a2 · v0 ·T −2 ·a2 ·∆d
6: if a == 0 then

t1←−c/b ; vmax← v0 +a1 · t1
t2← (vmax +a2 ·T )/a2

9: else if (b2−4 ·a · c)≥ 0 and a 6= 0 then
ts1← (−b+ 2

√
b2−4 ·a · c)/(2 ·a)

ts2← (−b− 2
√

b2−4 ·a · c)/(2 ·a)
12: if ts1 < 0 and ts2 < 0 then

t1, t2←−1
return t1, t2

15: else if ts1 · ts2 < 0 then
t1← MAX(ts1, ts2) ; vmax← v0 +a1 · t1
t2← (vmax +a2 ·T )/a2

18: else
t1← MIN(ts1, ts2) ; vmax← v0 +a1 · t1
t2← (vmax +a2 ·T )/a2

21: end if
if MIN(t1, t2)< 0 then

t1, t2←−1
24: return t1, t2

end if
else

27: t1, t2←−1
end if
return t1, t2

30: end procedure

Algorithm 4 Checks whether solution is correct
procedure ISSOLUTIONCORRECT(t1, t2,v0,a1,T,vmax) . This function checks whether the
solution is correct

if t1 ≥ 0 and t1 ≤ t2 and t2 ≤ T and ABS(v0 +a1 · t1)≤ vmax then
3: return TRUE

else
return FALSE

6: end if
end procedure
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Figure 6.3: Plots of the result from the trajectory generator ( ∆x = 4 m, ∆y= 3 m, vx0 = −0.3 m/s, vy0 = −0.5 m/s,
vmax = 2 m/s and amax = 0.4 m/s2)

the velocity and acceleration are constrained within 2 m/s and 0.4 m/s2 respectively. It can

be seen from the plots that the trajectory generator module provides smooth trajectories. The

drawback of the module is that the generated acceleration reference is not smooth, which might

be unsatisfied for aggressive maneuvers. However, it is satisfactory for our current system,

where the helicopter is assumed to maneuver at low speed in this work.

The algorithm can be further improved to provide smooth acceleration references for ag-

gressive maneuvers. There are also some commercial softwares which can generate this kind of

trajectories, such as the reflexxes motion libraries [24].

6.4 Conclusion

In this chapter, we present a real-time online trajectory generation algorithm for the helicopter.

Due to the uncertainties involved in the vertical replenishment tasks, such a kind of trajectory

generation module is necessary. The algorithm employs a simple search algorithm to find a

feasible solution given the velocity constraints, acceleration constraints and distance to travel.

Although the resulted acceleration is not smooth. the experiment results have shown that the

resulted trajectories is satisfactory for our application, where the helicopter is moving in low

speed.
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Chapter 7

System Integrations

7.1 Introduction

In preceding chapters, we presented the detailed implementations of the necessary functional

blocks of the unmanned helicopter for vertical replenishment application. These blocks are the

hardware platform construction system, flight control system, state estimation and perception

system, and the trajectory generation system. Both the hardware platform construction system

and the flight control system lay the foundations for high-level robotic intelligences. To enable

the helicopter with proper intelligence for precision cargo detection, grabbing and unloading

capabilities, a laser and vision based environment perception system is developed. The system

can estimate the relative 3D distance information between the helicopter and cargos precisely,

which is useful for the guidance and navigation algorithm. The cargos can also be detected and

identified by this system. The trajectory generation system is developed to make the helicopter

transit from a state (position, velocity, etc.) to another smoothly.

To enable the full capability of the helicopter for vertical replenishment tasks, these func-

tional blocks should be integrated together properly. Thus, in this chapter, we will present the

methods for system integrations. In the following sections, the system overview will be present-

ed. The detailed implementations of other functional blocks, such as flight planner, etc., which

are used for integrating the above mentioned blocks will be explained in the remaining sections.
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Figure 7.1: Overall data flow among software systems

7.2 System overview

As shown in Fig. 7.1, the whole system for vertical replenishment application is divided in-

to three parts. The ground control system (GCS), the guidance system and the rotor-craft un-

manned aerial system (RUAS). Together with the interactions between these systems, they make

up the overall functional system to identify, grab, transport, unload the cargos from one ship to

another automatically.

GCS is used as an interface between the human operator and the unmanned helicopter.

It displays different kinds of information about the helicopter, such as the position, velocity,

headings of the helicopter, etc. Meanwhile, the GCS is also used to transmit commands from

the human operator to the unmanned helicopter.

It is possible that the cargos are not in the view of the helicopter vision system once the

helicopter takes off from its home location. Thus, a GPS-based guidance system is developed

to assist the unmanned helicopter to fly into the interested regions, where the moving ships

are located, such that the vision system can detect where the cargos are. It provides status

data of moving platforms to the unmanned helicopter, which includes the velocity, acceleration,

position and moving direction of moving ships. The helicopter can be guided to the ships with

these information known.

The unmanned helicopter plays the main role in the system. It accepts commands from the

GCS and receives status data from the guidance system. It also streams down its own status

data to the GCS for ground operators’ monitoring. Different behaviors will be triggered au-

tomatically depends on received commands and perceived environment information. Different

functional blocks together with the interactions among them make up the unmanned helicopter.
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In the remaining sections, we will focus on how to integrate these blocks together.

7.3 System integrations of the unmanned helicopter

To enable the helicopter with certain-level intelligences for cargo detection, precision grabbing

and unloading, the functional blocks built for the unmanned helicopter should be properly in-

tegrated together. Interactions among the blocks are necessary. Thus, in this section, we will

describe the interactions among them and how they interact with each other to make up a fully

functional system for the vertical replenishment problem.

We divide the whole system into five main layers as shown in Fig. 7.2, which includes the

sensing and actuating layer, the information perception layer, the control layer, the planning and

decision making layer and the communication layer. Many of the layers have been described

in previous chapters. All the functional blocks are implemented by an ARM processor and

an onboard vision computer. The details about these layers will be explained in the following

sections.

7.3.1 Sensing and actuating layer

The sensing and actuating layer is an abstraction layer of the hardware platform, which are used

to sense the environment and to actuate the helicopter. It consists of seven main components,
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which can be categorized into two types of hardware, i.e., the sensing type and the actuating

type. The sensing type components consist of limit switch sensors (LSW), camera (CAM),

2D laser scanner (URG) and inertial measurement unit (IMU). The actuating type components

consists of servos (GRAB SERVO) for grabbing/releasing cargoes, servos (HELI SVO) for ac-

tuating the helicopter’s maneuvers and servos (PTU SVO) for actuating the camera pan-tilt unit.

The detailed configurations about these hardware have been given in Chapter 2. The detailed

interactions of this layer with other layers are presented in Fig. 7.3.

The sensors will collect data and forward them to the upper layers for further processing.

Two main layers, which will accept these information, are the flight control layer and the in-

formation perception layer. The flight control layer stabilize the helicopter through the euler

angles, angular rates, position and translational velocity measurements (from IMU/GPS). The

information perception layer further processes the measurements from camera and laser scanner

to get the relative distances between helicopter and the cargos.

This layer also accepts commands from upper layers. Different types of actuators will be

actuated in order to stabilize the helicopter, grab/unload the cargos, etc..
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7.3.2 Information perception layer

The information perception layer is used for further processing the raw sensory data from laser

scanner and the camera. It consist of three main blocks. The height estimation block is used to

estimate the relative height between the helicopter and the cargos, with laser scanner measure-

ments. The height information is used for precision height automatic control of the helicopter.

The target (cargo) detection block is used to detect the cargos from raw image data of cam-

era. The target (cargo) localization block is used to estimate the relative distance between the

cargo and the helicopter once the cargo is identified from image data. These distance and de-

tection information will be used for guidance by the decision making layer. The details are

demonstrated in Fig. 7.4. Furthermore, the detailed implementations of these blocks have been

explained in Chapter 5.

7.3.3 Control layer

The control layer consists of two blocks, i.e., the flight control block and the camera pan-tilt

unit control block.

The implementations of the flight control block have been studied in Chapter 4. The func-

tionality of the block is to stabilize the helicopter and enable the automatic waypoint-tracking

function of the helicopter. It mainly interacts with the sensing layer for IMU/GPS measure-

ments, perception layer for precision height measurement, guidance system through the com-

munication layer for ships’ status, and the decision making layer for waypoint references. The

actuating layer (helicopter servos) will receive the outputs of this layer for proper servo actuat-
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ing.

The camera pan-tilt unit controller is used to control the camera pan-tilt unit as a downward

looking gimbal, which is useful for the vision algorithm’s image acquisition. The camera is

controlled to keep horizontal to the ships’ surface all the time to full-fill an assumption of the

vision algorithm. The detailed data flow for the control layer is defined in Fig. 7.5.

7.3.4 Planning and decision making layer

The planning and decision making layer is the flight planner. It consists of the decision making

block and the trajectory generation block. The decision making block collects all necessary

information from almost all lower-blocks to make decisions, such as when to execute return-

home task, when to grab cargo, etc.. All these decisions are discrete events. In order to translate

these events to useful commands for the control layer, a trajectory generator is developed as the

interpreter. For example, if the decision making block ask the helicopter to take-off to 10 m

high, the trajectory generator will will interpret this decision to 50 Hz set-point references for

the flight controller to track. The details about the interactions of this layer with other layers are

given in Fig. 7.6.

The implementations of the trajectory generator have been presented in Chapter 6. Thus,

in the remaining sections, the implementations about the decision making block will be given

in detail. The algorithm is implemented with a flowchart of procedures. It consists of the ship-
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frame navigation, vision guidance, real-time path planning, etc..

7.3.5 Communication layer

The communication layer behaves as a “bridge” between the helicopter and the external world.

It accepts the high-level commands from ground operators through the GCS and feed-forward

them to the decision making module. It also behaves as a “sensor”, which senses the dynamics

about the moving platforms and provides these information to the flight control block and the

decision making block. The flight status of the helicopter is also streamed down to the GCS for

ground operators for status monitoring. The details about these data flow are demonstrated in

Fig. 7.7.

7.4 Navigation

In order to synchronize with the motion of the ships, the controlled helicopter needs to know

at every moment how the ships are moving. A simple and reliable solution is to install another

GPS/INS sensor on the ship and send its information to the helicopter onboard system. By doing

so, the helicopter can be controlled in a ship-referenced frame instead of the global frame. In
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this ship-referenced frame, or called ship frame for simplicity, a zero steady-state position and

velocity tracking error means the helicopter is controlled right above the ship with the same

velocity as the ship.

However, it should be noted that this zero error is judged by the measurement difference of

the two GPS/INS sensors. By considering their respective circular error probable, the measure-

ment error sometimes goes beyond 6 m in all three axes. Obviously, it is not accurate enough for

the cargo transportation task. In this section, the UAV z-axis measurement will be first comple-

mented by fusing the information from a scanning laser range finder. As the height information

extracted from the laser scanner is available and reliable for all time, it can be consistently fused

in to improve the navigation accuracy in the z-axis. On the other hand, the x- and y-axis mea-

surement errors are more difficult to be reduced in a navigation sense because there is no other

sensor which can provide a consistent and accurate measurement in these two axes. However,

after realizing that the best tracking performance is not really needed throughout the mission,

but only required at the loading and unloading instances, they can be compensated in a guidance

sense when the target enters the view angle of the onboard camera. This vision-based guidance

will be discussed later in Section. Here, we only explain the ship-frame navigation.

Furthermore, the reason we choose to control the helicopter in the relative ship frame is

that, during vertical replenishment, the ships may be stationary or in movement. To achieve the

tasks, the unmanned helicopter needs to track the ships. To better handle both the stationary and

moving cases, the origin of the coordinate frame is chosen on the moving ships. In this case,

the coordinate frame used for the flight controller is independent of the translational movements

of the ships relative to the earth. Thus, the stationary and moving cases can be treated equally

since they are stationary or moving relative to the earth.
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During the cargo delivering phase, it is complicated for the decision making block to com-

mand the helicopter where to fly if we use the local NED coordinate frame. For example,

assume

• the heading direction of the ship is not pointing to the north (heading angle = 0 degree);

• the helicopter is controlled (outer-loop) in local-NED frame;

• the helicopter is currently located on ship A and the cargo is located on ship B;

• the perpendicular distance between ship A and B is 9 m;

• the helicopter needs to fly from ship A to ship B to grab the cargo;

In this case, the decision making module needs to express the 9 m distance to local-NED frame

for the flight controller by using the heading of the ships. If the ship is continuously changing

its direction, the frame conversion needs to be done continuously to avoid navigation error. It

means the trajectory generation needs to be conducted more frequently instead of 1 Hz to avoid

navigation error, which is not suitable for our trajectory generator. Thus, we use the ship-frame

for the flight controller. Only one time trajectory generation is required, i.e., command the

helicopter to fly 9 m in the y-direction of the ship frame and the heading changing of the ships

can be handled in 50 Hz in the flight controller.

Thus, we choose the relative ship frame for our flight controller during the cargo delivering

phase.

As measurements provided by GPS/INS sensors on the UAV and on the ship are defined in

the same global frame and the motion of the ship involves no rotation, it is adequate to convert

all position, velocity and acceleration measurements into the ship frame by simple subtraction.

So, 
p = Rs/g(puav−pship)

v = Rs/g(vuav−vship)

a = Rs/g(auav−aship)

. (7.1)

The outer-loop measurements and references are now both represented in the ship frame

instead of the NED frame. Following this convention, it is also straight forward to convert the

UAV heading angle to the ship frame as well. Hence,

ψ = ψuav−ψship. (7.2)
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unmanned helicopter needs to track the ships. To better handle both the stationary and moving

cases, the outer-loop controller of the Mode-2 flight controller is designed in the ship heading co-

ordinate frame, where the origin of the coordinate frame is chosen on the moving platform. The

dynamics of moving platforms are included in the design of the out-loop controller as shown in Fig.

14. If the platform is stationary, then Mode-2 flight controller is similar as Mode-1 flight controller,

both choose the earth as their relative coordinate frame. If the platform is moving, the Mode-2

flight controller chooses the moving platform as its relative coordinate frame, i.e., the statement

“the helicopter is stationary relative to the moving platforms” is equivalent to such statements “the

helicopter is stationary relative to the earth if the platform is not moving; the helicopter is moving

relative to the earth and stationary relative to the moving platform if the platform is moving.”

17

Figure 7.8: Dual frame flight controller architecture

By redefining ψ this way, the original rotational matrix Rb/n (rotation from the NED frame to

the UAV body frame) can be substituted by Rb/s, which is the rotation from the ship frame to

the UAV body frame. Note that φ and θ in the rotational matrix are still the UAV roll and pitch

angles as we assume that the ship has almost zero roll and pitch angles.

Fig. 7.8 illustrates the structure of the flight controller for navigation, which consists of

the mode-1 controller and the mode-2 controller. It is almost the same as that discussed in

Chapter 4. This dual frame flight controller consists of two main feedback loops, i.e., the inner-

loop controller and the outer-loop controller. The inner loop controller, which is also called the

attitude controller, is used to stabilize the attitude of the helicopter. The outer-loop controller is

used to regulate the translational motion of the helicopter.

As shown in Fig. 7.8, the outer-loop controller of the mode-1 flight controller is designed

in the local NED coordinate frame. The feedback measurements are the position and velocity

information of the helicopter in local NED coordinate frame. This mode is used to navigate

the helicopter for automatic taking-off, home returning and landing tasks as mentioned in the

later decision making section. The shown mode-2 controller is the one we have discussed, the

outer-loop of the controller is implemented in the relative ship heading frame. It is used for the
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Figure 7.9: Decision making module

cargo delivery.

7.5 Guidance and decision makings

Fig. 7.9 shows a flowchart of the decision making module. The flowchart consists of five main

sub-routines: taking-off routine, navigating to the moving platforms routine, vision initialization

routine, task routine, returning home routine and landing routine. The mission may be time

constrained, a timer interrupt routine is also implemented in the software. The software can

trigger the returning home routine once the overall time is running out. The details of these

routines will be discussed as following.

1. Prior to the taking-off stage, proper initialization will be performed for mission execution
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once the unmanned helicopter receives the “Execute the VERTREP” command from end

users through GCS. The servo control signals for the throttle and collective pitch channels

will then be increased to trim values such that the unmanned system can stay in a “pre-

hover” state near the ground. The decision making module will then employ the trajectory

generator to issue a “going up” trajectory to a height at 10 m (i.e., PosN
r = [0 0 −10] m)

for the unmanned system. These trajectories will be issued to the mode-1 flight controller

such that the unmanned system can reach at the final position. As the unmanned system

arrives the required position (i.e., PosN
h = [0 0 −10] m), the software will trigger a “taking-

off event end” signal such that the unmanned system can execute next scheduled routine,

which is the navigating to the ship routine.

2. As the unmanned system completes the taking-off procedure, it will enter the navigating

to the moving platform stage. The decision making module will first collect the position

and velocity information of the moving platforms and the unmanned system respectively.

Then it will calculate the relative initial distance vector, velocity difference vector between

the moving platforms and the unmanned system. The decision making module will then

ask the trajectory generator to generate the relative local-NED frame trajectories for the

mode-2 flight controller. The mode-2 flight controller, which also considers the dynamics

of the moving platforms in the feedback loop, will further navigate the unmanned system

to catch up with the moving platforms.

3. As the unmanned system “catches up” with the moving platforms, the vision system will
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perform proper (vision) initialization. It will first check whether it can detect all the target

circles. If the vision system can detect enough target circles (such that the vision system

can distinguish the two moving platforms) successfully, the vision system will finish ini-

tialization and the decision making module will schedule the software entering the task

routine. If the vision system cannot detect enough target circles, a real-time path planning

mechanism as shown in Fig. 7.10 will be triggered. As long as the vision system cannot

finish the initialization, it will continuously (in 5 Hz) provide the unmanned system a dis-

tance vector (i.e., relative distance vector between the unmanned system and the moving

platform in ship heading coordinate frame). The unmanned system will then employ the

trajectory generator to re-plan its flight trajectories per second. The trajectories are fed to

the mode-2 flight controller every 20 ms (i.e., 50 Hz) such that the unmanned system will

be guided to a location with good sight views (i.e., the vision system can detect enough

target circles).

4. The task routine as shown in Fig. 7.11 is the most important part of the decision making

module. It is responsible for commanding the unmanned system to finish the task, which

is delivering the cargo from one ship to another ship autonomously. The overall logic

consists of two parts, which are commanding the unmanned system to the target area for

grabbing/releasing cargo and commanding the unmanned system to grab or release the

cargo.

In this part, the paper will focus on the logic flow about how to finish the task. The basic

functionality about how to guide the unmanned system based on the information provided

by the vision system will be briefly introduced. The movements of the unmanned system

in this part are based on the real-time path planning module as shown in Fig. 7.10. The

information perception layer will continuously (i.e., in 5 Hz) provide the distance vector

(i.e., from the unmanned system to the target point) to the real-time path planning mod-

ule such that the unmanned system can be guided to the target area as explained in the

previous sections. For example, at t = 1 s, the information perception layer provides a

distance vector, ∆dS = [3 4 0] m, to the decision making module, the decision making

module will employ the trajectory generator to generate a trajectory such that the un-

manned system can move forward 3 m along the x-axis and 4 m along the y-axis from its

current location. The unmanned system repeats the procedure every second by employing
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the real-time path planning module as shown in Fig. 7.10. This kind of guidance func-

tionality provided by the vision system are presented during the task stage. The above

mentioned mechanism will guide the unmanned system to the required target location,

which employs the mode-2 flight controller to complete these tasks.

Fig. 7.11 shows that the unmanned system will first adjust itself to the height at 10 m

such that the unmanned system can provide a good sight of view for the vision system.

As the vision system provides a reliable guidance distance vector (between the unmanned

system and the target, i.e., cargo or unloading area), the decision making module employs

the real-time path planning module as mentioned above to guide the unmanned system to

the target location. The position for the heave direction will be kept constant during this

stage. The unmanned system will further adjust down to the grabbing or unloading height

as it reaches the horizontal position of the target, after which the unmanned system will

enter the “grabbing/releasing” phase.

During the “grabbing” phase, the decision making module will first check whether the

vision system has lost the target for more than 10 s. The unmanned system will move

up to a height position at 8 m if the vision system has lost the target, after which it will

move down to the grabbing position again. The assumption here is that the vision system

will “re-track” the target as the unmanned system moves up, since it will have a broader

sight of view. If the vision system performs well (i.e., no tracked target lost), it will check

whether the unmanned system has moved to the “action” region, which is defined as a 3-D

window (i.e., the distance vector between the unmanned system and the target lies within

[ −15 cm < x< 15 cm, −15 cm < y< 15 cm and 5 cm < z< 15 cm ]). Once the unmanned

system enters this region, the decision making module will issue a “grabbing” command

to the actuator (i.e., the grabber) to grab the cargo. After about 1 second of the actuation,

the unmanned system will check whether the cargo has been grabbed successfully. It will

adjust the height to 10 m if it senses the cargo has been successfully grabbed by checking

the information provided by the limit switch sensors. However, if it senses the cargo

has not been grabbed successfully, it will command the grabber to unlock and repeat the

above grabbing procedure again.

For the “releasing” phase, the procedure is similar to the “grabbing” phase as shown in

Fig. 7.11. The decision making module will issue a ”Set Unloading Event End” signal
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after the cargo has been unloaded successfully. It will then check whether there is any

other remaining cargoes for delivering. The above procedures will be repeated if there is

extra remaining cargoes. Otherwise, the returning-home routine will be activated.

5. After the unmanned system has finished its tasks or the overall planned time is running

out, the returning home routine will be triggered. The decision making module takes the

current state as the initial state and employs the trajectory generator to generate a trajec-

tory back to the home location (i.e., PosN = [0 0 −10] m). The mode-1 flight controller is

used to regulate the unmanned system to follow the trajectory towards its home location.

6. The landing routine will be triggered as the unmanned system arrives at its home location.

The procedure for the landing routine is similar to the taking-off routine. The decision

making module employs the mode-1 flight controller to navigate the unmanned system

moving downwards with a constant speed at 0.5 m/s (if PosN
h z < −5 m) or 0.2 m/s (if

PosN
h z > −5 m). Once the unmanned system reaches near the ground at about 8 cm,

the engine of the unmanned system will be shutdown automatically to finish the landing

procedure as well as the whole mission.

7. Besides the above mentioned routines, a timer interrupt routine is also implemented as

shown in Fig. 7.9. The interrupt routine will be triggered once the overall planned time

is running out. It is used to prevent the unmanned system staying at the task site too

long once it cannot finish the scheduled tasks due to unexpected situations. The interrupt

cannot be triggered in the taking-off, releasing the bucket, returning home and landing

stages for safety purpose.

7.6 Experiment set-up and performance evaluations

7.6.1 Experiment set-up

The 2nd AVIC Cup – International UAV Innovation Grand Prix is organized by the Aviation

Industry Corporation of China and Chinese Society of Aeronautics and Astronautics. The com-

petition program consists of two main categories, i.e., the athletics grand prix category and

the creativity grand prix category. The athletics grand prix category consists of the fixed-wing

sub-category, the rotorcraft sub-category and the model aircraft sub-category.
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The NUS UAV Research Team took participant in the rotorcraft athletics grand prix catego-

ry. The developed system for vertical replenishment was successfully verified in the competi-

tion.

Figure 7.12: Competition field demonstration

Fig. 7.12 illustrates the details about the competition requirements. There are two platform-

s, say Ship A and Ship B, used to simulate the seaborne vessels. They move concurrently along

an 80 meters’ long track with a maximum speed at 1 m/s. The moving platforms turn back once

they reach the end of the track. There are four circles with the diameter as 1 m on each platform.

Four cargoes (buckets filled with 1.5 kg sand) are located inside the four circles respectively on

Ship A. The unmanned helicopter needs to deliver the four cargoes to Ship B autonomously.

The home location of the helicopter is about 50 m far from the nearest end of the track. The

helicopter is required to handle all the required tasks, which are automatic taking-off, moving

platforms tracking, automatic cargo identifying, grabbing, delivering and unloading, returning

and automatic landing. No human intervention is allowed after the helicopter takes off automat-

ically. The technical solutions will be scored according to the flight control performances, the
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number of transported cargoes, the cargo stacking precisions and the overall time consumption

from taking-off to landing.

7.6.2 Performance evaluations

In preparation for the UAVGP competition, numerous flight tests have been carried out to verify

the overall solution and to tune for the optimal performance. Figs. 7.14–7.16 show the position

data logged in one of the flight tests. As the raw data is obtained by GPS/INS and then converted

to the ship frame, it may not be the ground truth. However, it still shows the control performance

in a general sense and indicates whether the UAV is doing the correct movement. In Fig. 7.14,

the x position signal becomes larger progressively because the UAV is moving from the first

bucket to the fourth bucket. It always comes back to a position around zero because the reference

path is purposed defined in a way that the onboard camera has the best view of the two ships

before every loading or unloading dive. In Fig. 7.15, the y position signal goes back and forth,

indicating alternative movements between the two ships. In Fig. 7.16, it is clear to see all the

diving motions of the UAV. The UAV will stay at a very low altitude with a variable time duration

depends on how many loading or unloading trials have been performed until the final success

one.

Figure 7.13: NUS2T-Lion in the International UAV Innovation Grand Prix
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Figure 7.14: UAV position response in the ship-frame x-axis
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Figure 7.15: UAV position response in the ship-frame y-axis
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Figure 7.16: UAV position response in the NED-frame z-axis

With this kind of performance, NUS2T-Lion has successfully accomplished the competi-

tion tasks in the UAVGP rotary-wing category. A final score of 1127.56 with 472.44 from the

preliminary contest and 655.13 from the final has made the team second position in the over-

all Grand Prix. In fact, 655.13 is the highest score in the final round of the competition. It

should be highlighted that unlike the preliminary contest, the final round of the competition

requires the UAV to carry out the cargo transportation task with the ‘ships’ moving. This de-

mands for better robustness and higher intelligence from the participants’ UAV systems, and it

is indeed the strongest point of the solution proposed in this thesis. Fig. 7.13 shows a snap shot

of NUS2T-Lion going to grab the second bucket in this competition. The full process has been

video-recorded and uploaded to [48] and [49] for the English and Chinese versions respectively.

7.7 Conclusion

In this chapter, we present the methods used for the integrations of the functional blocks de-

veloped in preceding chapters. The whole system is divided into five layers, which include the

hardware layer, state estimation and perception layer, control layer, decision making layer and

the communication layer. The interactions among these layers as well as their contained blocks
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are presented. It is these interactions integrate the layers/blocks together to make up a fully

functional system for vertical replenishment.

The decision making block is explained in detail in this section. It behaves as the central

coordinator among the blocks. The ship-frame navigation, vision based guidance, real-time path

planning are addressed in details.

To verify the functionalities and robustness of the system, the helicopter is brought to take

participant an international competition. The competition performance of our developed system

shows that the system is capable and robust for the vertical replenishment problem.
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Chapter 8

Conclusion and Future Works

8.1 Conclusion

This thesis presents a systematic approach used to develop an unmanned helicopter for vertical

replenishment.

One main contribution of this thesis is that we successfully solved the precision cargo grab-

bing problem. This problem is the key and most difficult part of the system. The localization

accuracy of our used GPS device is around 2.5 m, which is far insufficient for the helicopter to

grab the cargo precisely. Thus, in this thesis, a height estimation algorithm based on 2D laser

scanner is developed for precision height control; a vision-guidance algorithm is also developed

for cargo precise localization. By fusing the measurements from inertial measurement, GPS,

laser scanner, and camera, the developed system can grab the cargo precisely and robustly.

Another main contribution is that the developed helicopter is capable to finish the vertical

replenishment task fully autonomously (without any human intervention). It is an important

characteristic for robots toward autonomy. The function is achieved through the implementa-

tion of a decision making module for the helicopter. The decision making module collects all

the necessary information from other modules and make a event-based decision for the heli-

copter. A flowchart of procedures is used to implement this module. Thorough ground and

flight experiments have been conducted to evaluate the system.

Some insufficiencies are also shown by this system. For example, the helicopter did not

know how to react properly after he accidently dropped one cargo during the competition. The

helicopter wasted lots of time waiting there for the cargo. It did not know that he should return

home or search the cargo around the lost location.
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8.2 Future works

The developed system is still a prototype. It is a long way to go towards the full autonomy of

the unmanned helicopter for vertical replenishment. Thus, I summarize here some future works

need to be done based on the knowledge I have.

1. The hardware platform can be further optimized to be smaller and lighter. For example,

the size of the auto-pilot, the supporting plate, and the anti-vibration damper can be further

reduced. The reduction of the size and weight of the avionics will increase the flight

endurance and introduce extra payload for the helicopter.

2. The mechanical manipulator can be further optimized; During the competition, one of

the grabbed cargo was dropped off unexpectedly due to the mechanical failure of the

manipulator.

3. The decision making module of the system also needs further improvement as mentioned

in previous section; Algorithms developed for artificial intelligence can be incorporated,

such as automata theory, probabilistic reasoning, etc.

4. The vision-based perception algorithm of the system also needs further improvement;

The current developed vision perception algorithm is very sensitive to sun light condi-

tions; The threshold used for image segmentation needs human tuning before every flight,

which is undesirable towards the full autonomy of the helicopter; A marker-less algorithm

is expected to be developed in future.
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