
MICROMECHANICS OF DNA UNDER SHARP

BENDING

CONG PEIWEN

(B. Sci. (Hons.), NUS, 2008)

A THESIS SUBMITTED

FOR THE DEGREE OF DOCTOR OF

PHILOSOPHY

COMPUTATION AND SYSTEMS BIOLOGY

SINGAPORE-MIT ALLIANCE

NATIONAL UNIVERSITY OF SINGAPORE

2014





DECLEARATION

I hereby declare that this thesis is my original work and it has been written by

me in its entirety.

I have duly acknowledged all the sources of information which have been used in

the thesis.

This thesis has also not been submitted for any degree in any university previ-

ously.

Cong Peiwen

October 14, 2014





Acknowledgment

Foremost, I would like to express my sincere gratitude to my supervisor Prof.

Yan Jie for the continuous support of my Ph.D study and research; for his encour-

agements, inspirations, criticisms which lead to motivate my curiosities, expose

my weaknesses and breakthrough my limits. He also demonstrated what a wise

and enthusiastic scientist could accomplish. I am very grateful to him for keeping

me under his supervision for eight years, since my undergraduate, through which

I gained a lot, way beyond scientific discoveries.

My sincere thanks also goes to Prof. Chen Hu, for offering stimulating discus-

sions and valuable advices, as well as Dr. Dai Liang, for providing instructions

on computer simulations and fruitful debates. I will also take the opportunity to

thank Prof. Patrick Doyle for hosting my visit to MIT, during which I absorbed

lots of fundamental knowledge from multiple perspectives.

I thank my fellow labmates in Group: Zhou Zhen, Hongxia, Yingjie, Lin Jie,

Wenbo, Ding Ying, Mingxi, Yuanyuan, Xiaoying, Yee Teck, Xinghua, Yanan,

Yuan Xin, Shimin, Chen Jin, Ricksen, Ci Ji, Li You, Rus, Zibo, Saranya, Sin

Yi, Ranjit, Xu Yue, Wei Juan, Carmen, Wenwen, Artem, Huijuan, Yingjian,

Xiaodan, Ryo, Durgarao, for the support and companion through the hard times.

Special thanks must go to Dr. Zhang Xinhuai and other High Performance

Computing specialists in Computer Centre, NUS to keep such efficient super-

computers customized and well maintained, also Mr. Alan Davis for his help in

sustaining computational facilities in MBI and CBIS.

Last but not the least, I thank with love to my wife Jiang Shu, and my sons

Jingxin, Chenxin, and my parents for their love, understanding and forgiveness.

October 14, 2014

i



ii



Contents

1 Introduction 1

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 DNA atomic structures . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 DNA polymer models . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4 DNA persistence length determination . . . . . . . . . . . . . . . 14

1.4.1 Measurements of A at medium to large length scales . . . 14

1.4.2 Measurements of A at small length scales . . . . . . . . . 16

1.5 DNA basepair stabilities . . . . . . . . . . . . . . . . . . . . . . . 21

1.6 DNA under constraints . . . . . . . . . . . . . . . . . . . . . . . . 24

1.7 Generalized DNA polymer model . . . . . . . . . . . . . . . . . . 30

2 Molecular dynamics and DNA structural analysis 33

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2 Molecular motion in discretized time . . . . . . . . . . . . . . . . 34

2.3 DNA force field . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4 DNA initial structure generation . . . . . . . . . . . . . . . . . . 41

2.4.1 Basepair reference frame and orientation . . . . . . . . . . 41

2.4.2 DNA helix computation scheme . . . . . . . . . . . . . . . 43

2.4.3 Bending B-DNA as example . . . . . . . . . . . . . . . . . 46

2.5 DNA conformational analysis . . . . . . . . . . . . . . . . . . . . 49

2.5.1 Base, basepair reference frames for fluctuating DNA . . . 49

2.5.2 DNA orientation analysis by CEHS . . . . . . . . . . . . . 50

2.6 Advanced sampling . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.6.1 Umbrella sampling . . . . . . . . . . . . . . . . . . . . . . 55

2.6.2 Weighted Histogram Analysis Method . . . . . . . . . . . 56

iii



3 DNA defects induced by strong bending 59

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.2 Unconstrained MD to simulate classical B-form DNA . . . . . . . 60

3.3 Basepair disruptions at sharp bends induced by strong springs . . 62

3.3.1 Simulation methods with bending constraints . . . . . . . 62

3.3.2 Distinctive behaviours under different bending . . . . . . 63

3.3.3 Hydrogen bonding and base stacking disruptions induced

by strong springs . . . . . . . . . . . . . . . . . . . . . . . 66

3.3.4 Localized sharp bends caused by basepair disruptions . . . 72

3.4 Effects of DNA sequence on the localization of defects . . . . . . 77

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4 Micromechanical properties of DNA with defect excitations 81

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2 Nanosecond timescale importance sampling . . . . . . . . . . . . 82

4.2.1 Umbrella sampling simulations . . . . . . . . . . . . . . . 82

4.2.2 Reconstructing the unbiased sampling . . . . . . . . . . . 83

4.3 Free energy difference profile with defect excitations . . . . . . . 85

4.4 Force-extension curve with defect excitations . . . . . . . . . . . 86

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5 Micromechanical properties of DNA with nicks and mismatches 91

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.2 Effects of nicks on DNA bending . . . . . . . . . . . . . . . . . . 92

5.2.1 Introducing nicks in initials . . . . . . . . . . . . . . . . . 92

5.2.2 Nicks direct defect excitations . . . . . . . . . . . . . . . . 94

5.2.3 Nicks promote localized sharp bends . . . . . . . . . . . . 97

5.2.4 Micromechanical properties of nicked DNA . . . . . . . . 99

5.3 Nicks and DNA looping experiments . . . . . . . . . . . . . . . . 103

5.3.1 Details and interpretations on j-factor measurements . . . 103

5.3.2 Temperature sensitivities of unstacking at nicked site . . . 108

5.4 Effects of mismatches on DNA bending . . . . . . . . . . . . . . . 112

5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

iv



6 Polymer model with defect excitations 117

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.2 Monte Carlo simulations on DNA . . . . . . . . . . . . . . . . . . 117

6.3 Effects of defect excitations on the DNA mechanics . . . . . . . . 121

7 Conclusion 125

Appendices 139

A DNA local correlations among varies models 139

B DNA orientation parameters illustration 143

C Closed-form solution for absolute orientation 145

C.1 Least-square fitting . . . . . . . . . . . . . . . . . . . . . . . . . . 145

C.2 Solving rotation with quaternion . . . . . . . . . . . . . . . . . . 147

v



vi



Summary

DNA, the most fundamental building block of life, is a long linear polymer

that stores the genetic codes for all living organisms. The most common phys-

iological secondary structure of DNA is the right-handed anti-parallel double

helical structure, so-called B-form, which is stabilized by Watson-Crick basepair

interactions. However, it can dynamically deform to other variations to perform

its multiple cellular functions. For example, melted DNA bubble forms during

transcription, and the left-handed helical Z -DNA exists in vivo, playing a role in

transcription regulations.

Structural transitions of DNA can be induced by many factors, including

mechanical and topological constraints such as tension, torsion, bending, super-

coiling, etc. Many DNA binding proteins including histones, nucleoid-associated

proteins and various transcription factors introduce sharp DNA bending, while

the structural stability of DNA under bending constraint has not been exten-

sively studied. The importance of this study is highlighted by several recent

experimental evidences about DNA anomalous elasticity when it is sharply bent.

Motivated by the lacking of understanding about such structural stability of

sharply bent DNA and its potential physiological importance, my Ph.D research

has been mainly devoted to study DNA structural defect formations under sharp

bending condition using full-atom molecular dynamics simulations. Using a self-

developed novel simulation method, that gradually changes the strain of DNA

while recording its resulting stress; I was able to obtain near equilibrium infor-

mation regarding the micromechanical properties of DNA during bending.

In my studies, a 20 basepair DNA fragment was controlled to bent by external

compressional forces. We found that sharp bending could excite flexible defects

that consist of 1 − 3 disrupted basepairs with an effective persistence length of

vii



∼ 15 nm. Consequently, these flexible defects lead to the formation of large local

bends at defected sites and reduce the force to maintain DNA bending. For DNA

containing pre-existing nicks that mimics the conditions in some experiments, it

bends like normal B-DNA under weak constraints, but upon further bending it

is easier to unstack at nicked sites in a temperature depednent manner. Overall,

our results provide direct insights to the structural stability of DNA under sharp

bending condition, and contribute to mechanistic understandings of several recent

experiments been debated.
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Chapter 1

Introduction

1.1 Overview

Deoxyribonucleic acid (DNA) is the genetic material adopted by all known living

organism and many viruses on earth, which stores and processes genetic informa-

tion. This macromolecule commonly exists as a right-handed double helix, com-

posed of two sugar-phosphate alternating backbones running opposite with each

other and complimentary basepair linkage buried in between. The four distinct

bases (A, T, G, C) code the genetic instructions, in particular, protein expression

using triplet codon through transcription and translation. While, the A=T, G≡C

pairing ensure DNA complimentary replication and genetic inheritance.

Under most common physiological conditions, double-stranded DNA (dsDNA)

adapts into this “native” B-form, and such homogeneous polymer is known to be

quite rigid, which is well described by worm-like chain (WLC) model with an

experimentally determined persistence length A ≈ 50 nm. About its physical

dimensions, in bacterial such as E. coli, dsDNA often has several mega basepairs

(bp), corresponding to a contour length of ∼ 1 millimeter (mm). It is about

1, 000 folds longer than the linear dimension of the bacteria. Similarly, in eu-

karyotic cells such as human cells, the DNA has a linear dimension of ∼ 2 m,

which is 100, 000 folds longer than the cell dimension. The tight compaction of

B-DNA are primarily gained from structural protein bindings, mainly histones

in eukaryotic cells and nucleoid associated proteins (NAPs) in prokaryotic cells.

These associations usually create extreme constrains on DNA in very short length
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scales. In addition, from functional point of view, DNA is very actively processed

and dynamically packed, unpacked all the time. Each gene inside is frequently

accessed up to 100s times per hour through transcription.

Evidently, in order to store vast amount of information about complete and

complicated instructions on biological functions, a long DNA with numerous

basepairs is required. While, to maintain the readability of such sequential ge-

netic information, the secondary helical structure of DNA is necessary. Because,

we can easily trace the sequence of dsDNA from first to last bp in solution, while

hard to do that on strand separated two single-stranded DNA (ssDNA), due

to low rigidities and random self-interactions. On the other hand, these DNA

molecules must be highly packed into the tiny volume of each living cell, at the

same time, sustain its frequent accessibilities for other molecular machineries,

such as DNA polymerases. Therefore, biophysically, it is very challenging for

organisms to preserve such long, rigid structures, while keeping them tightly,

dynamically organized into small space.

In order to understand this contradictory more quantitatively, the DNA

molecules are modelled as homogeneous thin elastic rod, by well-established poly-

mer theory, 50-nm persistence length WLC model. It has been proven successful

in describing medium to large-scale experimental results over and over again,

since the remarkable single-molecule force extension fitting by Marko at el. in

1995 [1]. But if we assume the homogeneities of DNA molecule here, it will cost

huge amount of energy to keep DNA tightly packed. A notable example is DNA

wrapped around histones to form the fundamental DNA organization units, nu-

cleosomes, in eukaryotic cells. On each nucleosome, a piece of 147 bp DNA is

wrapped by ∼ 1.7 turns with a left-handed chirality. This roughly corresponds

to the bending of 94 bp (∼ 31 nm) DNA into a planar loop, which results in an

energy cost of ∼ 31 kBT , based on WLC predictions.

Recent years, increasing evidences have suggested that DNA may adopt

certain mechanisms to disrupt helical structures under constrained conditions,

through which it can reduce its local rigidities. As a result, it induces homo-

geneity breakages on DNA to adapt such constraints. So, it is questionable that

whether we can directly extrapolate homogeneous WLC model to such small
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length scales, under extremely constrained circumstances.

The secondary helical structures of DNA are stabilized by non-covalent in-

teractions, including hydrogen bonding based complimentary base-pairing, and

electron correlation originated neighbouring base-stacking. This provides the

structural basis for aforementioned homogeneity breakages. The disruptions of

these interactions cause structural transitions in DNA molecule, which has been

observed and studied long before, but usually in large scales with more server

forms, such as DNA melting. The phenomenon of DNA melting, during which

the B-form DNA duplex transits into two separated ssDNA, can be induced by

changes in various factors such as increasing temperature, decreasing salt con-

centration, or increasing forces on DNA. It generally follows nearest-neighbour

(NN) model, whose sequence dependent entropy and enthalpy changes per base-

pair have been parameterized in various ways and further unified by SantaLucia et

al. [2]. Biologically, local and transient homogeneity breakages are more relevant

to cellular functions, such as the energy cost reductions during DNA packaging,

where these interactions are under dynamic disruptions and restorations.

Regarding the external constraints, it has become clear that DNA packaging

in cells creates many topological and mechanical constraints to DNA. Packaging

itself requires tight DNA folding or wrapping locally, creating high curvature.

Local DNA wrapping also often leads to DNA backbone rotation, resulting in

torsion stress to DNA. DNA is known anchored to cell walls in bacterial and to

the nuclear membrane in eukaryotic cells; therefore, DNA packaging also builds

a passive tension along DNA. Various machineries also actively generate ten-

sion, during transcription activities by RNA polymerases and DNA replication

by DNA polymerases. In addition, recent experiments have suggest that tension

produced by actomyosin cytoskeleton contraction is also propagated through the

actin network to chromosomes directly. Moreover, the cellular environments is

very crowded; up to ∼ 400 mg/ml macromolecules collide with each other in

nucleus, enhancing the mechanical constraints exerted on DNA. All these evi-

dences highlight the importance to understand DNA structures and stabilities

under various physical constraints. Particularly, we focus on sharp bending in

this thesis, because the most sensitive stress-strain response for DNA molecules is

3



bending. Together with the relatively deformable non-covalent interactions, such

mechanical constraints may induce local disruptions on DNA secondary struc-

tures. In spite of its potential physiological importance, this field has remained

largely unexplored, due to the difficulties of applying such constraints to small

scale DNA and making accurate measurements of their mechanical responses in

vitro.

In 2004, ground-breaking results from Cloutier and Widom challenged the

canonical DNA polymer model by reporting an anomalous bending elasticity

of 94 bp minicircle through DNA looping assays [3]. They found the observed

looping probabilities are 1, 000 folds larger than that expected from the 50-nm

persistence length WLC model, which corresponds to a reduction in effective

bending energy of ∼ 7 kBT . Although the validity of this experimental obser-

vation was debated, this study has motivated many laboratories devoting their

attentions on DNA behaviours at small length scales under bending constraints.

Using different experimental approaches, several experiments have reported re-

sults that are consistent with anomalous DNA bendability under high curvature

constraint. Due to the experimental challenges, almost all such experiments have

been debated on the validity of their experimental designs or interpretations of

the resulting data. Up to date, the mechanics of DNA under physiological level

of bending (i.e., around 0.2 rad·nm−1 based on DNA curvature on a nucleosome)

remains an open question.

Several theoretical models have been proposed to account for the anomalous

bendability of DNA under sharp bending conditions. Most of them are based on

excitation of one or a few flexible hinge or bends inside a sharply bent DNA [4, 5].

Although it costs certain energy to excite such local DNA defects, the presence of

such defects may significantly reduce the level of DNA bending, morphologically.

Certainly, from a theoretical perspective, such defect excitation is anticipated to

occur when the bending is sharp enough. In these theoretical discussions, there

have been debates on the possible types of defects that may be excited by sharply

bending a DNA. Candidates for flexible hinges have been proposed to be locally

melted DNA basepairs and/or a specific type of basepair DNA called S -DNA

which is 68% longer while 5-folds more flexible than B-DNA. A candidate for
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intrinsic kinks without basepair breaking has been proposed by Crick and Klug

in 1975 [6]. Up to date, no experimental approaches allow people to directly

observe the specific type of defects excited in a sharply bent DNA.

Motivated by the above experiments and theoretical discussions, I have been

devoted to look into the details of DNA defects excited when it is sharply bent

using full-atom molecular dynamics (MD) simulations in explicit water. This

approach allows me to obtain dynamic details at the level of atoms inside each

bases. Using a spring connecting to the two ends of a short DNA fragments, I

was able to introduce sharp DNA bending, and investigate the structural changes

as bending increases. I confirmed that DNA homogeneity breakages are indeed

generated under sharp bending, mainly in form of basepair disruptions. I also

quantified the energy and force responses during bending for DNA with and

without defects. I further focused on the impacts of these defects on the overall

mechanical properties of the DNA fragments, which could then be related back

to the recently proposed theoretical polymer model that permits defect excita-

tion. In addition, effects of pre-existing nicks on DNA elastic responses under

bending constraints was also examined. My results show that such nicks can

significantly reduce the energy cost to unstack the DNA at the nicked site during

DNA bending, which may affect current interpretations of some experimental

results.

Overall, besides explicitly pointing out our motivations and briefly summa-

rizing our studies, this overview layouts the contents for Chapter 1, which are

necessary backgrounds and core concepts for better and clearer illustrations of

my research.
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1.2 DNA atomic structures

(a) Double helix (b) Atomic structre of single strand
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Figure 1.1: DNA atomic structures (a) The diagrammatic representation of B-
DNA. Its overall shape is a right-handed periodic double helix, with two back-
bones (coloured in yellow) running in antiparallel directions, and four types of
bases (coloured in A, T, G, C) adhering inside. (b) The detailed covalent structures
for a single strand. It is composed of building blocks, nucleotides; each contains
a nitrogenous base, a five-carbon sugar and a phosphate group. They link one
after another by forming the phosphaester bonds between current deoxyribose
to preceding phosphate, and finally leaving hydrolyzed O5’ and O3’ ends, which
defines the unique backbone direction, denoted by 5′ to 3′.

In 1953, Watson and Crick proposed the detailed structures of DNA, inspired

by Franklin and Gosling’s fibre diagram obtained using X-ray diffractions [7].
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Their diagrammatic presentation of DNA shows double helical chains coiling

around a common axis, and interlinked by horizontal rods [Figure 1.1(a)]. This

is the most influential milestone of human beings in understanding the secrets

of life, because it not only discovered the structures of genetic material adopted

by all known living organisms, but also nearly immediately revealed the genetic

information coding, copying and passing mechanisms. Since then, DNA draws

lots of general attentions and scientific interests, due to its biological importance,

as well as unique physical properties.

The most common physiological form of DNA (B-form) is a right-handed

double-stranded helical structure, with helical pitch of 34 Å, helical repeat of

10.5 bp and helical diameter of 20 Å. Alternating phosphate group and 5′ to 3′

β-D-2-deoxyribose covalently link with each other to form individual chains of

DNA through phosphodiester bonds, while the two chains run anti-parallel with

each other. The genetic codes, which encrypt the information about life, are

buried between chains. There are four types of codes for DNA, whose chemical

nature are purine (adenine, A, guanine, G) and pyrimidine (cytosine, C, thymine,

T) bases [Figure 1.1(b)]. The bases covalently attached to the chain by C1’ to

N1 linkage for pyrimidine and C1’ to N9 linkage for purine.

Besides these durable covalent bonds, dispersed variations of electromagnetic

interactions, in the forms of base-pairings and base-stackings as shown in Fig-

ure 1.2 , also significantly contribute in DNA molecule formation. More impor-

tantly, they are closely relate to DNA elasticities and functionalities, because of

their dynamically constructive and destructive nature. The base-pairings (A=T

and G≡C) cross link DNA two complementary chains. This hydrogen bonding

originated specific pairing mechanism has a suitable binding strength for both

stabilities and accessibility, and ensures DNA to always have an additional copy

of its genetic information as backup. In addition to these horizontal interac-

tions, base-stackings stabilize DNA vertically, and organize its genetic codes in

order by adhering one with next. These aromaticity and hydrophobicity based

interactions also give rise of the DNA rigidities, and dominate DNA physical

morphology.

Taking account of all covalent bondings and non-covalent interactions in DNA
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Figure 1.2: Atomic structures of DNA core demonstrated by four bases, which
pair and stack with one another in both horizontal and vertical directions through
non-covalent interactions. The hydrogen bonding is shown using yellow dotted
lines, and basepair stacking is generally strong at overlapping regions. Note that
the red dotted lines at peripheral are linkages to the two backbones.

molecule, most of the time DNA resumes a definitive secondary structure in cell,

the native B-form as proposed by Watson and Crick [7]. In nature, DNA also

adapts itself into other forms under different environmental factors and mechan-

ical constraints. Such as, left-handed Z -form discovered in 1979 by single crystal

X-ray diffraction [8], which is transient localized conformation that can be sta-

bilized by negative supercoiling during transcription, and specifically recognized

by some protein involved in viral pathogenicity [9]. More compact A-form, which

closely resembles common B-form, found in dehydrated conditions, during early

DNA crystallographic experiments. More extremely, S -form was identified under

DNA overstretching in 2010, which is characterized by non-hysteretic transition

and negative entropy [10, 11]. They are all DNA local energy minimal states,

which are stabilized under particular chemical conditions and/or physical con-

straints. As we can see, the secondary structure of DNA is very adaptive to

external stresses, and these structure responses directly link to its biological func-

tionalities. Therefore, it is critical to treat DNA as a dynamic molecule, which

is covalently stable, but non-covalently deformable under common physiological

related physical and chemical alternations.
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1.3 DNA polymer models

In this section, we will scratch the surfaces of the well-established and widely

accepted polymer model. There are multiple models to describe different poly-

mers, and for DNA, we need a model with significant considerations on polymer

bending. The rigidities dominant the DNA spatial arrangements, and twisting,

stretching are ignored for simplicity, although they are also important factors in

DNA functionalities. In the simplest WLC polymer model that only considers

DNA bending energy, the DNA is approximated to be an infinitely thin rod. For

a given DNA conformation, its conformational energy is described by,

βH =
A

2

∫ L

s=0

(

∂t̂(s)

∂s

)2

ds =
A

2

∫ L

s=0

(

∂2r(s)

∂s2

)2

ds (1.1)

, where t̂(s) is the unit tangent vector, r(s) is the position vector at the contour

location s, β = (kBT )
−1 rescales the Hamiltonian into unit of kBT , and the

characteristic parameter A has a dimension of length and is called the bending

persistence length. For the B-form dsDNA, the value of A has been measured

by single-DNA stretching experiments to be around A = 53.4 ± 2.3 nm under

normal experimental solution conditions [12].

For a short segment of length l bent into an arc conformation, the energy

becomes,

βH =
A

2

l

R2
=

A

2

θ2

l
(1.2)

, where R is the radius of the arc curvature and θ is the bending angle between

two DNA ends. This formula indicates that 1 kBT energy approximately can

excite a bending of ∼ 1 rad for the DNA with length of A. At a length scale

l≪ A, the DNA segment can be assumed to be straight due the high energy cost

for inducing bending.

Based on this, previous continuous WLC polymer model can be discretized

by considering the DNA molecule as a chain of rigid short segments, each with

a segment length l and an orientational unit vector t̂i, for i = 1, 2, · · · , N . Then,

βH =
1

2

A

l

N−1
∑

i=1

(

t̂i+1 − t̂i
)2

= −A

l

N−1
∑

i=1

t̂i · t̂i+1. (1.3)
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The equivalence between the continuous and discretized model is achieved at

the limit l → 0, N → ∞, while lN = L. In real applications, discretized

model is frequently used given l≪ A; and following discussions are based on the

discretized model.

The polymer of N segment contains (N − 1) vertices, each carrying a bend-

ing angle of θi and the bends at the vertices are independent from each other.

Therefore, by working on the partition function of bending for one vertex Zi, one

can obtain the total partition function of the chain by ZN = ZN−1
i , where,

Zi =

∫

dΩi exp (a cos θi) = 4π
sinh a

a
. (1.4)

Note that the dimensionless vertex bending rigidity a = A
l
. So, the nearest

neighbour bending correlation is,

〈

t̂i · t̂i+1

〉

= 〈cos θi〉 =
∂ lnZi

∂a
= coth a− 1

a
(1.5)

, which is the Langevin function, L(a). And this results in a nice relation between

bending correlation function and vertex bending rigidity, when a≫ 1,

〈

t̂i · t̂i+∆

〉

= (L(a))∆ ≈ exp

(

−∆

a

)

(1.6)

, where ∆ is the discretized separation in unit of segment length. Geometrically,

it indicates that only the projection of the current vector in the direction of the

preceding one propagates to the next, and the correlations decay exponentially.

Then, above discretized correlation function can be extended to the continuous

case. For any two positions on the continuous homogeneous rod, their tangent

vector correlation function is expressed as,

〈

t̂(s) · t̂(s′)
〉

= exp

(

−|s
′ − s|
A

)

(1.7)

, where a× l = A, contour separation ∆ × l = |s′ − s|, and s and s′ denote two

contour locations along DNA.

Now, in order to check the validities of WLC model, we are going to extrap-
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olate the theory to compare against experimental measurable quantities. The

macroscopic coil sizes of DNA, represented using its mean-square end-to-end dis-

tances, can be expressed as,

〈

~D2
〉

=

〈
∫ L

s=0
t̂(s) ds ·

∫ L

s′=0
t̂
(

s′
)

ds′
〉

=

∫ L

s=0
ds

∫ L

s′=0

〈

t̂(s) · t̂
(

s′
)〉

ds′

=

∫ L

s=0
ds

∫ L

s′=0
exp

(

−|s
′ − s|
A

)

ds′

= 2AL

(

1− A

L

(

1− exp

(

−L

A

)))

(1.8)

, where ~D is the end-to-end distance. Because the bending persistence length is

also the bending correlation length, which implied that for large DNA polymer

with L ≫ A, the polymer conformation is a random coil due to the quick loss

of the bending correlations at large length scale. So, at the long chain limit the
〈

~D2
〉

≈ 2AL, which is identical to the case of random walk with a step size of

twice the persistence length. In other words, due to fact that polymer intrinsic

elastic responses is shielded by same averaged total correlations (Appendix A),

the polymer size is indistinguishable from that predicted by freely joint chain

(FJC) model,
〈

~D2
〉

= b2
n
∑

i=1

〈

t̂2i
〉

= nb2 = bL (1.9)

, where the DNA is re-discretized into n segments, each with length of Kuhn

length b = 2A. As a result, although based on DNA random coil dimensions, per-

sistence length A can be accurately determined, these large-scale non-constrained

measurements (i.e., such as radius of gyration) cannot justify the correctness of

WLC model.

Later, both the bending correlation function
〈

t̂(s) · t̂(s′)
〉

and
〈

~D2
〉

have been

obtained by directly imaging DNA conformations deposited on 2D mica surface

using atomic force microscopy (AFM), which have supported that DNA can be

described by the WLC model with A ≈ 50 − 100 nm. However, such imaging

experiments require ensemble averages, which are subject to perturbations of

sample preparations. In addition, the quantification of A is also under a critical

assumption that DNA conformations have reached equilibrium in 2D, which is
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difficult to be tested.
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Figure 1.3: The DNA theoretical force extension relations predicted using FJC
model (dashed black line), with b = 2A = 106 nm against WLC model, based
on Equation 1.12 (solid black line), with A = 53 nm. It shows that the relative
lengths z

L
from both models overlap at beginning, while deviate from each other

quickly even under small tensions, as we stated in main text. The discrepancy
is due to those chain fluctuations, whose wavelength smaller than b, involving
in WLC, but lacking in FJC model, shorten the extension under tensions. The
square data is the experimental data by Smith at el. [13], obtained through
stretching λ-DNA dimer under magnetic field and flow in low ionic strength. It
follows WLC but differs from FJC predictions in most biologically important
force ranges. The “exact’ WLC force extension curve is plotted as well (solid red
line), which is numerically obtained using transfer matrix approach [4].

A more direct test for whether DNA can be described by the WLC model

should be done under constraints, in solution and at a single-DNA level. Recent

development of single-molecule manipulation technology has made it possible to

stretch a DNA by applying a tension f to its two ends and measuring the resulting

extension z(f), which is the mean end-to-end distance projected in the direction

of applied force, at a nanometer resolution. This measured force-extension curve

z(f) can be compared with the prediction by WLC model, to test the validity of
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the WLC model and determine the accurate value of A, as well.

Under high force limit (f ≫ kBT
A

) where the tangent vector t̂(s) is nearly

aligned along the force direction, the predicted z(f) has been worked out by

Marko at el. in 1995 [1],

z(f)

L
= 1−

√

1

4βAf
(1.10)

, which can also be conveniently expressed by its inverse function, βfA =

1
4

(

1− z
L

)−2
. At low force limit, z(f) should converge to the force response

of a FJC model with a segment length of 2A, which follows an entropic spring

behaviour as,

z

L
=

2

3
βfA. (1.11)

Then, a direct interpolation to connect the extension responses of a WLC polymer

at low and high force limit as,

βfA =
z

L
+

1

4
(

1− z
L

)2 −
1

4
(1.12)

, which contains a single free parameter A. This formula was able to fit the

experimental force-extension curve of a 97, 004 bp dimeric λ-DNA obtained at

10 mM Na+ (Figure 1.3), which validates the description of DNA by the WLC

polymer model. In addition, it determines the value of A to be around 53.4±2.3

nm under normal experimental solution conditions with great accuracy [12]. This

value of A indicates DNA is relative stiff, and only a small force (i.e., f ≈
kBT
A
∼ 0.08 pN) is required to extend it away from its entropic random coiled

conformation. Therefore, the predicted z(f) by the FJC model deviates from the

measured z(f) at the large force region (i.e., when f > kBT
A

).

It is known from many single-DNA stretching experiments that the inextensi-

ble WLC model with a constant contour can describe DNA at forces up to 20 pN.

Above which till ∼ 60 pN the WLC model requires an modification to take into

account of contour stretching rigidity [14]. At forces greater than 65 pN, dsDNA

becomes unstable and DNA structural transitions may occur [15, 16, 10, 11].
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1.4 DNA persistence length determination

In this section we introduce various methods that have been used to verify DNA

WLC behaviours through estimating the characteristic parameter A with more

details. As soon as it has been confirmed that DNA is well described by WLC

model, many efforts have been devoted to determine the persistence length A

based on various WLC predictions, under different bending regimes. This semi-

flexible model in general describes the distinctive behaviours of DNA under dif-

ferent length scales. When L≫ A, it is highly influenced by thermal fluctuations,

and randomly coiled. While L≪ A, its intrinsic bending rigidity dominates, and

DNA behaves more like a stiff mechanical rod. Pioneers often focus on measuring

A at intermediate to large length scales, due to relatively low experimental re-

quirements on manipulations and observations. Later, because of the biological

relevance at small length scales, more groups start to tackle A at rod regime,

using more sophisticated experimental procedures and detection methods.

1.4.1 Measurements of A at medium to large length scales

In order to determine A, experimentally measured DNA extension vs. force

relationships have been used to fit the predicted force-extension curves based on

the WLC model [12, 1] (e.g. the Marko-Siggia formula, the Odijk formula [17]).

In such experiments, the overall DNA molecule responses from random coiled to

extended states can be accurately resolved through applying external stretching

forces. The first single-DNA stretching measurements [13] well fits theoretical

predictions and the persistence length was determined to be A = 53.4 ± 2.3 nm

[12]. Numerous following single-DNA stretching experiments have determined

the value of A for dsDNA in the range of 42− 53 nm, which varies with different

environmental factors, such as salt concentration or temperature [18, 19, 20].

The 50 nm bending persistence length was also confirmed by obtaining en-

sembles of DNA conformations using AFM imaging experiments. With more

knowledge about the chain statistics and more carefully designed depositions,

the DNA conformations have been equilibrated on mica surface. Then, several

quantities, such as tangent vector correlation function or mean-square end-to-
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end distances can be measured to estimate the value of A. As a reminder,
〈

t̂(s) · t̂(s′)
〉

2D
= exp

(

− ls
2A

)

and
〈

~D2
〉

2D
= 4AL have been applied, where

ls = |s′ − s| is the counter separation. Note that the correlation length, which

has been altered from A in 3D to 2×A in 2D. Several such AFM experiments ob-

tained the persistence length of 50−54 nm at intermediate length scales ls < 200

nm, in order to limit the volume exclusion effects on 2D surface [21, 22].

DNA bending stiffness can also be experimentally quantified by measuring

chances of its two ends meeting each other during thermal fluctuations. In this

approach, the DNA bending responses from random coil to tightly bent states

were indirectly reflected through obtaining its probability densities of ring clo-

sure. This method is sensitive at the length scales comparable to A, where the

looping probabilities maximizes, because bending energy per basepair reduces

to constant while more degrees of freedom are allowed as DNA counter length

increases. Assuming the two ends of DNA meet in parallel to form a circle,

aforementioned looping probability densities ρE(R = 0) approximates theoret-

ical predations ρ‖(0) ∝
(

L
A

)−6
exp

(

−2π2A
L

+ 0.514 × L
2A

)

[23], where R is the

distance vector between the two ends. So, this relationship between DNA con-

tour length and ρE(0) at such length scales can be used to evaluate A.

ρE(0) has often been measured through ligation based DNA cyclization ex-

periments. In such experiments, a DNA fragment with short complementary

ssDNA overhangs at the two ends was required. In a solution of such DNA

molecules at a concentration c = N
V

(N is the number of molecule and V is the

volume), a terminus of a molecule can hybridize with a complementary terminus

from the same molecule (i.e., looping) or from another molecule (i.e., dimer-

ization), driven by thermal fluctuation. Theoretically, if hybridization between

complementary DNA ends can occur without any conformational constraint, then

Kloop

Kdimer
= ρE(0)

c
; this results in experimental determination of looping probabil-

ity density as: ρE (0) =
Kloop

K0
dimer

. Here K0
dimer = Kdimer

c
denotes the dimerization

rate per unit concentration of DNA. The ratio j =
Kloop

K0
dimer

is often referred as

the “j-factor”, which has a dimension of concentration [24, 3, 25]. Often, mo-

lar concentration is used in experiments, which leads to an additional factor of

Avogadro’s number: j = NA · jM.

15



However, hybridization between two complementary DNA ends actually im-

poses certain orientational constraints on the two meeting DNA ends, before the

subsequent ligation reactions. For the case of dimerization, the hybridized DNA

ends are straight, thus in parallel to each other and twisted to match the B-form

conformation (hereafter we call this constraint as twist-matching parallel bound-

ary condition, denoted by Ω, see also Figure 5.7). As a result, only a subset of

meeting ends forms stable B-form looping, which leads to an additional factor in

the looping probability density measurements: ρE (0) = j
4π×2π . For the case of

looping, in order to achieve correct theoretical estimations for comparison, the

knowledge on how two DNA ends meet also matters. The assumption of the Ω

boundary constraints has been implied for medium to large-scale DNA (although

might not be explicitly mentioned), where the contribution of twisting energy is

negligible against bending energy and entropy. Therefore, the modelled DNA

ring-closing probability density under parallel boundary condition (i.e., classical

WLC model without consideration of DNA twists) relates to jM by equation:

ρ‖ (0) = 2πρΩ (0) =
NA · jM

4π
. (1.13)

Based on such j-factor measurements and theoretical interpretation, the DNA

persistence length was determined in the range of 450−550 Å, over a wide contour

length range (> 200 bp) in normal solution conditions [26, 27]. The agreement

between these measured values and that from single-DNA stretching experiments

validates the Ω boundary condition for looped DNA larger than 200 bp.

In summary, at length scales comparable to A or longer, the DNA bend-

ing persistence length has been consistently determined to be around 50 nm by

different experimental approaches.

1.4.2 Measurements of A at small length scales

Biologically, DNA is highly packed, well organized and tightly bent at small

length scales; for instance, in nucleosome, a stretch of 147 bp (∼ 50 nm) DNA

tightly wraps around the histone octamer in a left-handed manner by 1.7 turns.

In one turn, around 94 bp (∼ 31 nm) DNA is wrapped nearly into a circle, leading
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to a sharply bent DNA conformation that is much more severely bent than that

probed by previous single-DNA stretching and AFM imaging experiments. Due

to its direct biological relevance, it is important to understand the mechanics

of sharply bent DNA. In addition, it is only possible, at small length scales,

to induce sharp bending into DNA, where we need to treat DNA as stiff rod.

Moreover, through local measurements, the sequence effects on A can be directly

quantified. Note that A ≈ 50 nm measured based on intermediate to large scale

responses is an overall averaged rigidity. But due to limitations on accuracy

under small length scales and experimental difficulties to manipulate short DNA

pieces, only several experiments were attempted so far.

Based on j-factor measurements, in 2004, the DNA looping responses for

94−116 bp DNA minicircles (i.e., with 9, 10, 11 helical turns, which leads to zero

twisting energy) were reported by Cloutier and Widom [3]. The obtained j-factor

at such DNA length are several orders of magnitude higher than the predicted

value based on the classic DNA WLC polymer model using parallel boundary

condition. To fit the data, a significantly smaller apparent A has to be used under

such constraints, questioning the 50-nm persistence length based WLC model in

sharply bent state. This measurement was challenged by a later publication,

which reported similar j-factor measurements by ligation reactions for similar

lengths of DNA, while obtained results that support the 50-nm persistence length

based WLC predictions [25]. However, we note that the later experiment was

conducted at a lower temperature of 21◦C than the former one at 30◦C [28]. More

recently, a few more cyclization experiments were done based on more direct

single-molecule Förster resonance energy transfer (smFRET) assays on similar

length of DNA [29], which reported anomalously high DNA looping probabilities

similar to that reported by Cloutier and Widom.

These sometimes contradictory results reveal a complex nature of both ex-

perimental measurements and DNA elastic responses under such sharp bending

conditions. It has drawn lots of attentions from theoreticians since then. A pop-

ular model to understand the atypical bending elasticity of sharply bent DNA

measured from these looping assays is that the bending energy stored in the

DNA is relaxed by exciting a flexible or kinked structural defect, thus inducing
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the local homogeneity breakage inside the B-DNA. By paying some energy to

excite such a defect, the overall bending energy is reduced through absorption

of the bend to the defect location. By tuning the defect excitation energy and

the flexibility of the defect, these models were found able to fully explain all the

available DNA looping data at small, as well as medium to large length scales

[30, 4, 5].

(a) Linear state

(b) Circular state (c) Teardrop state

Figure 1.4: Possible effect of nicks on alternating the parallel boundary condition
in DNA loop assay of 94 bp minicircle. The j-factor measurement is based on
the critical assumption that DNA ends meet in parallel during the fast pre-
equilibration between (a) linear and (b) circular states. There are two pre-existing
nicks right after the red coloured complementary ssDNA overhands. Due to the
presence of nicks, some hidden states may become possible, which can be revealed
under sharp bending. This possibility will breakdown the parallel boundary
condition assumption, thus report an anomalous looping probability once excited.
Note that the teardrop state (c) is one example of such states, which is the
energy minimum solution of Equation 3.3 under free boundary condition with
fully hydrolyzed basepairs.

Another point, which has not been discussed in previous works, is that the

interpretations of both the j-factor and the smFRET based measurements of

the looping probability are under a critical assumption: upon the two cohesive

ssDNA overhangs meet, the looped ends of the DNA satisfy the Ω boundary

condition. The anomalously high looping probability is a result of comparing

the measured looping probability against the predicted looping probability under

such Ω boundary condition constraint. Although such Ω boundary condition was

confirmed by numerous experiments for DNA > 150 bp, such validation has never
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been done for shorter DNA. Assuming the presence of nicks altered the ssDNA

behaviours when sharply bent, which allows two DNA ends to meet in a non-

parallel orientation, as illustrated in Figure 1.4. Then, the ring closure probability

density can be several orders higher under another boundary condition, which can

also explain the abnormal DNA elasticity observed in these looping experiments.

Several other efforts to probe the DNA bending response under sharp bending

conditions used alternative methods. One approach is based on the classical Euler

instabilities of stiff rod, which predicts modes of sudden mechanical softening at

critical loads, as follow,

fn
c =

n2π2Y I

L2
=

n2π2A

βL2
(1.14)

, where Y is the Young’s modulus, I = 1
4πR

4 is DNA “area moments of inertia” of

rod cross section. Shroff at el. [31, 32] utilized 10 bases ssDNA to sharply bend

25 bp dsDNA, achieved by the hybridization of 25 bases complimentary stand to

35 bases circular ssDNA loop. The FRET signal, which obtained from Cy5/Cy3

dyes labeled at the two ends of dsDNA, was converted to a small tensile force

6± 5 pN on the ssDNA (i.e., which is also the magnitude of compressional load

acting on the bent dsDNA), based on their single-molecule stretching calibration

experiments. On the other hand, the force estimated from Euler instabilities of

rod bending is much larger. As the contour length of ssDNA ∼ 6.3 nm is a lot

shorter than that of dsDNA region (∼ 8.5 nm), the dsDNA must be in a bent

conformation, assuming dsDNA is fully hybridized. According to Equation 1.14,

the first onset of bending occurs at a critical load of fc = 24 pN based on the

50-nm persistence length of WLC model on this 25 bp dsDNA. On the contrary,

the measured force is much smaller than the predicted critical value, implying

again an extremely flexible dsDNA.

Similar active bending experiments of a short dsDNA fragment using ssDNA

were also conducted by Qu et al. [33, 34], but in the presence of a nick in the mid-

dle of this dsDNA. The elastic energy of such nicked dsDNA has been quantified

through its monomer-dimer equilibrium concentrations. Assuming the nick does

not affect the geometry and elasticity of the DNA under sharp bending condi-
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tion, these experiments also reported anomalously high DNA bending elasticity

[33, 34, 35].

Together, these experimental evidences revealed a highly complex picture of

DNA elasticity under sharp bending conditions. Because of limitations in mea-

surement accuracies and interferences from unknown factors, it further increases

the level of difficulties to study DNA micromechanics at such small scales. Even,

the theoretically well-established and experimentally frequently practiced j-factor

looping assay is facing challenges, due to presence of nicks. This problem also

potentially influence monomer-dimer equilibration in experiments by Zocchi et

al. [33]. Interpretations for aforementioned experiments rely on some critical

assumptions that yet to be validated on DNA minicircles with counter length

near A. Although defect excitations have been strongly supported by low com-

pressional force in active bending FRET and ssDNA cutting in BAL-31 nuclease

digestion assay [36, 37], these two approaches were conducted on much higher

degrees of bending (i.e., ∼ 64 bp minicircle), instead of biologically relevant 94

bp nucleosome loop. Overall, the bending responses of sharply bent DNA, es-

pecially at the level of bending involved in 94 bp minicircle, have remained as

an unresolved problem. The previously hidden nick effects under sharp bending

constraint are worth investigating as well.
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1.5 DNA basepair stabilities

A T G C

A

−→
AA

TT←−

−→
AT

TA←−

(−→
AG

TC←−

) (−→
AC

TG←−

)

T

−→
TA

AT←−

(−→
TT

AA←−

) (−→
TG

AC←−

) (−→
TC

AG←−

)

G

−→
GA

CT←−

−→
GT

CA←−

−→
GG

CC←−

−→
GC

CG←−

C

−→
CA

GT←−

−→
CT

GA←−

−→
CG

GC←−

(−→
CC

GG←−

)

Table 1.1: Ten unique NN parameters out of sixteen possible combinations for
DNA. The doublet interactions are defined using neighbouring codes, and DNA
have four types, as A, T, G, C. Thus, there are total of 16 possible doublet arrange-
ments. However, because of DNA antiparallel double chain structure, one paired
pattern without symmetry is the same as another pattern, when reads from 5′

to 3′ in complimentary strand. Symmetric paired patterns are identical in both
strands, such as AT/TA, and there are totally four of them. As a result, NN steps
contain 4 + 4×4−4

2 = 10 unique stacked pairs, as shown above. The white entries
are symmetric stacked pairs, while, the coloured entries indicate the rest without
symmetry. Note that those in same colour are identical. The arrows point out
strand directions, and parentheses label the eliminated notations.

DNA functionalities, such as gene storages or processes, critically rely on

non-bonding stabilities of the DNA duplex, which are determined by the two

main components, horizontal base-pairings and vertical base-stackings [38, 39].

As we proposed, the dynamic disruptions of such non-covalent interactions are

the key to understand the micromechanics and functionalities of DNA in bio-

logic systems. Although these stabilities under physiological related constraints

have not been investigated yet, their thermodynamics nature have already been

extensively explored in an extreme form, which is DNA melting.

The sequence dependent basepair stabilities can be formulated in general as

below [40],

θ =

kcut
∑

k=1

θ(k) (1.15)
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, where θ(1) is the singlet interactions (i.e., such as base-pairings, A=T, G≡C), θ(2)

is the doublet interactions [i.e., such as base-stackings, and this is well known

as NN model] and so on. By using the thermal properties of singlet interactions

alone, it fails to explain the different melting profiles of DNA with same GC

content. In contrast, NN model is able to briefly predict the helix-coil transitions

of DNA using only eight invariants [41].

For NN model, the four bases (A, T, G, C) define 16 possible NN steps, among

which, there are ten unique stacked pairs, as AA/TT, AT/TA, TA/AT, GA/CT, GT/CA,

GG/CC, GC/CG, CA/GT, CT/GA and CG/GC (Table 1.1). Their total-disruption ther-

mal properties (enthalpy ∆H◦, and entropy ∆S◦) have been extensively mea-

sured using UV absorption at 268 nm through melting process and unified NN

basepair parameters have been summarized by SantaLucia in 1998 [2], which are

listed in the second and third column of Table 1.2.

Note that the NN parameters in the table were measured at 1 M NaCl.

The melting process is highly sensitive to the changes of salt, because of the

entropy under particular ionic strength, ∆S, have a strong dependence on salt

concentrations. However, the salt dependency of ∆S in physiological range can

be simply expressed as,

∆S = ∆S◦ + 0.368 × ln [Na+]. (1.16)

And so, as an example, at room temperature (298.15 K) and 150 mM NaCl,

the basepair Gibbs free energy changes ∆G0.15M25◦C of those 10 NN steps can be

calculated, as listed in the fourth column above.

Practically, based on the NN model the thermodynamical properties of ar-

bitrary sequence DNA can be determined, such as melting temperature Tm or

melting profile −dΘ(T )
dT

. Its Tm is a linear combination of Tij,

Tm =
∑

ij

Xij

(

T ◦
ij +

dTij

d log10 [Na+]
· log10 [Na+]

)

(1.17)

, where Xij is the fraction of particular neighbour pair [41, 42]. While, the

melting profile is obtained by adopting Poland–Scheraga model using forward and
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NN step
∆H◦

kcal/mol

∆S◦

cal/K·mol

∆G0.15M25◦C

kBT

T ◦
ij

◦C

dTij

d log10 [Na+]
◦C/M

AA/TT -7.9 -22.2 -1.81 89.08 19.78

AT/TA -7.2 -20.4 -1.53 81.85 21.00

TA/AT -7.2 -21.3 -1.08 86.72 20.11

CA/GT -8.5 -22.7 -2.57 103.18 17.10

GT/CA -8.4 -22.4 -2.55 107.96 16.21

CT/GA -7.8 -21.0 -2.24 104.43 16.87

GA/CT -8.2 -22.2 -2.32 99.49 17.76

CG/GC -10.6 -27.2 -3.85 124.54 13.20

GC/CG -9.8 -24.4 -3.91 124.61 13.20

GG/CC -8.0 -19.9 -3.13 118.49 14.18

Init. w/term G·C 0.1 -2.8

Init. w/term A·T 2.3 4.1

Symm. correction 0 -1.4

Table 1.2: Unified nearest-neighbour parameters for DNA melting. The second
and third columns are enthalpy and entropy for stacked basepair under complete
disruptions, which were unified by SantaLucia et al. [2]. The bottom gives the
correction terms for melting initiation from either G·C or A·T pairing, and for
symmetry on self-complementary sequences. The fourth column presents the
Gibbs free energy differences, ∆G, under 0.15 M NaCl and 25◦C physiological
conditions as an example. Practically, the melting temperature for particular
DNA can be estimated using a linear combination of Kelvin temperatures, as
Tm =

∑

ij XijTij, where Xij is particular NN fraction. And T ◦
ij column shows

those obtained under 1 M NaCl, with their corresponding linear temperature-salt
relations listed in last column.

backward recursion relations [43, 44]. The probability of basepair α in bounding

state is,

p(α) =
Zf(α)Zb(α)

Z (1.18)

, and as a result, the mean fraction of helical region is,

Θ =
1

N

N
∑

α=1

p(α) . (1.19)

According to Figure 1.5, using pBR322 plasmid DNA as an example, the pre-

dictions from NN model fit the experimental measurements quite well, which

indicates its successes in describing these large-scale DNA thermal behaviours.

More interestingly, these basepair stability parameters have been applied to
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Figure 1.5: The melting profile (solid black line) and exact melting temperature
(solid black vertical line) for pBR322 plasmid DNA (4361 bp) under 150 mM
NaCl shown here are obtained using MELTSIM [42, 45]. These predictions are in
good agreement with experimental measurements presented by Vologodskii et al.

in SSC buffer (dashed red line) [41]. While, the approximate melting temperature
calculated using equation 1.17 is plotted for comparison (solid red vertical line).
Note that the Poland’s method (O

(

N2
)

) used in MELTSIM is accelerated by using
exponential series to approximate loop functions (O(6N)) proposed by Fixman
and Freire [46].

understand various experiments involving DNA helix-coil transitions by mechan-

ical constraints, such as DNA denaturing by unzipping force [47], or by twist-

stretch force [48]. They will also be linked to the understanding of basepair

disruptions observed under sharp bending constrains in my thesis studies.

1.6 DNA under constraints

The force is ubiquitous in biological systems, and it plays a critical role in lots of

functional processes, such as cell division, cell adhesion or tissue formation. Me-

chanical forces are dynamically generated, and propagated on both cytoskeletons
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and DNA. Furthermore, the cell is filled with proteins and nucleic acids, and this

macromolecular crowding effect impacts many cellular activities as well. In the

nucleus, the macromolecules have a high concentration of ∼ 300 − 400 mg/ml,

which corresponds to ∼ 20 − 30% volume fraction [49, 50]. As a reult, DNA is

constantly under lots of topological and mechanical constraints in living cells.

In prokaryotes, the genome is usually a circular DNA, which is a topological

domain itself. Although, in eukaryotes, the DNA molecules are mainly linear, it

is known to attach to nuclear membranes, and contain many topology-isolated

looped domains. In both cases, their high order structures are often negatively

supercoiled and compartmentalized by attachments to scaffold proteins. More

locally, DNA frequently associates with all kinds of proteins, where constraints

arise all the time. For instance, eukaryotic DNA is topologically restrained by nu-

cleosomes, while mechanical forces are applied to the chromsomes through force

transmissions from the actomyosin contractions of the cytoskeleton [51, 52], and

also produced by polymerases during replication and transcription [53].

Unconstrained

Compression Torsion (-)

Tension Torsion (+)

Bending Shear

Constrained

Figure 1.6: Illustrations of elementary stress types and corresponding elementary
strain changes on DNA molecule. The unconstrained B-DNA is shown in detailed
atomic model fro comparison. At the bottom, six possible types of elementary
and idealized B-DNA stress-strain responses are listed, including compression,
tension, negative, positive torsion, bending and shear, which result in negative,

positive rise, negative, positive twist,
√

(tilt)2 + (roll)2 and
√

(shift)2 + (slide)2,
respectively. Note that axial movements are directional, while radial movements
are isotropic.
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The complicated constraints can be decoupled into some elementary stresses,

including tension, compression, bending, torsion and shear (Figure 1.6). The tor-

sion is further distinguished into negative and positive torsion due to the helical

nature of DNA. Actually, these categorizations are directly link to DNA material

properties, and in turn to its intrinsic strain responses. These strain responses

can be broken down into three translational (i.e., shift, slide, rise in x, y, z -axis),

and three rotational (i.e., tilt, roll, twist in x, y, z -axis) movements (see Subsec-

tion 2.4.1 for details). Only those movements in z -axis (i.e., axial movements)

are directional, due to their non-symmetric responses to positive and negative

stresses. More explicitly, tension leads to positive rise, while compression leads to

negative rise. Positive and negative torsion corresponds to positive and negative

twist. On the other hand, the radial movements usually assumed isotropic, and,

it implies that the magnitude of stresses directly relate to the total magnitude

of radial deformations regardless of directions. Therefore, shear causes lateral

movements, which are the combination of shift and slide; bending induces angu-

lar movements, which are the combination of tilt and roll. Furthermore, because

of the relative small bending and twisting rigidities of DNA, positive, negative

torsions and bending are more commonly observed, while tension, compression

and shear lead to only slight strain changes.

During DNA packaging, starting from entropically coiled DNA, further signif-

icant dimensional reductions are achieved under constrains. At first, we consider

the compaction within elastic region, which predominantly results from balancing

DNA bending and twisting deformations under their linear elastic limits. This

process is well characterized by increasing linking number (Lk) of DNA under

topological constraints,

∆Lk = ∆Tw + Wr (1.20)

, where ∆Tw is the change of helical turns, and Wr is the writhe. The writhe

describes the spatial crossovers of DNA, resulting from local optimizations of

molecular bending and twisting under certain constraints. The linking number

is topologically invariant, unless DNA is covalently broken or under additional

torsional stresses. The distributions of ∆Tw and Wr relate to bending and torsion
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Nucleosomes

Solenoids

Plectonemes

Figure 1.7: Illustrations for local shapes of plectonemes and solenoids, commonly
found in negative supercoiled genomes for prokaryotes and eukaryotes, respec-
tively. The left-handed solenoids are shown in dark red, and the right-handed
plectonemes are shown in dark blue. Their dimensions are properly scaled with
Reff ≈ 20 nm, which were commonly observed from in vitro experiments. They
also corresponds to in vivo native supercoiling density, σ ≈ 0.06 [54]. At the
lower-right corner, DNA in nucleosomes are displayed for comparison, whose ef-
fective radius is ∼ 5 nm. Apparently, there is a huge gap between these natural
B-DNA topologies and fully packed DNA in term of energy costs.

strain energy partitions under constraints. The high order organizations of DNA

molecules are facilitated by writhe formations in following two forms, plectonemes

and solenoids, as shown in Figure 1.7. The genome of most organism is under

negative supercoiling constraints [55], in prokaryotes, mainly in the form of right-

handed plectonemes [56, 57], while in eukaryotes, mainly adapted to left-handed

solenoids (i.e., around histones in nucleosome).

But this compaction is limited, the homogeneous DNA solenoids [58] un-

der condensations with effective radius, Reff, in the range of 17 − 35 nm, and

plectonemes [59, 60] with opening angle α ≈ 1 rad, diameter D ∼ 6 nm and

Reff ≈ D
2(1−sinα) ∼ 20 nm, in vitro. This is still much larger then that observed

inside chromosomes in vivo; for example, DNA around nucleosomes, which are

basic genome packaging units in eukaryotic cells, has Reff ≈ 5 nm. More se-

vere bending and twisting deformations on DNA is becoming energetically un-

favourable,

∆G ∝ σ2 =

(

∆Lk

Lk0

)2

(1.21)
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, where σ is the supercoiling density. The Gibbs free energy increases quadrati-

cally, and further condensations might quickly leads to homogeneity breakages.

Figure 1.8: Various solved structures of biological events involving sharp bending
DNA molecules. (a) The crystal structure of the nucleosome core particle, 1AOI,
with ∼ 147 bp DNA wrapped around [61]. (b) The crystal structure of IHF
associated with nicked 35 bp H′ site of phage λ, 1IHF, which is IHF high affinity
binding site, inducing > 160◦ bending. (c) 3D Cryo-electron microscopy imaging
of φ29 [62]. The concentric layers of DNA are shown in different colour, whose
out-most shell has a diameter of ∼ 33 nm. (d) The crystal strucutre of lac

repressor with modelled 93 bp repression loop, 1LBI [63].

Indeed, DNA conformations under sharp bending conditions are commonly

found in biological events, where short pieces of DNA are highly curved, usually

through protein-mediated constraints. We have explored the example of nucleo-

some, which relates to eukaryotic genome compaction and gene regulation, where

DNA wraps around histone proteins forming > 300◦ looping over only ∼ 94 bp

[61, 64, 65]. While, in prokaryotes, some NAPs function as architectural factors

by inducing sharp bending, which reverse the directions of DNA in very short

28

http://www.rcsb.org/pdb/explore/explore.do?structureId=1aoi
http://www.rcsb.org/pdb/explore/explore.do?structureId=1IHF
http://www.rcsb.org/pdb/explore/explore.do?structureId=1LBI


distances. For instance, integration host factor (IHF) intercalates into minor

grooves of DNA, then introduces a > 160◦ bending on ∼ 12 nm contour length

[66]. Furthermore, the genome packaging processes in virus, such as dsDNA

bacteriaphage φ29, also involve tightly organized and sharply bend DNA. The

6.6 µm DNA molecule is pumped into its small capsid (i.e., 42×54 nm in dimen-

sions [67]), and is looped inside the cavity forming multiple DNA layers, with

minimum radius Reff ≈ 7.2 nm [62]. Note that there is an even extremely curved

DNA toroid with diameter of ∼ 60 Å, observed at the connector cavity of the

phage [68], which is proposed to be able to retain inner coiled DNA. Besides

above-mentioned structural functions, it has been shown that small DNA loop-

ing formations repressively regulate gene transcriptions through protein-mediated

cross-linkings, e.g. by lac repressor. In which case, the two arms of this tetrameric

repressor grab two binding sites ∼ 93 bp apart along DNA. As a result, the small

∼ 31 nm DNA in between forms a planer loop with a bending angle of ∼ 360◦,

and hides the lac operon inside to prevent transcriptions [69, 70, 63].

The entire DNA molecule in organism and many viruses on earth are dy-

namically packed for storage and unpacked for deciphering. Evidently, from the

compaction perspective, the homogeneous B-DNA can be packed until a limita-

tion of Reff ≈ 20 nm has reached. Nevertheless, more severe compaction have

been commonly observed with Reff as low as 3 nm, such as DNA packed in phage

collar. Then, from the elasticity perspective, the stiffness of B-DNA, modelled as

homogeneous WLC polymer, has been consistently determined to be A ≈ 50 nm

under weak constraints at intermediate-to-long length scales. While, under more

extreme constraints and short length scales, the apparent A is much smaller than

50 nm as revealed in recent cyclization experiments. Further, it has been shown

that single-strand-specific endonucleases were able to cleave DNA minicicles with

size of ∼ 64 bp, suggesting that in such sharply bent DNA, melted DNA bubbles

forms [36]. It means that B-DNA cannot retain its homogeneity all the time,

therefore, dynamically and locally adapts to strong constraints by inducing ho-

mogeneity breakages. In other words, B-DNA gives up its B-form (i.e., breaks)

to compensate strong constraints, such as sharp bending, and subsequently to

reduce the energy costs.
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1.7 Generalized DNA polymer model

The homogeneity breakage of DNA under sharp bending condition do not obey

traditional WLC model, which treats DNA as a homogeneous thin rod with har-

monic bending potential (i.e., linear elastic response). As demonstrated in several

previous theoretical studies [30, 4, 5, 71], homogeneity breakage of DNA can be

treated as excitation of mechanical defects, which can in general be described

by nonlinear DNA bending elastic response. One feasible type of such defect is

a kinked DNA basepair step. As pointed by Crick and Klug in 1975 [6], such

a kinked basepair step can be a local energy minimum. Another possibility is

DNA basepair melting, creating a flexible hinge in the DNA [30, 5]. These two

types of defects have similar mechanical effect, as they both allow DNA to form

a large bending angle at defects, thus relaxing DNA overall bending. Below I

briefly review why mechanical defect excitation can be modelled by a generalized

polymer model with nonlinear bending elasticity.

As demonstrated by Yan et al. [30, 4], the bending energy of a DNA molecule

subject to mechanical excitation can be generally described as,

E
(

ni; t̂i, t̂i+1

)

= δni,0E
0
(

t̂i, t̂i+1

)

+ δni,1

(

E1
(

t̂i, t̂i+1

)

+ µ
)

(1.22)

, where E
(

ni; t̂i, t̂i+1

)

is the vertex energy of the ith vertex in a discretized

polymer chain, ni = 0 denotes a vertex in the B-form, while ni = 1 indicates

a defected vertex. E0 and E1 correspond to the vertex energies in intact state

and in defected state, respectively. µ is an energy cost associated with defect

excitation. And δi,j =















0, if i 6= j

1, if i = j

is the Kronecker delta function. The vertex

energies in different states are,

βE0 =
a

2

(

t̂i − t̂i+1

)2
= a (1− cos θ)

βE1 =















a′

2

(

t̂i − t̂i+1

)2
= a′ (1− cos θ) , in case of hinge

a′

2

(

t̂i · t̂i+1 − cos γ
)2

= a′

2 (cos θ − cos γ)2 , in case of kink

(1.23)

, where E0 and E1 can be written as functions of either tangent vectors,
(

t̂i, t̂i+1

)

30



or bending angle, θ, while γ is kinked energy minimal angle; and a = A
l

together

with a′ = A′

l
are dimensionless vertex bending rigidities for different states.

By summing the Ising index ni in calculation of the partition function, the

above excitation model has been shown to be equivalent to a generalized polymer

model with an nonlinear bending elasticity [4],

βEgen = − ln
(

exp
(

−βE0
)

+ exp
(

−βE1 − βµ
))

. (1.24)
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Figure 1.9: At a fixed segment contour length of l≪ A (l = 2.5 nm), the effective
DNA bending energy is calculated for (1) B-DNA with A = 50 nm (solid line,
based on WLC moldel), (2) DNA subject to excitation of a softening defect
with A′ = 15 nm, µ = 12 kBT (dashed black line, based on Equation 1.24 with
hinged E1) and (3) DNA subject to excitations of an intrinsic kinking defect with
A′ = 30 nm, µ = 8 kBT , γ = 68◦ (dotted black line, based on Equation 1.24
with kinked E1). Both energy profiles (black) for softening and intrinsic kinking
defect excitation models contain sudden energy cost reductions not far beyond µ
and deviation from the WLC harmonic energy profile.

Figure 1.9 shows representative vertex energy profiles for B-form DNA, vertex

subject to flexible hinge excitation, and vertex subject to kink excitation. As can
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been seen from the figure, for vertex subject to flexible hinge or kink excitation,

the bending energy profiles deviate from that of B-form when the bending angle

exceeds certain threshold angle θc determined by the equation, E0(θc)−E1(θc) =

µ.

Here we note that similar defect excitation models were proposed by several

groups independently, but were named differently. For example, the kinkable

WLC (KWLC) model proposed by Wiggins in 2005 [5] is equivalent to the flexible

hinge excitation model by setting the vertex bending stiffness to be zero (a′ = 0).

As another example, the empirical linear sub-elastic chain (LSEC) model, where

its energy takes the simple form vs. bending angle, as, βELSEC(θ; l) = α |θ|

(α = 6.8 kBT for l = 2.5 nm) [71, 22], can also be approximated by the flexible

hinge excitation model with appropriately chosen parameters.
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Chapter 2

Molecular dynamics and DNA

structural analysis

2.1 Introduction

MD simulation is a method to simulate the real-time physical motions of

molecules at atomic level based on Newton’s second law. Benefit from the rapid

expansion of computational power, nowadays, MD simulations are applicable to

larger systems with longer simulation time, and utilized to probe certain inter-

esting biological problems. Quite uniquely, it can provide direct theoretical ap-

proaches to complicated biological events, through obtaining detailed behaviours

at atomic resolution, as well as offering great manipulative capabilities.

In this chapter, we focus on simulation and analysis methods used in our DNA

micromechanical studies. We start with some MD simulation basics, and DNA

force fields to provide an overall picture about MD simulation. While, simula-

tion associated subjects, including DNA initial modelling, structure analysis and

advanced sampling are introduced in latter part. DNA conformational analysis,

which is a key component for bridging simulated raw data to our results, is the

reverse processes of DNA initial building; it is explained side-by-side with DNA

initial modelling section for better understanding on both topics.
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2.2 Molecular motion in discretized time

For a system with N atoms initiated from certain state, it self-evolves driven by

thermal fluctuations and intrinsic interactions according to Newton’s equations

of motion. In MD simulation, the current state is defined by sets of position

vectors, denoted by rN , which is usually modelled from solved structures by

crystallography or nuclear magnetic resonance (NMR); and by sets of velocity

vectors, denoted by vN , which were initiated randomly from Maxwell-Boltzmann

distribution at certain temperature T ,

p(vi) =

√

mi

2πkBT
exp

(

−miv
2
i

2kBT

)

(2.1)

, where i indexes particular atom, and mi is its atomic mass. Then, its time

evolution is uniquely determined through Hamiltonian dynamics, which is a re-

formulation of Newtonian dynamics.

Under the Hamiltonian of system, which is the combination of kinetic energy,

K and potential energy V,

H
(

pN , qN
)

= K
(

pN
)

+ V
(

qN
)

(2.2)

, the motion of atoms obeys,

q̇i =
∂H
∂pi

ṗi = −
∂H
∂qi

(2.3)

, where qi is the generalized coordinates, and pi is the generalized momenta.

In Cartesian coordinates with conservative potential energy, the Hamiltonian is

simplified, H
(

pN , rN
)

=
∑

i
p
2
i

2mi
+V

(

rN
)

, and we can rewrite Equation 2.3 into

more familiar forms, as,

ṙi =
pi

mi
= vi

ṗi = −
∂V
(

rN
)

∂ri
= f i.

(2.4)

Now, the MD trajectories can be populated by numerically integrating the

6N first-order differential equations, Equation 2.4, step-by-step (i.e., with small

time step δt) in discretized time based on finite difference methods. Here, we
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are going to introduce the two frequently used algorithms for MD integration

schemes, the leap-frog [72] and velocity Verlet [73] integrators. The leap-frog

algorithm updates the “half-way” velocity and stepwise position alternatively, as,

v

(

t+
δt

2

)

= v

(

t− δt

2

)

+
δt

m
f(t)

r (t+ δt) = r(t) + δtv

(

t+
δt

2

)

.

(2.5)

While, the velocity Verlet algorithm simultaneously solve the stepwise position

and velocity, with the help of half-step velocity,

r (t+ δt) = r(t) + δtv(t) +
δt2

2m
f(t)

v (t+ δt) = v(t) +
δt

2m
(f(t) + f (t+ δt))

(2.6)

, where the relation v
(

t+ 1
2δt
)

= v(t) + δt
2mf(t) is substituted to get above

iterative equations. The updating schemes for these algorithms are explicitly

illustrated in Figure 2.1. Note that the subscripts are ignored in above equations

for simplicity. Then, these generated time evolutions of system are constantly

adjusted using varies constraints to obtain better equilibrated ensembles under

Boltzmann distribution, through center-of-mass motion removal, temperature

and pressure coupling, etc.

The leap-frog and velocity Verlet integrators gain their popularities in MD

simulation due to their time reversibility and symplectic nature. The time re-

versibility means the generated path in phase space can be exactly traced back-

ward by setting time interval to −δt. This property is the fundamental pre-

requisite for system to achieve equilibrium ensemble, and practically important

for the steady behaviours of long time simulations. That is the reason why it

is a preferable choice for the slow convergent biomolecular dynamics, although

its cumulated error is relatively large (i.e., O
(

δt2
)

) against other high order

approximation solutions, for instance, fourth-order Runge-Kutta (i.e., O
(

δt4
)

).

Furthermore, these symplectic algorithms preserves certain important properties

of original Hamiltonian system, such as, volume of phase space.

Due to the simultaneously evaluated r and v at same t, velocity Verlet ini-

tiates naturally, but leap-frog requires knowledge about previous velocity, which
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(a) Leap-frog scheme

r

v

f

t−δt t t+δt

t−δt
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2

(b) Velocity Verlet scheme

r
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f

t−δt t t+δt

t−δt
2

t+δt
2

Figure 2.1: The different versions of Verlet algorithm [74], (a) leap-frog form and
(b) velocity Verlet form. Under leap-frog, the evolutions of position and velocity
have a half-step time difference, but those of velocity Verlet are at the same
pace. The force are called once in (a) but twice in (b), which cause troubles to
the latter under large N system.

lead to their non-identical trajectories. More importantly, some detailed refine-

ments on ensembles, like pressure, are only possible through velocity Verlet. On

the other hand, leap-frog is more efficient for large system, because of its half-

size global communication calls on forces. Therefore, generally speaking, we use

leap-frog algorithm for NTV ensemble, and velocity Verlet integrator for NPT

ensemble in our simulations.

2.3 DNA force field

A leftover quantity, the potential energy, V
(

rN
)

, that is barely touched during

last section, is our knowledge about the system. It is assumed to well reflect

the behaviours of nature, and theoretically approachable through quantum me-

chanics (QM). However, due to its computational limit, for biological system, we

still need to stay in the classical regime, and using a series of empirical energy

functions to approximate the system intrinsic potential energy. Such approxima-

tion includes physically meaningful potential energy forms (Equation 2.7) and

a set of experimentally determined parameters. Together with the topologies of
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molecules, they are called “force field”.
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qiqj
4πǫ0rij
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(2.7)

In Equation 2.7, this total potential energy are composed of bonded and non-

bonded terms, where first three are sums of bonded potentials, representing two,

three and four body covalent interactions, respectively; last two are sums of non-

bonded potentials, including van der Waals (VDW) and electrostatic interactions.

These interactions are expressed in commonly adapted forms, and are illustrated

in Figure 2.2. In the following paragraphs, each interaction and corresponding

parameters are explicitly described in detail.

The bonded interactions are covalently based, containing stretch, bending,

torsion responses for particular bond. The bond stretching is usually described

by harmonic potential, where the energy increases quadratically with the magni-

tude of deviations against the equilibrium length, b0. Sometimes, more realistic,

but computation inefficient functions are used, such as Morse potential. For de-

scribing the bond angle vibrations, harmonic functions with energy minimal θ0

are frequently used, but other versions are also possible, for instance, the cosine

based angle potential in GROMACS-96 force field. Regarding the four-body in-

teractions, the dihedral angle (i.e., torsional angle) often prefers several angle

ranges to avoid steric congestions, e.g., syn, anti; cis, trans, gauche+, gauche−,

etc. Thus, its potential energy is wavelike, which is commonly approximated by

simple periodic form, Ryckaert-Bellemans function or several truncated terms

(i.e., n = 3 or 4) of its Fourier series, generally expressed as the third term

in Equation 2.7, where γ denotes a phase shift. Additional “improper” dihe-

dral terms are incorporated into force fields to restrain the out-of-plane motions,

like those in DNA bases. For AMBER force fields, they are expressed in the

same way as proper dihedral, while taking a harmonic form in CHARMM force
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fields. Besides these independent terms, coupling effects can be handled using

cross terms, such as stretch-stretch, bending-bending, stretch-bending, etc. For

example, CHARMM force fields have a Urey-Bradley term, which represents

stretch-bending coupling.

θ
r

φ
θ

q+q+

q-

Figure 2.2: Illustrations on different empirical functions in force field. Bonded
interactions: (a) 1 − 2 interactions. The stretching of bond follows Hook’s law,
which equilibrates at bond length, b0, with a stiffness of twice Kr. (b) 1 − 3
interactions. The bending of bond is in harmonic form as well, whose energy is
Kθ (θ − θ0)

2. (c) 1 − 4 interactions. Torsional energy is often periodic, taking
various types even in single force field. Proper dihedral interactions reflect the
torsional constrains in sequential linked atoms, ijkl; the torsion angle φ is defined
by dihedral angle between ijk and jkl plane. Improper dihedral interactions are
sometimes defined on non-sequential linked atoms to restrain certain geometry.
Non-bonded interactions: (d) pairwise VDW and Coulomb interactions. The
figure uses electrostatic interactions as an example, where partial point charges
locate at the center of atoms, representing the polarized electron cloud. The like
charges repel each other and unlike charges attract each other, while their forces
are centro-symmetric.

The non-bonded interactions are pairwise electromagnetic forces between

atoms, even without requiring shared electrons. The VDW interactions are rep-

resented by the Lennard-Jones interactions (i.e., 6− 12 potential), containing a

repulsive, r−12
ij , and an attractive terms, r−6

ij , which have an energy minimum

when their inter-atom distance equals the sum of VDW radii of the two atoms.

Occasionally, the repulsion forces are described by an exponential form, which

yields the robust, realistic, but expensive Buckingham potential. On the other

hand, the electrostatic effects are modelled using Coulomb interactions between
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partial point charges at the center of atoms, as the last term in Equation 2.7,

where its coefficient normally written in relative dielectric constant, ǫr = 4πǫ0.

Although the pairwise interactions are also applicable to boned atoms, they are

assumed to be folded into two-body and three-body interactions already. As a

result, we only consider the pairs that are three or more than three bonds away

from each other. However, for 1− 4 non-bonded interactions, they are certainly

coupled with torsion constraints. To compromise the overestimation effects, scale

factors are commonly employed for these four-body non-bonded interactions, for

instance, in AMBER force fields, 1/2.0 and 1/1.2 are used to scale down 1 − 4

VDW and 1−4 electrostatic interactions respectively. From computational point

of view, the exhausted summations of these pairwise interactions are inefficient,

especially for large system. Practically, these pairwise terms are only evaluated

at short range with the help of neighbour lists, while long-range interactions are

tackled with special techniques. In GROMACS package, dispersion corrections are

integrated for the cut-off effects of long-range Lennard-Jones potentials. Respect

to long-range electrostatic interactions, Particle-Mesh Ewald method [75, 76] are

used to speed up the reciprocal summations.

Next, in order to better understand and select DNA force fields, we are go-

ing to outline the processes for force field parameterizations. It is a very rich

and challenging subject to approach the potential energy of system by fitting

above analytical functions with large amount of parameters, through incorporat-

ing different kinds of experimental data, such as known liquid solid properties,

vibrational frequencies from Raman spectroscopy, structures from NMR, crystal-

lography and ab initio QM calculations, etc. Atom types of particular force field

are defined based on their targeting system; for biomolecules, such as protein

or nucleic acids, ∼ 40 to 60 atom types are needed. Same element may have

multiple atom types, and each describes certain hybrid orbital resulting from as-

sociation with particular neighbours. Interactions involving different atom types

have different parameters. Note that if certain parameters are deviate from op-

timization a lot, the potential energy can still be restored from corrections on

some other parameters. So, the relatively straightforward bend, angle parame-

ters are firstly fixed. Then, the parameters for VDW, Coulomb interactions were
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carefully determined on top of b0, θ0, Kr and Kθ. Finally, the coefficients for er-

ror dominant torsional energy were tuned at last, through extensive comparisons

against relative large-scale experimental observations and/or ab initio calculated

energy landscapes for specific system. Force fields are updated and corrected

constantly, given some new experimental observations or unexpected simulated

behaviours, while these modifications are usually on these dihedral interactions.

For DNA molecules, we are focusing on the development of AMBER force

fields, because its latest DNA version, ParmBSC0, is currently used under our

simulations. In 1994, Cornell et al. [77] presented explicitly stated Parm94, which

was a major modifications based on Weiner et al. [78, 79] force field and targeted

its applications on biomolecular simulations. It equipped with improved charge

models based on 6-31G∗ basis set, and recalculated VDW parameters using liquid

simulations. These provided profound base for subsequent AMBER force fields.

Regarding DNA related dihedral potentials, corresponding parameters in Parm94

were deliberately determined through studying free energy vs. sugar pucker,

backbone angle γ and base angle χ. Notably, the expected preference of C2’-

endo over C3’-endo sugar puckering outperformed early versions of CHARMM

force fields. Later, Parm98 [80] modified some torsional potentials, which led to

better DNA morphologies that resemble crystal structures in twist, rise, minor

and major groove width, etc. Nevertherless, Parm98 was known to increase

the energy barrier for C2’-endo to C3’-endo transition, which over-stabilized B-

form. This problem was corrected by Parm99 [81], which obtained superior sugar-

puckering properties and χ angles on top of Parm98. In early 2000, Zakrzewska

et al. [82] reported a massive irreversible α/γ transitions away from expected

gauche−/gauche+ state in a 50 ns MD simulation. Its amendment gave rise to

the newest ParmBSC0 [83], which well fitted the simulated α/γ potential energy

to ab initio QM calculations through introducing an additional atom type CI

and its associated torsion terms. More importantly, ParmBSC0 improved the

helical shapes and stabilities of B-DNA, which prolonged the possible simulation

timescales up to ∼ 200 ns.
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2.4 DNA initial structure generation

In order to initialize an efficient DNA MD simulation, we need to design their

full-atomic structures. These initial guesses are critical, because a “good” guess

helps to shorten reaction path and reduce simulation time. Generally speaking, a

reasonable initial conformation should have smooth energy distributions among

all atoms, and should be as close as possible to final conformation of interest.

In this section, we devote many efforts in understanding the geometries and

arrangments of DNA building blocks (i.e., Watson-Crick basepairs for A, B-

DNA), in order to achieve better initial DNA structures.

2.4.1 Basepair reference frame and orientation

Strand I

Strand II

Major groove

Minor groove

x̂

ŷ

ẑ

O

C

Figure 2.3: Here we use C≡G basepair as example, and only complementary
bases are shown. The gray plane, which is the perpendicular bisector of the line
segment (C1’ C1’) at the midpoint C, intersects with the line segment (C6 C8)
at O. x -axis directs from C to O. y-axis is parallel to (C1’ C1’), pointing towards
the Strand I. z -axis is ẑ = x̂× ŷ.

To generate the whole DNA molecule, ideal Watson-Crick basepairs (A=T,

T=A, G≡C and C≡G) are sequentially arranged and stacked one after another. In

order to do that, we need some geometry definations. Given an ideal Watson-

Crick basepair, a reference frame is required to assign its three-dimensional ori-

entation as a whole. The standard reference frame, suggested by Olson et al.

[84], follows the guidelines proposed on EMBO Workshop on DNA Curvature
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and Bending, 1988 [85]. It is defined using the coordinates of four atoms, C6

from pyrimidine (C and T), C8 from purine (G and A), and two sugar C1’ atoms.

The pseudo-dyad axis of basepair (i.e., x -axis) runs from the midpoint between

two C1’ atoms towards the major groove, passing through the intersection point

of (C1’ C1’) perpendicular bisection plane and (C6 C8) line. Then this intersec-

tion point is defined as the origin of reference frame. Staring from the origin, the

y-axis points to the sequence strand (i.e., Strand I) and parallels with (C1’ C1’)

line. The z -axis of this right-handed triad is perpendicular with xy-plane.

Starting from the 5′ end of Strand I to its 3′ end, we number the bases on

Strand I from 1 to N , and from 2N to N + 1 for bases on Strand II. Along the

same direction, the basepairs, as well as the reference frames, are enumerated

from 1 to N . For (i+ 1)th basepair, the positions of all atoms are fixed within

its reference frame, and oriented as a group in 3D against that of ith basepair.

This spatial arrangement can be described by six orientation parameters (i.e.,

sequential basepair parameters), three rotational parameters, tilt, roll, twist,

denoted by τ , ρ and Ω, and three translational parameters, shift, slide, rise,

denoted by Dx, Dy and Dz along x, y, z -axis respectively (Figure 2.4). The

axial directions mark the positive directions of translational parameters, while

the rotational parameters obey right-handed rules.

O

x̂

ŷ

ẑ

Dx

Dy

Dz

τ

ρ

Ω

O

x̂

ŷ

ẑ

Sx

Sy

Sz

κ

ω

σ

Figure 2.4: In the left coordinates, the six sequential basepair parameters de-
scribe the relative orientation between adjacent local basepairs. The rotational
parameters, including tilt (τ), roll (ρ) and twist (Ω), are coloured in blue, and
the translational parameters, including shift (Dx), slide (Dy) and rise (Dz), are
coloured in red. While, in the right coordinates, the six complimentary base
parameters describe the relative orientation of the two bases within basepair.
The rotational parameters, including buckle (κ), propeller twist (ω) and opening
(σ), are coloured in blue, and the translational parameters, including shear (Sx),
stretch (Sy) and stagger (Sz), are coloured in red. The arrow directions mark
the positive directions of parameters.
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2.4.2 DNA helix computation scheme

Here we introduce the Cambridge University Engineering Department Helix com-

putation Scheme (CEHS) [86] for achieving target basepair arrangements from

given aforementioned parameter sets. Since the non-commutativity among rota-

tional parameters, additional constrains are required for unique descriptions of

spatial arrangements from τ , ρ and Ω. One of such constraints is the invariance

of parameter values when changing directions. In other words, the set of param-

eters should be the same no matter arranging (i+ 1)th basepair related to ith

basepair or vise versa. Based on the recommendation by EMBO workshop [85],

the concept of middle frame (M) was used to attain such reversibility, which is

the “half-way” reference frame located right between ith and (i+ 1)th reference

frame. With the help of middle frame, we describe the detailed processes for

carrying out CEHS as Figure 2.5, then summarize it mathematically later.

1. We, firstly, prepare to bend the DNA, where the total bending (i.e., Roll-

Tilt angle) is the combination of tilt and roll, as,

Γ =
√

τ2 + ρ2. (2.8)

Because the bending is directional, which is within a particular plane in

3D, we need to find a new axis first, that is perpendicular to this plane,

and functions as “hinge” in the bending process. This axis is defined as

Roll-Tilt axis (H), which is determined by relative magnitudes and signs

of roll, tilt angles, as follow,

Ĥ =
ρ

Γ
ŷM +

τ

Γ
x̂M (2.9)

, where ŷM and x̂M is the y, x -axis unit vector of middle frame. And this

Ĥ is inclined with y-axis at an angle φ = tan−1
(

τ
ρ

)

.

2. Starting from the middle frame, we align y-axis with Ĥ by rotating −φ

about z -axis. Then, we rotate (i+ 1)th basepair half Roll-Tilt angle about

Ĥ positively, and ith basepair same amount negatively to get total bending

Γ. This also ensures the correct relative distributions of tilt and roll.
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Oi

Oi+1

H

x̂M

ŷM

ẑM

(φ)

x̂′M

ŷ′M

ẑ′M

x̂′i

ŷ′i

ẑ′i

(

−Γ
2

) x̂i

ŷi

ẑi

(

φ− Ω
2

)

x̂′i+1

ŷ′i+1

ẑ′i+1

(

Γ
2

)

x̂i+1

ŷi+1

ẑi+1

(

φ+ Ω
2

)

Figure 2.5: The CEHS constructive illustrations for building sequential basepairs
spatial arrangements starting from the “middle frame” (solid black triad). For
clear demonstrations, the ith (red) and (i+ 1)th (blue) basepairs are moved apart
by same amount before any rotations. The “hinge” (H in gray; Roll-Tilt axis)
is the bending axis, which is inclined at ŷM with (φ). First, we rotate the solid
black triad against ẑM by (−φ), which aligns ŷ′M with H and gets the dotted
black triad. Then, we bend it about H by

(

Γ
2

)

and
(

−Γ
2

)

to generate the dotted

blue and red triad, respectively. Finally, the reference frame of (i+ 1)th basepair
(solid blue triad) is achieved by rotating

(

φ+ Ω
2

)

around ẑ′i+1, while that of

ith basepair (solid red triad) is achieved by rotating
(

φ− Ω
2

)

around ẑ′i. The
translation is communicative, Oi+1, Oi is resulted from moving OM by half of
Dx, Dy, Dz in x̂M, ŷM, ẑM directions positively and negatively, respectively. Note
that intermediate unit triads, x̂′, ŷ′, ẑ′, are not in unit length for clear illustration.

3. Then, we finish the bending by restoring the hinge alignment processes.

Starting from the dotted temporary frames in Figure 2.5, we take a φ angle

turn on each basepairs about the updated z -axis.

4. Now, we twist the DNA by rotating basepairs apart from each other. This is

proceeded in the same way as last step, but taking half twist angle positively
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for (i+ 1)th basepair, and half twist angle negatively for ith basepair, which

yields total twist of Ω.

5. Finally, we translate the (i+ 1)th and ith basepair by
[

Dx

2 ,
Dy

2 , Dz

2

]T

, and
[

−Dx

2 ,−Dy

2 ,−Dz

2

]T

away from origin in middle frame, respectively.

As we can see, CEHS applies reversible and symmetric rotational and trans-

lational movements on both basepairs from the middle frame. It firstly bends

DNA, secondly twists it and finally moves basepairs apart. This scheme en-

sures the correctness of most significant twist (i.e., large positive angles), while

putting the correlative effects into minor components, tilt and roll (i.e., usually

around 0◦). Mathematically, CEHS represents the 3D orientations of rigid bodies

in terms of zyz -Euler angle, and can be expressed using transformation matrix.

Therefore, the procedures above are written as the equation group below [86, 87],

Ti+1 = RM
i+1TM =

[

Rz (−φ)Ry

(

Γ

2

)

Rz

(

φ+
Ω

2

)]

TM

Ti = RM
i TM =

[

Rz (−φ)Ry

(

−Γ

2

)

Rz

(

φ− Ω

2

)]

TM

Oi+1 =
1

2
[Dxx̂M +Dy ŷM +Dz ẑM] +OM

Oi = − 1

2
[Dxx̂M +Dy ŷM +Dz ẑM] +OM

(2.10)

, where T = [x̂|ŷ|ẑ] is the direction cosine matrix, R is elementary rotation matrix

here, O is the origin coordinates; their superscripts mean against particular vector

or frame, and subscripts mean of particular vector or frame.

DNA structure construction processes are much easier, if it is built from one

basepair to next without altering the spatial arrangements of previous dismissed

basepairs. The scheme are more operative by setting the reference to ith basepair,

instead of the middle frame. So, we rewrite Equation 2.10, by plugging in the

inverse relationship from M back to ith reference frame [i.e., Ri
M =

[

RM
i

]−1
=

[

Rz
(

Ω
2 − φ

)

Ry
(

Γ
2

)

Rz (φ)
]

] in front of first equation, into recursive forms, as,

Ti+1 = Ri
MRM

i+1Ti =

[

Rz

(

Ω

2
− φ

)

Ry (Γ)Rz

(

φ+
Ω

2

)]

Ti

TM = Ri
MTi =

[

Rz

(

Ω

2
− φ

)

Ry

(

Γ

2

)

Rz (φ)

]

Ti

Oi+1 = [Dxx̂M +Dy ŷM +Dz ẑM] +Oi.

(2.11)
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2.4.3 Bending B-DNA as example

The orientation scheme described above is generally applicable to any twist-

dominant helical arrangements. The values of parameters, as well as idealized

coordinates within single basepairs define the final DNA structures. For differ-

ent types of DNA, different building blocks and sequential basepair parameters

should be used. Here is a set of parameters that represents the structure of

canonical B-DNA, listed in Table 2.1.

The two columns of this table, list the sequential basepair and complimentary

base parameters for standard B-form DNA. We have extensively explained the

sequential basepair parameters before, which are parameters that represents the

six degree of freedom between adjacent basepairs. However, we have omitted

the fact that, within a basepair, the two complimentary bases attached to each

backbone also orient with each other with six degree of freedom. The compli-

mentary base parameters are six similar parameters (i.e., three rotational and

three translational parameters) that represent this relative spatial arrangement,

as shown in Figure 2.4. Furthermore, the CEHS, used in case of basepair refer-

ence frame, is also directly applicable to these parameters, by simply reorienting

the base triad, x, (-z ), y-axis as x, y, z -axis. Then the orientation scheme can be

mathematically expressed similar to Equation 2.11, as follow,

Ti,I = Ri,II

M′RM′

i,I Ti,II =
[

Rz
(ω

2
− φ′

)

Ry (γ)Rz
(

φ′ +
ω

2

)]

Ti,II

TM′ = Ri,II

M′ Ti,II =
[

Rz
(ω

2
− φ′

)

Ry
(γ

2

)

Rz
(

φ′
)

]

Ti,II

Oi,I = [Sxx̂M′ + SyŷM′ − Sz ẑM′ ] +Oi,II

(2.12)

, where I, II indicate the base attached to particular strand, and M′ is the middle

frame between two base reference frames. This middle frame is defined as base-

pair reference frame in the DNA analytical procedures. Due to the reorientation

of triad, the “bending angle” (i.e., Buckle-Opening angle, γ) is the combination

of rotations in x and (-z )-axis, γ =
√
κ2 + σ2. And, the “hinge” (i.e., Buckle-

Opening axis, h) inclines with (-z )-axis at φ′ = tan−1
(

κ
−σ

)

.

In practice, generalized B-DNA basepairs coordinates are usually utilized,

which are either direct solved structures, such as the coordinates in the Landolt-
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Sequential basepair para. Complimentary base para.

Tilt (τ) −0.1◦ ± 2.5◦ Buckle (κ) 0.5◦ ± 6.7◦

Roll (ρ) 0.6◦ ± 5.2◦ Propeller twist (ω) −11.4◦ ± 5.3◦

Twist (Ω) 36.0◦ ± 6.8◦ Opening (σ) 0.6◦ ± 3.1◦

Shift (Dx) −0.02 ± 0.45 Å Shear (Sx) 0.00 ± 0.21 Å

Slide (Dy) 0.23 ± 0.81 Å Stretch (Sy) −0.15 ± 0.12 Å

Rise (Dz) 3.32 ± 0.19 Å Stagger (Sz) 0.09 ± 0.19 Å

Table 2.1: B-DNA average sequential basepair parameters are listed in the left
column, with respective standard deviations. While, the second column lists that
of complimentary base parameters. The data is calculated from multiple high
resolution (< 2.0 Å) crystallographic structures using X3DNA [84].

Börnstein database [88, 89] or orientationally optimized using bases coordinates

(e.g. by Olson at el. [84]). These idealized basepairs simplifies building processes;

thus, complementary base parameters can be considered as fixed around the

averages, as shown second column in Table 2.1. As a result, we only need to

focus on the sequential basepair parameters. Now, using these building blocks

and the sequential basepair parameters, we can easily build a straight B-DNA

with any particular sequence one basepair at a time, following the CEHS. Note

that the most significant sequential basepair parameters are twist and rise. As

long as these two parameters are around the optimal values, while others are not

far from zero, we can generate a “good” initial B-form DNA structures.

Nevertheless, we are not satisfied with only building the straight B-DNA. By

introducing some periodical changes (i.e., following DNA helical turns) to sequen-

tial basepair parameters, we can induce various kinds of gradual changes to DNA

global conformations, such as bending or unwinding. Using bending as example,

the significant twist and rise are fixed to maintain B-form, while the bending

sensitive tilt and roll are slightly modified. Normally, we want to introduce a

consistent bending, which requires a constant Roll-Tilt angle, while keeping the

hinge pointing to similar directions for all basepairs. We can approximate this

using following relationship,

τi = Γ0 sin
(

(i− 1)Ω + φM1

0

)

ρi = Γ0 cos
(

(i− 1)Ω + φM1

0

)

(2.13)
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, where Γ0 is the average bending angle for each basepair, and φM1

0 is approximate

the inclining angle of each hinge with y-axis of the 1st middle frame.

Then, we bent the E6-94 sequence 94 bp B-DNA into planar minicircle, to

mimic the looped structures in DNA looping experiments by Cloutier and Widom

[3]. There are 94 basepair steps in total, including 94th to 1st closing basepair

step. Using Equation 2.13, the circular shape is achieved by setting 94×Γ0 = π,

and the integer number of helical turns (i.e., multiple of ∼ 10.5 bp) ensures a

proper closing orientation between the two ends. With additional minor modi-

fications of other parameters (i.e., rise and twist for better ends matching), we

can get the targeted minicircle as shown below.
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G
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Figure 2.6: The block view of 94 bp E6-94 sequence mini circle. Each basepair
is presented as a rectangle, whose long sides are parallel with y-axis of partic-
ular reference frame, short sides are parallel with its x -axis, and minor groove
edges is coloured in black. The DNA, with top strand sequence labeled at outer
circle, starts from 1st bp at 3-o’clock (red), runs clockwise, and ends to 94th bp
(blue). The particular 20 bp partial sequence in black was used for simulations
in Chapter 3, 4.
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2.5 DNA conformational analysis

Once the MD simulations initiate, thousands of atoms start to bounce thermally

back and forth in femtosecond timescales, thus DNA overall conformations dy-

namically deviate from their initials towards equilibrated states. Now, we have

to quantify these structural evolutions by translating these large amount, high

frequency atomic trajectories to macroscopic parameterized fluctuations, such

as bending or end-to-end distance dynamics. In short, this aim is achieved by

grouping highly correlated atoms, assigning representative triads and evaluating

spatial arrangements. Because these DNA conformational analysis are essential

in bridging simulation raw data to our results, we are going to comprehensively

illustrate those processes in this section.

2.5.1 Base, basepair reference frames for fluctuating DNA

At each time step, we have an instant DNA configuration (i.e., rN , where r is

position vector and N is number of DNA atoms). It is intuitive to represent

this DNA configuration using its centerline. Practically, we treat each Watson-

Crick basepair of DNA as a block, as shown in Figure 2.6, and representing its

3D orientation using a triad originated at the basepair center. These discretized

triads along DNA form the trace of DNA configuration in Cartesian coordinate.

These representative triads are exactly the basepair reference frames used in last

section. However, in this case, the atoms are depart from the ideal Watson-Crick

basepairs used for building up DNA. Therefore, it is nontrivial to define these

basepair reference frames from rN .

Extracting the overall DNA conformations from MD trajectories is a process

of reducing degrees of freedom, by selecting configuration significant components,

grouping highly correlated atoms, ignoring their relative motions and represent-

ing them with reference frames. Here we explicitly illustrate these procedures.

Firstly, we focus on purine and pyrimidine bases, because they are pairing, stack-

ing with each other and forming the central core of DNA. The bases are more

significant in basepair centroid determinations, while, the more flexible sugar and

phosphate backbone are flapping in peripheral. Moreover, for individual bases,
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their structures are never deviate much from the “standard”, because of relative

rigid conjugated rings. As a result, we prefer to fit the standard bases [90],

with preassigned base reference frames attached [84], to each observed instant

base atomic arrangements by minimizing the sum of squares of their residual

errors. This least-square fitting was implemented by Horn in 1987 [91] to find

a closed-form solution of their absolute orientation, whose deviation is simpli-

fied by representing rotations with unit quaternions, see Appendix C for details.

Then, based on two base reference frames of complimentary bases within each

Watson-Crick basepair, their middle frame (i.e., the half-way rotational triad

between two reference frames as defined in Section 2.4) is obtained as basepair

reference frame. This way, we can describe instant DNA global shape using sets

of discretized triads.

2.5.2 DNA orientation analysis by CEHS

Based on sets of reference frames (each denoting a local orientation of DNA),

more intuitive representations of DNA spatial arrangements, such as bending or

twisting, are further calculated using CEHS. Given two reference frames, their

relative spatial arrangements can described by three translational and three ro-

tational parameters, as shown in Section 2.4. Due to the anisotropic nature of

DNA, some parameters are more significant to the global conformations, while

some are more sensitive to certain types of constraints. Here, we are going to

conduct orientation analysis to decouple those parameters by reversibly apply-

ing the CEHS. In other words, CEHS, which is introduced before for building

up relative orientation with given parameters, is suitable to assess orientation

parameters with given triads, as well.

Here is the procedures to calculate the complimentary base parameters, using

the two complimentary base reference frames within a Watson-Crick basepair

assigned in Subsection 2.5.1. The geometries of reference frames are similar to

Figure 2.5, but,

1. triads are reoriented, with original x, y, z -axis replaced by x, (-z ), y-axis,

in order to decouple the most significant propeller twist at first,

2. base of Strand II is at bottom, and that of Strand I is at top, following the
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positive direction of y-axis.

Firstly, Buckle-Opening angle, which is the combination of rotations in x, (-z )-

axis, is determined using the y-axes as,

γ = cos−1 (ŷi,II · ŷi,I) (2.14)

, where i indicates the basepair number, and I, II denote the strand. Next, the

Buckle-Opening axis is obtained using,

ĥ = ŷi,II × ŷi,I. (2.15)

Then, the two reference frames, which can be expressed using direction cosine

matrices, Ti,I and Ti,II, are rotated negative and positive half Buckle-Opening

angle respectively, to coincide their y-axis,

T ′
i,II = Rĥ

(γ

2

)

Ti,II

T ′
i,I = Rĥ

(

−γ

2

)

Ti,I
(2.16)

, where Rê (θ) represents the rotational operation of θ angle around normalized

arbitrary axis ê = [ex, ey, ez ]
T , in following explicit form,







e2x +
(

e2y + e2z
)

cos θ exey (1− cos θ)− ez sin θ exez (1− cos θ) + ey sin θ

exey (1− cos θ) + ez sin θ e2y +
(

e2x + e2z
)

cos θ eyez (1− cos θ)− ex sin θ

exez (1− cos θ)− ey sin θ eyez (1− cos θ) + ex sin θ e2z +
(

e2x + e2y
)

cos θ






.

(2.17)

The middle frame (M′) of two complementary base reference frames (i.e., basepair

reference frames) is defined as TM′ , which locates right between T ′
i,I and T ′

i,II. It

can be achieved by summing up the directional cosine matrices, then normalizing

column-wise. As a result, TM′ = [x̂M′ |ŷM′ |ẑM′ ] originated at OM′ is,

ŷM′ =
ŷ′i,II + ŷ′i,I
‖ŷ′i,II + ŷ′i,I‖

OM′ =
1

2
[Oi,II +Oi,I]

(2.18)

, where x̂M′ and ẑM′ can be calculated in similar way.

Through above procedures, the x′z′-planes of two transformed frames are
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parallel to each other, and propeller twist is directly obtained by,

|ω| = cos−1
(

x̂′i,II · x̂′i,I
)

(2.19)

, where ω > 0, if
[

x̂′i,II × x̂′i,I

]

· ŷM′ > 0, and ω < 0, if
[

x̂′i,II × x̂′i,I

]

· ŷM′ < 0.

Then, the incline angle between Buckle-Opening axis and (-z )-axis is,

|φ′| = cos−1
(

ĥ · −ẑ′M
)

(2.20)

, where φ′ > 0, if
[

ĥ× ẑM′

]

· ŷM′ < 0, and φ′ < 0, if
[

ĥ× ẑM′

]

· ŷM′ > 0.

Based on φ′, the buckle and opening rotation are decoupled from the combined

Buckle-Opening angle as,

κ = γ sinφ′, σ = −γ cosφ′. (2.21)

Finally, the translational parameters, shear, stretch and stagger, are separated

from their linear combinations using,

[Sx, Sy,−Sz] = [Oi,I −Oi,II]
T TM′ . (2.22)

Based on the adjacent basepair reference frames, TM′ for ith and (i+ 1)th

basepairs, their sequential basepair parameters, which describes their six degree

rigid-body relative orientation, are calculated in similar manner, as below. And

their reference frame geometry is shown in Figure 2.5.

1. The total bending (i.e., Roll-Tilt angle) is obtained by z -axis deflection,

Γ = cos−1 (ẑi · ẑi+1) (2.23)

, where i stands for the basepair number.

2. The hinge axis (i.e., Roll-Tilt axis), which DNA bends about, is perpen-

dicular to both z -axles,

Ĥ = ẑi × ẑi+1. (2.24)

3. The two reference frames contra-rotate about Ĥ by Γ
2 each to eliminate the
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bending, and their transformed triads are,

T ′
i = R

Ĥ

(

Γ

2

)

Ti

T ′
i+1 = RĤ

(

−Γ

2

)

Ti+1.

(2.25)

4. The middle frame (M) right between the two transformed basepair reference

frames, T ′
i and T ′

i+1, is represented by TM = [x̂M|ŷM|ẑM] originated at OM,

which is obtained through,

ẑM =
ẑ′i + ẑ′i+1

‖ẑ′i + ẑ′i+1‖

OM =
1

2
[Oi +Oi+1]

(2.26)

, where x̂M and ŷM is averaged and normalized, too.

5. The magnitude of twist is quantified using,

|Ω| = cos−1
(

ŷ′i · ŷ′i+1

)

(2.27)

, while, its sign is determined in such way: Ω > 0, if
[

ŷ′i × ŷ′i+1

]

· ẑM > 0,

and Ω < 0, if
[

ŷ′i × ŷ′i+1

]

· ẑM < 0.

6. the magnitude of incline angle between the Tilt-Roll axis and yM is,

|φ| = cos−1
(

Ĥ · ŷM

)

(2.28)

, which is positive, when
[

Ĥ × ŷM

]

· ẑM > 0; and is negative, when
[

Ĥ × ŷM

]

· ẑM < 0.

7. The φ indicates the relative contributions of tilt and roll to total bending,

which isolates the correlated rotations in x and y-axis in following way,

τ = Γ sinφ, ρ = Γcosφ. (2.29)

8. The independent, shift, slide and rise, are directly obtained by projecting

the displacement of basepair reference frames onto middle frame triad, as,

[Dx,Dy,Dz ] = [Oi+1 −Oi]
T TM. (2.30)
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2.6 Advanced sampling

For non-interactive, thermal equilibrated system connected with a heat bath, the

probability density function of particular configuration follows the Boltzmann

distribution,

ρ
(

rN
)

∝ exp
(

−βH
(

rN
))

(2.31)

, where H is the Hamiltonian, which in general includes internal energy and ex-

ternal energy. Then, most system properties of interest can be achieved through

corresponding ensemble averages, for instant, the likelihood of system along par-

ticular reaction coordinate, ξ,

ρ(ξ) =

∫

δ
(

ξ
(

rN
)

− ξ
)

exp
(

−βH
(

rN
))

dNr

∫

exp
(

−βH
(

rN
))

dNr

=
〈

δ
(

ξ
(

rN
)

− ξ
)〉

(2.32)

, where δ is the Dirac delta function. In this thesis, we are focusing on configura-

tion space only by ignoring the momentum term, but the formulas are extensible

to entire phase space.

By assuming the ergodicity of system, the ensemble average is the same as

time average, for example, Equation 2.32 is equivalent to,

ρ(ξ) = lim
τ→∞

1

τ

∫ τ

t=0
ρ (ξ(t)) dt . (2.33)

As a result, it is possible to study the system properties by directly populating

trajectories using MD simulations. However, an exhausted sampling is never

possible for typical biological systems. The sampling process is limited by com-

putational power and high dimensionality. Furthermore, the system is usually

trapped in some local energy minimums, blocked by nearby energy barriers within

its frustrated energy landscape. While, the rare events, where targeted properties

may reside in, are commonly insufficiently explored. So the techniques, which ac-

celerate the sampling process and enlarge the sampling areas, are required. Here

we focus on umbrella sampling technique, which is extensively used in Chapter 4

and 5 to inspect DNA micromechnical properties.
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2.6.1 Umbrella sampling

Statistically, umbrella sampling [92] is an reweighting sampling method, which

weights particular events more to enhance the sampling at targeted regions of in-

trinsic distributions; physically, it applies a biased potential to constraint the sys-

tem near certain configurations. As a result, it significantly improve the efficiency

of energy landscape explorations. Here we are going to derive the central rela-

tionship, which restores the Boltzmann distribution from simulated non-physical

statistics.

The generalized Hamiltonian with biased potentials is in form of,

H{λ}

(

rN
)

= λ0H0

(

rN
)

+

W
∑

i=1

λiVi
(

rN
)

(2.34)

, where H0 is the intrinsic Hamiltonian of system, Vi, for i = 1, 2, · · · ,W

are generalized restrain potentials (i.e., external energy). While, {λ} =

{λ0, λ1, · · · , λW } is the coupling parameter set, which indicates the applied po-

tentials, (e.g., {0} represents the unbiased case, where λ0 = 1 and others are

zeros. Note that λ0 is always unity.)

ρ{λ},β(ξ)

=

∫

δ
(

ξ
(

rN
)

− ξ
)

exp
(

−βH{λ}

(

rN
))

dNr

∫

exp
(

−βH{λ}

(

rN
))

dNr

=
Z{0},β

Z{λ},β
·

∫

δ
(

ξ
(

rN
)

− ξ
)

exp
(

−βH0

(

rN
))

W
∏

i=1

exp
(

−βλiVi
(

ξ
(

rN
)))

dNr

∫

exp
(

−βH0

(

rN
))

dNr

=

(

W
∏

i=1

exp (−βλiVi(ξ))
)

· Z{0},β

Z{λ},β
·

∫

δ
(

ξ
(

rN
)

− ξ
)

exp
(

−βH0

(

rN
))

dNr

∫

exp
(

−βH0

(

rN
))

dNr

=

(

W
∏

i=1

exp (−βλiVi(ξ))
)

·
Z{0},β

Z{λ},β
· ρ{0},β(ξ) .

(2.35)

The Boltzmann distribution is usually represented against particular reac-

tion coordinate, ξ. So, the restrain potentials are selected to forcibly sampling
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along ξ, where the functions of ξ only are commonly used, Vi
(

rN
)

= Vi
(

ξ
(

rN
))

,

for i = 1, 2, · · · ,W . Now, the probability density function at particular re-

action coordinate from biased sampling can be expressed as ensemble average

(Equation 2.32). Then it links to that from unbiased sampling, following above

Equation 2.35, where Z is the partition function of particular system.

Finally, the unbiased generalized free energy, F = −kBT lnZ, is analytical

expressed by,

F{0},β(ξ) = −β−1 ln
(

ρ{λ},β(ξ)
)

−
W
∑

i=1

λiVi(ξ) + F{λ},β (2.36)

, with a weight factor F{λ},β = −β−1 lnZ{λ},β , which is dependent of coupling

parameter set, and is independent of reaction coordinate. Illustratively, corrected

free energy curves obtained (i.e., subtracting applied potentials) from differently

constraint simulations under same temperature offset each other by a constant.

F{λ}i,βi
bring them together, which can be estimated using methods, such as

Weighted Histogram Analysis Method (WHAM).

2.6.2 Weighted Histogram Analysis Method

WHAM [93, 94] utilizes all the information obtained during biased sampling

processes to retrieve the underlining unbiased Boltzmann distribution. The key

is to estimate the relative weights among different attempts. More explicitly,

F{λ},β are iteratively evaluated to minimize the variations of intrinsic number of

microstates, Ω. Here we are going to derive the recursive equations that combines

all the statistics to reconstruct the free energy landscape.

The Hamiltonian is further expressed into H{λ} =
∑W

i=0 λiVi. During the jth

run, the bin size scaled number of microstates around generalized coordinate is

estimated by,

Ω̃j ({V} , ξ) = nj ({V} , ξ) exp
((

W
∑

i=0

βjλi,jVi
)

− βjF̃j

)

(2.37)

, where nj is the occurrence within particular histogram, and F̃j (i.e., the short

form of F̃{λ}j ,βj
) is the free energy of jth system. The optimized Ω̃ ({V} , ξ) from
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total of R runs is achieved by tuning a set of direct weighting probabilities, wi,

for i = 1, 2, · · · , R, as,

Ω̃ ({V} , ξ) =
R
∑

j=1

wj ({V} , ξ) Ω̃j ({V} , ξ) . (2.38)

, where
∑R

j=1wj ({V} , ξ) = 1.

By minimizing the statistical error of δ2Ω̃ ({V} , ξ) against wj, we can solve

wj and yield the recursive WHAM equations,

p̃{λ},β ({V} , ξ) =

R
∑

k=1

g−1
k nk ({V} , ξ) exp

(

−β
W
∑

i=0

λiVi
)

R
∑

m=1

Nmg−1
m exp

(

−
W
∑

i=0

βmλi,mVi + βmF̃m

)

exp
(

−βjF̃j

)

=
∑

{V},ξ

p̃{λ}j ,βj
({V} , ξ)

(2.39)

, where p̃{λ},β ({V} , ξ) is the constrained probability around generalized coor-

dinate, Nm is the total count of events in mth run, and gm = 1 + 2τm, τm is

the integrated correlation time. When all restrain potentials are functions of

reaction coordinates ξ only, [e.g. the harmonic potentials are frequently used

Vi
(

ξ
(

rN
))

= κi

2

(

ξ
(

rN
)

− ξi
)2

, i = 1, 2, · · · ,W ], and all simulations are con-

ducted under same T = (kBβ)
−1, the above equations can be significantly re-

duced from (W + 2) to 1 dimensions as following,

p̃{λ},β(ξ) =

exp

(

−β
W
∑

i=1

λiVi(ξ)
)

R
∑

k=1

g−1
k nk(ξ)

R
∑

m=1

Nmg−1
m exp

(

−β
W
∑

i=1

λi,mVi(ξ) + βF̃m

)

exp
(

−βF̃j

)

=
∑

ξ

p̃{λ}j ,βj
(ξ) .

(2.40)

Lastly, the unbiased free energy difference profile, ∆F(ξ), relate to a reference

state (i.e., global energy minimum state is used in this thesis) with reaction

coordinate, ξ0, is readily evaluated from the non-constraint probabilities as below,

∆F{0},β(ξ) = −β−1 ln

(

p̃{0},β(ξ)

p̃{0},β(ξ0)

)

. (2.41)
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Chapter 3

DNA defects induced by strong

bending

3.1 Introduction

As we mentioned in Chapter 1, the knowledge of DNA homogeneity breakages

under constraints are critical to the understanding of DNA compaction biologi-

cally, and the refinements of WLC polymer model physically. Although the DNA

constitutive failures (i.e., defects) have been proposed and theoretically studied

before [6, 30, 5], direct and systematic investigations of its atomic nature and

intrinsic properties are still lacking.

Hereby, in this chapter, we are focusing on answering the questions associated

with the occurrences of defects within B-form DNA under bending constraints in

atomic-level resolutions. In short, we approached these by applying the bending

constraints through connecting a contractile spring to the two ends of a smoothly

bent DNA initial. By tuning up the spring constant (κ), we altered the strengths

of bending from weak to strong, then, obtained, analyzed and compared their

full-atom dynamical behaviours using MD simulations.

From these results, we observed the distinctive bending behaviours under

strong bending conditions, where localized sharp bends (i.e., kinks) present at

the middle of DNA fragments, against the “expected” uniform smooth bending

under weak bending constraints. Zooming in at their atomic details revealed the

existences of defects, in form of hydrogen bonding and basepair stacking disrup-
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tions. Moreover, the spatial, temporal correlations between basepair disruptions

and kink formations indicate that the defects induced by strong bending directly

lead to localized sharp bends, and in turn relax the initiating bending constraints.

Furthermore, we statistically summarized that the locations of defects always

occur at the AT-rich center of our sequence. Replacing this middle region with

higher GC content sequence do not significantly influence the defect central local-

izations, which means sequences only have minor effects on defect generations,

while bending geometry is the dominate factor.

3.2 Unconstrained MD to simulate classical B-form

DNA

In order to justify the simulation methods, as well as to obtain the control dy-

namics of classic B-DNA, an unconstrained MD simulation has been conducted

as benchmark on the 20 bp sequence specific DNA fragment. This particular se-

quence is extracted from the 94 bp high affinity nucleosome positioning sequence,

E6-94, used in the cyclization experiments by Cloutier and Widom [3], as listed

bellow,

5′ − GTGCGCACGAAATGCTATGC− 3′

3′ − CACGCGTGCTTTACGATACG− 5′.
(3.1)

The positions of basepairs, counted from the 5′ end of the top strand as 1 to 3′

end as 20, were indexed by i. The detailed location of above sequence in E6-94

is shown in Figure 2.6.

This simulation was prepared and ran using the latest GROMACS package (ver-

sion 4.5) [95, 96] under the newest Parm99 force field with ParmBSC0 corrections

[80, 83]. Before starting the MD simulation, a basic simulation unit (i.e., unit

cell) was properly generated. Firstly, a straight 20 bp B-form DNA was pro-

duced as initial following Section 2.4 with the help of X3DNA [97]. Secondly,

this initial structure was centered within a cuboid, where its first principle axis

parallels to longest edge (whose length is DNA length plus twice specific buffer

length, db = 1.6 nm), and second principle axis parallels with second longest edge

(whose length is DNA diameter plus twice the buffer length). Next, this unit cell
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was further prepared by filling the cuboid with TIP3P water [98], neutralizing

the negative charges on DNA using sodium counter-ions, and replacing water

molecules by sodium chloride to achieve 150 mM ionic strength. Lastly, it was fi-

nalized by energy minimization using the steepest descent method to remove any

energy unfavourable close contacts, then by thermolization using 200 ps velocity

rescaling and 200 ps Parrinello-Rahman pressure coupling simulations to adjust

its temperature and volume [99, 100]. Based on such prepared unit cell, a 70

ns MD simulation, without any constraints applied to DNA, was executed using

periodic boundary conditions, under NVT ensemble, with constant temperature

of 300 K and volume of ∼ 288 nm3.

(a) B-DNA helical repeat
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Figure 3.1: Helical repeat, nb,i (a) and helical pitch, Ph,i (b) along DNA are
derived using average twist and rise at particular site i over the last 20 ns of
70 ns simulation. Black lines show their global mean obtained by nb =

2π
〈Ω〉 and

Ph = 2π〈Dz〉
〈Ω〉 at 10.70 ± 0.07 bp and 3.34 ± 0.03 nm, respectively, where Ω is

twist, Dz is rise per basepair step, and the values after ± sign are corresponding
standard errors calculated from uncorrelated structure representatives. nb,i and
Ph,i are all around their global mean, which indicates the homogeneity of DNA.

The DNA conformations were collected per 1000 time steps (i.e., sampling

time interval ∆t = 1000 × 2 fs = 2 ps) from the last 20 ns out of the 70 ns
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simulation trajectories. These structural representatives are considered as equi-

librated ensembles, that represent the current stable state of DNA (i.e., in this

case, normal B-DNA energy minimum state). This can be justified from stabi-

lized structural and energy dynamics, such as RMSD or total potential energy

fluctuations.

In order to verify that we achieved the targeted conformational state of B-

DNA, we, firstly, analyzed their sequential basepair parameters following Sec-

tion 2.5, based on those last 20 ns structural representatives. Then, we further

calculated their helical parameters both globally and locally, including helical

repeat (nb = 2π
〈Ω〉) and helical pitch (Ph = 2π〈Dz〉

〈Ω〉 , where Ω is twist, and Dz is

rise). The results show that DNA, in current MD simulation, assumed a regular

straight helical structure, with nb = 10.70 ± 1.53 bp and Ph = 3.34 ± 0.67 nm,

that resembles the experimentally obtained classical structure, (where the values

after ± sign are corresponding standard deviations, while their standard errors

are less than 1%; refer to Figure 3.1 for more details). Thus, we conclude that

an unconstrained benchmark of B-DNA has been obtained as control, through a

valid MD simulation method with appropriate force fields.

3.3 Basepair disruptions at sharp bends induced by

strong springs

3.3.1 Simulation methods with bending constraints

In order to apply the bending constraints, a different unit cell was set up, with

compressional force added to the two ends of DNA. A smoothly bent confor-

mation of 20 bp DNA was built, using the same sequence, as shown in Fig-

ure 3.2. This curved initial speeds up the simulation, by omitting the transitions

from compression to bending, when compressional force is applied. Next, it was

centered in rhombic dodecahedron unit cell, with its inscribed sphere diameter

equals to the largest DNA extension observed in control simulation, plus twice

the buffer length. This near spherical unit cell can tessellate space by translat-

ing itself, hold any minor deformed DNA conformations, allow free rotational

movements of DNA, and reduce computational costs (i.e., ∼ 71% of cubic unit
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cell volume). Then, this simulation unit was finalized exactly following the same

procedures mentioned in last section.

The compressional force was realized by connecting DNA terminal ends with

a zero length contractile spring. Its spring constant κ is the adjustable parameter

(in unit of pN/nm), where larger value of κ corresponds to stronger compressional

force. The spring attaches to the second and the second-last basepairs of the DNA

fragment, and the spring force is distributed among their base atoms according

to atomic weights. More analytically, a harmonic potential, V = κ
2d

2 is directly

added between the atom-mass weighted centers of their purine and pyrimidine

bases. After these, the constrained MD simulations were conducted under NVT

ensembles, with constant temperature of 300 K and volume of ∼ 1170 nm3. The

conformation evolutions under different bending constraints were obtained by

tuning κ in respective MD simulations.

Figure 3.2: Initial smoothly bent DNA conformation generated by X3DNA. This
initial conformation has an overall bending angle of ∼ 160◦. A zero-length spring
is connected to the bases of second and second-last basepairs (highlighted by
black outlines) to actively pull the DNA ends inward. Note that the nucleotides
are coloured by sequence, A in blue, T in green, G in red and C in orange, while
backbones are coloured in yellow, in all snapshots across this entire thesis.

3.3.2 Distinctive behaviours under different bending

Multiple conformational trajectories under different bending constraints have

been extracted from multiple MD simulations, which were conducted following
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the instructions in last section with various κ ranging from 8 to 85 pN/nm. Two

types of distinctive bending behaviours were observed, through direct visualiza-

tions, as well as monitoring DNA end-to-end distances. Succinctly, under weak

bending, explicitly when κ < 20.0 pN/nm, DNA fragments are slightly, uniformly

bent, and the degrees of bending increases as κ increases. While, under strong

bending, explicitly when κ > 25.0 pN/nm, DNA fragments are severely, unevenly

bent, with their two ends physically colliding into each other.

An optimal, global helical axis of DNA is a smooth curve, which roughly

coincides with the centerline of DNA fragment and briefly reflects its overall con-

formation. The helical axis for each DNA conformation in MD trajectories has

been determined using Curves+ algorithm [101, 102]. For clearer visualizations,

20 helical axes of DNA structures at t = 51, 52, · · · , 70 ns where chosen to form

a representative ensemble for each individual MD simulation. All these 14 repre-

sentative ensembles (i.e., 280 helical axes in total) were superimposed and drew

on Figure 3.3(a), which are coloured from light to dark as κ increases. Here we

use cyan for cases under weak bending; and use copper for cases under strong

bending. All 40 helical axes from two simulations with κ < 20.0 pN/nm are

slightly bent and more extend, which indicates that DNA straightened out from

its initial structure during their conformational evolutions. On the other hand,

all 240 helical axes from twelve simulations with κ > 25.0 pN/nm are severely

bent, and more or less overlap with each other, regardless of their κ values. Com-

pared with the red helical axis of the initial, we can see that the terminals of these

240 DNA fragments were pulled closer by contractile springs during simulations.

More importantly, the cyan DNA fragments are homogeneously bent, in contrast,

the copper ones cannot sustain their homogeneities, resulting in sharp bends in

the middle region, and slight bends in their two arms.

The end-to-end distance d is defined as distance between center-of-mass of

the terminal atom groups (i.e., atoms of purine and pyrimidine bases in 2nd

and 19th basepairs), which is a natural indicator of bending. The mean end-

to-end distance of equilibrated DNA fragment under various κ was calculated

by averaging over the 10, 000 conformations from last 20 ns for each simulation.

Under weak bending conditions, the mean end-to-end distances are in the range
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(a) Distinctive helical axis ensembles under different bending

(b) Distinctive end-to-end distances under different bending
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Figure 3.3: Overview of distinctive DNA bending behaviours under weak and
strong bending. (a) Superimpositions of equilibrated DNA helical axes collected
per ns in last 20 ns for each simulation. The fourteen independent MD simula-
tions were all initiated from 70 ns same initial (represented by thick red helical
axis), and their corresponding stabilized “centerlines” were coloured cyan for weak
spring constants κ = 0.0, 8.3, 16.6 pN/nm; and copper for strong spring con-
stants κ = 26.6, 28.2I, 28.2II, 28.2III, 28.2IV, 28.2V, 29.0, 31.5, 33.2, 41.5, 49.8,
83.0 pN/nm, respectively. Note that there are five independent simulations for
κ = 28.2 pN/nm. When κ < 20.0 pN/nm, their center lines are uniformly bent
and more straight than initial. While, when κ > 25 pN/nm, their center lines
are non-uniformly bent and much more curved than initial. (b) Mean end-to-end
distances

〈

d{κ}
〉

under various κ averaged over 50 to 70 ns for each simulation.
〈

d{0}
〉

from the unconstrained simulation (�) is shown as control.
〈

d{κ}
〉

with
κ < 20.0 pN/nm (�) are longer than dini (red line), shorted than control, and
negatively correlated with κ.

〈

d{κ}
〉

with κ > 25.0 pN/nm (#) are much shorter
than dini and uncorrelated with κ. Further evolutions of d were obtained till 100
ns for comparison purpose, whose

〈

d{κ}
〉

with κ < 20.0 pN/nm (�) and with
κ > 25.0 pN/nm (#) over 80 to 100 ns remain similar.
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of 4.6 <
〈

d{κ}
〉

< 5.2 nm, when spring constants of 8.3 ≤ κ ≤ 16.6 pN/nm were

used. These
〈

d{κ}
〉

are slightly larger than the end-to-end distance of initial,

dini ≈ 4.2 nm, but smaller than that obtained from unconstrained simulation

(i.e., κ = 0 pN/nm, denoted by {0}),
〈

d{0}
〉

≈ 5.43 nm. The trend,
〈

d{16.6}
〉

<
〈

d{8.3}
〉

<
〈

d{0}
〉

, follows typical semi-flexible polymer bending responses, DNA

is deformed more when bent harder. Under strong bending conditions, DNA

mean end-to-end distances are 1.0 <
〈

d{κ}
〉

< 2.5 nm under spring constants

26.2 ≤ κ ≤ 83.0 pN/nm, which are much smaller than dini, and insensitive to the

change of κ. Considering the ∼ 2 nm DNA width and volume exclusion effects,

these distances mean that the DNA ends physically collide into each other.

These dynamics of end-to-end distances under different bending constraints

have reached steady states within our 70 ns simulation, where drastic changes of

d from dini were usually finished within first 20 ns. Due to the gap between MD

simulation and experimental timescales, we further extended these 14 indepen-

dent simulations till 100 ns to test the equilibration of conformational evolutions.

This time length is approaching the testing time limit for ParmBSC0 force field

[83], while its accumulated error becomes more significant. As shown in Fig-

ure 3.3(b), the resultant
〈

d{κ}
〉

averaged over 80 to 100 ns (red data) are more or

less the same as those obtained over 50 to 70 ns (black data). This indicates that

end-to-end distances have been properly equilibrated under different κ, while the

observed distinctive trends under weak and strong bending constrains are time

invariant.

3.3.3 Hydrogen bonding and base stacking disruptions induced

by strong springs

The severely bent DNA fragments observed under strong bending conditions in

last section, are unexpected from WLC polymer model point of view, and can

induce DNA further compaction in vivo. The questions, then, naturally arise:

what are the structural differences that lead to these distinctive bending? If the

B-DNA still intact under weak bending constraints, are there defects induced

by strong springs? If yes, in what forms? In this section, We are going to

approach these questions by zooming into the detailed atomic structures of those
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severely bent DNA. Their basepair integrities were closely examined through

analyzing the two major non-covalent interactions, horizontal hydrogen bonding

and vertical basepair stacking.

Basepair integrity checks on intact DNA under weak bending

As control, the “standard” hydrogen bonding and basepair stacking profiles for

B-DNA were extracted from the unconstrained simulation. Next, the same meth-

ods were applied to simulations under weak bending conditions to confirm their

basepair integrities.

To quantify the horizontal hydrogen bonding, in each basepair the inter-

distances of atoms involved in hydrogen bonds formations were extracted, as

hi,j , where i denotes the basepair index and j denotes the jth hydrogen bond in

the particular basepair. Note, j = 1, 2 for A=T and j = 1, 2, 3 for G≡C. And the

minimal and maximal values of hi,j within particular basepair were calculated for

each time step, and their equilibrated values over the last 20 ns, 〈min (hi,j)〉 and

〈max (hi,j)〉 against i were obtained as the hydrogen bonding profile. The profile

obtained from unconstrained B-DNA simulation [red lines in Figure 3.4(a), with

corresponding standard deviations as error bars] shows uniform close associa-

tions among all pairing bases, where 95% confidence intervals of min (hi,j) and

max (hi,j) are 0.196± 0.025 and 0.361± 0.056 nm, respectively, regardless of the

sequences. Hereafter, a basepair is considered as a Watson-Crick basepair when

all of its hydrogen bonds are within the optimal ranges, more explicitly, when

0.17 < min (hi,j) < 0.23 nm and 0.30 < max (hi,j) < 0.42 nm.

The vertical basepair stacking can be quantified through their overlapping

areas, which can be calculated using X3DNA by projecting the ith and (i+ 1)th

basepair into their middle frame (for i = 2, 3, · · · , N − 2, where N is the number

of basepairs), under the prerequisite that their inter-distance is not further than

4.5 Å. Otherwise, they are considered as totally unstacked. So, for each DNA

conformation, the stacking areas within individual strands, SI
i,i+1 [i.e., between i

and (i+ 1) bases in Strand I] and SII
i,i+1 [i.e., between (2N − i) and (2N − i+ 1)

bases in Strand II], were obtained through strand-wise base-base overlapping

areas, while the cross-strand overlaps were ignored due to their minor stacking
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(a) Hydrogen bond lengths, κ = 16.6 vs. 0 pN/nm
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(b) Basepair stacking areas, κ = 16.6 vs. 0 pN/nm
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Figure 3.4: Basepair integrity analysis under weak bending constraints: (a) The
hydrogen bonding profile, 〈min,max (hi,j)〉 vs. i = 2, 3, · · · , 19 averaged over the
last 20 out of 70 ns simulation with κ = 16.6 pN/nm (black lines) against that of
unconstrained DNA (κ = 0 pN/nm, red lines). (b) The basepair stacking profile,
〈

SI
i,i+1, S

II
i,i+1

〉

vs. i = 2, 3, · · · , 18 averaged over the last 20 ns of the same

simulation (black lines) against that of control as well (red lines). These basepair
integrity profiles under κ = 16.6 pN/nm coincide with those of control, which
reveals the undisturbed non-covalent interactions, specifically, hydrogen bonding
and basepair stacking, inside DNA fragments constrained by weak contractile
springs.

effects. For the unstacked bases, their SI
i,i+1 or SII

i,i+1 were set to be 0 Å2. Then,

the average values over the last 20 ns,
〈

SI
i,i+1

〉

and
〈

SII
i,i+1

〉

against the basepire

index i were acquired as the basepair stacking profile. The control profile from

unconstrained simulation [red lines in Figure 3.4(b)] presents a wide range of

stacking areas with large fluctuations from 1 up to 7 Å2 in sequence dependent

zigzag manner. However, none of the basepair is unstacked.

After obtaining the non-covalent interaction profiles for the control simula-

tion, we considered the cases under weak bending, and selected the κ = 16.6

pN/nm simulation for demonstration. Its hydrogen bonding and basepair stack-

ing profiles completely overlap with those of control as shown by black lines in
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Figure 3.4. It suggests that the two major non-covalent interactions are not al-

tered at all when κ < 20 pN/nm. In other words, the DNA fragments under

weak bending constraints are still intact B-form DNA.
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Figure 3.5: Local deformation analysis under weak bending constraints: the
bending angular scan profile, 〈θi,i+1〉 vs. i = 2, 3, · · · , 18 averaged over the last
20 ns under κ = 16.6 pN/nm (black line) against that under κ = 0 pN/nm (red
line). The overall larger bending angles along the whole DNA compared with
those of unconstrained straight DNA give rise to a consistent and homogeneous
directional bending.

In order to further analyze the local bending deformations of intact DNA, its

bending angular scan over particular contour length along whole DNA was con-

ducted. First of all, a right-handed standard reference frame [84] was attached to

each Watson-Crick basepair (Figure 2.3), with x̂i pointing to the major groove,

ŷi pointing to the backbone of Strand I, and ẑi = x̂i × ŷi describing the nor-

mal direction of each basepair, where i denotes the basepair index. Then, their

stepwise bending angles between ith and (i+∆)th basepair was measured by,

θi,i+∆ = cos−1 (ẑi · ẑi+∆) (3.2)

, where i = 2, 3, · · · , 19−∆. The ∆ defines the contour length of separation in the

unit of bp, and here, we set ∆ = 1 to check the very local bending deformations

between every adjacent basepairs. Note that the normal direction is only defined

on Watson-Crick basepair. As a result, this bending angular scan method is not

directly applicable to DNA containing non Watson-Crick basepair.

Figure 3.5 shows the very local bending angular scan profile of unconstrained

DNA, 〈θi,i+1〉, for i = 2, 3, · · · , 18 (red line) averaged over the last 20 ns of control

simulation, which varies in a zigzag manner in the range 5◦−13◦. These positive
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values of bending angles do not mean a consistent bending of DNA, but a helical

3D arrangement of basepair normal directions, which still results in a overall

straight conformation. This profile is negatively correlated with the basepair

stacking profile [red lines in Figure 3.4(b)], reflecting the geometric correlations

between bending and projection. In the case of κ = 16.6 pN/nm, the bending

angular scan profile (black line in Figure 3.5) is overall similar to that of control,

but with slightly larger bending angles across the entire DNA, ranging from 5◦

to 18◦. These larger bending angles result in a consistent directional bending of

DNA in the same direction as the initial [Figure 3.3(a)]. Note that these bending

angles weight differently to overall bending at different positions, due to the

helical nature of DNA. More interestingly, the bending angles generally increase

more at weakly stacked basepairs. Furthermore, there are no significant outliers,

which quantitatively confirm the uniform bending observed in last section.

As we have setup the basepair integrity analysis methods, and quantitatively

confirmed the intactness of DNA basepairs under weak bending conditions. Next,

we can simply move to the strong bending constrained cases by applying the same

methods to reveal their atomic causes of very distinctive bending behaviours in

detail.

Case I: basepair disruptions under κ = 28.2 pN/nm

Figure 3.6(a) is a conformation snapshot obtained at 60 ns of a simulation with

κ = 28.2 pN/nm, which contains a highly localized sharp bend near the middle

of the DNA. And the normal secondary helical structures of B-DNA is locally

disturbed within the sharp bend region, which was highlighted by red surfaces.

Figure 3.6(b) shows its hydrogen bonding profile averaged over the last 20 out of

70 ns simulation. The much larger values of 〈min,max (hi,j)〉 for i = 11, 12, 13,

which are significantly deviated from those of control (red lines), clearly indicate

that the hydrogen bonding in 11th − 13th basepairs are disrupted, while others

are still intact. And Figure 3.6(c) shows its basepair stacking profile, averaged

over the last 20 ns as well. The 0 Å2 values of
〈

SI
i,i+1, S

II
i,i+1

〉

for i = 11, 13

represent the total base unstacking between 11th and 12th basepairs, as well as,

between 13th and 14th basepairs in both strands. It is interesting to note that
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(a) Conformational snapshot at 60 ns, κ = 28.2 pN/nm

(b) Hydrogen bond lengths, κ = 28.2 vs. 0 pN/nm
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(c) Basepair stacking areas, κ = 28.2 vs. 0 pN/nm

2 4 6 8 10 12 14 16 18 20
0

5

10

15

Index i

〈

S
I i,
i+

1
,S

II i,
i+

1

〉

(Å
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Figure 3.6: (a) A snapshot of a severely bent DNA conformation at 60 ns con-
strained using a strong contractile spring with κ = 28.2 pN/nm, which contains
a large local kink around defects (highlighted by red surfaces) in the middle. (b)
〈min,max (hi,j)〉 vs. i averaged over the last 20 ns reveals disrupted hydrogen

bonding in three basepairs i = 11, 12, 13. (c) Equilibrated
〈

SI
i,i+1, S

II
i,i+1

〉

vs.

i reports totally disrupted basepair stacking in both strands at two locations
i = 11, 13. The profiles of unconstrained DNA were plotted in red as controls in
(b) and (c).
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the level of hydrogen bonding disruptions at the 11th basepairs is significantly

lower than those at the 12th − 13th basepairs. Detailed analysis of the hi,j time

trace for i = 11 shows that the 11th basepair was under dynamic fluctuations

between base-paired and disrupted states (see Figure 3.8, row 2), which results

in smaller average values than those of total disruptions.

Case II: basepair disruptions under κ = 33.2 pN/nm

Similar analysis on another representative simulation with κ = 33.2 pN/nm re-

veals two regions with disrupted basepairs [Figure 3.7(b), 3.7(c)]. In the first

region between 6th − 9th basepairs, the hydrogen bonding of 7th and 8th base-

pairs are disrupted, while the base stacking between 6th and 7th basepairs, as

well as between 8th and 9th basepairs are totally unstacked in Strand II and I,

respectively. In the second region 12th− 14th basepairs, the hydrogen bonding of

12th and 13th basepairs are disrupted, while the base stacking between 12th and

13th basepairs, as well as between 13th and 14th basepairs are totally unstacked

in Strand I and both strands, respectively. The snapshot of DNA conforma-

tion at 60 ns visualizes the localized sharp bends and disturbed secondary helical

structures (highlighted by red surfaces) in the aforementioned regions. The lower

level of basepair disruptions observed at the 6th − 9th basepairs against those at

12th−14th basepairs can be explained by milder disruptions of non-covalent inter-

actions. Similar to previous case, the hydrogen bonding in 7th and 8th basepairs

were under dynamic fluctuations between partially closed and opened states (see

hi,j time traces for i = 7, 8 in Figure 3.9, rows 2 − 3 for detail), while, their

basepair stacking were both partially disturbed with 0 Å2 of
〈

SI
i,i+1, S

II
i,i+1

〉

in

only one of their strands.

3.3.4 Localized sharp bends caused by basepair disruptions

As summarized from last subsection, the local defects at the middle of DNA in

form of basepair disruptions have been induced by strong contractile springs.

Then, in this subsection, we are going to explore the consequences of defects to

DNA overall bending deformations.
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(a) Conformational snapshot at 60 ns, κ = 33.2 pN/nm

(b) Hydrogen bond lengths, κ = 33.2 vs. 0 pN/nm
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(c) Basepair stacking areas, κ = 33.2 vs. 0 pN/nm
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Figure 3.7: (a) A snapshot of a severely bent DNA conformation at 60 ns con-
strained using a strong contractile spring with κ = 33.2 pN/nm, which contains
two large local kinks around defects (highlighted by red surfaces) in 6th − 9th

and 12th− 14th basepairs. (b) 〈min,max (hi,j)〉 vs. i averaged over the last 20 ns
reveals disrupted hydrogen bonding in four basepairs i = 7, 8, 12, 13. (c) Equi-

librated
〈

SI
i,i+1, S

II
i,i+1

〉

vs. i reports totally disrupted basepair stacking at four

locations i = 6, 8, 12, 13, in Strand II, I, I and both strands, respectively. The
profiles of unconstrained DNA were plotted in red as controls in (b) and (c).
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Case I: local bending deformations under κ = 28.2 pN/nm
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Figure 3.8: 70 ns dynamics of local bending deformations and hydrogen bond-
ing disruptions under κ = 28.2 pN/nm. Row 1: time evolution of θ10,14 (black)
enclosing three disrupted basepairs at i = 11, 12, 13, which shows the kink de-
velopment around defected region. The bending angle evolutions of two intact
regions with same length, θ6,10 (cyan) and θ14,18 (orange), are shown for com-
parison. Rows 2 − 4: time evolutions of hi,j for the three disrupted basepairs
i = 11, 12, 13, which are all AT basepairs and two atom-atom distances are in-
volved (j = 1 in dark blue and j = 2 in dark red).

Because local bending angles, θi,i+∆, are only definable by using normal di-

rections of intact ith and (i+∆)th basepairs (Equation 3.2). We extracted the

time evolutions of bending angles between two boundary Watson-Crick basepairs

that straddle several targeted DNA regions with same contour length to study

their bending deformations. The first row in Figure 3.8 shows 70 ns evolution

of the bending angle, θ10,14 (black), between the intact 10th and 14th basepairs,

which enclose the region affected by the 11th − 13th basepair-disruption in the

simulation with κ = 28.2 pN/nm (i.e., the case I in last subsection). Evolution

from an initial value of ∼ 40◦ toward larger DNA bending angle began immedi-

ately after the simulation started till saturation was reached within 10 ns, and
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remained at that high level of bending at ∼ 170◦ till the end. It indicates the

formation of sharp bend in the middle of DNA around the disrupted basepairs.

For comparison, the bending angle evolutions of two unaffected regions with

same length (i.e., ∆ = 4), θ6,10 (cyan) and θ14,18 (orange), were plotted. Syn-

chronized with the DNA kink formation of θ10,14, the bending angles of these

two regions were relaxed from the similar initial values of ∼ 40◦ to lower values

of ∼ 30◦ and ∼ 15◦ within 10 ns, respectively, and remained at these low levels

of bending throughout the rest of simulation. These results suggest that the

kink formation of θ10,14 contributed to relax the rest of DNA to a more straight

conformation.

Rows 2 − 4 in Figure 3.8 show the time evolutions of the inter-distances of

atoms involved in hydrogen bonding, hi,j, for the three defected AT basepairs

i = 11, 12, 13 and j = 1, 2. The time traces for the 12th − 13th basepairs show

that both of their hydrogen bonds opened up significantly within 5 ns, and then

remained in the disrupted state throughout the remaining simulation. As time-

courses of these basepairs disruptions are highly correlated with its local sharp

bend formation and the rises of hi,j are slightly prior to that of bending angles,

we conclude that disruptions of basepairs are the cause of local kink development

in this simulation. Furthermore, the time traces for the slightly disrupted 11th

basepair reveal that it maintained Watson-Crick base-paired in the first ∼ 48

ns. Later, the hydrogen bonding was disrupted between ∼ 48 and ∼ 56 ns.

After ∼ 56 ns, its basepairing fluctuated between disrupted and intact states.

Although the disruption at 11th basepair was trivial to the overall DNA bending

deformations, it proposes the potential of recoveries and deteriorations within

∼ 10s ns timescales for the defects.

Case II: local bending deformations under κ = 33.2 pN/nm

Figure 3.9 shows similar bending angle and base-pairing inter-distance dynamics

obtained from the simulation with κ = 33.2 pN/nm (i.e., case II in last section).

The first row contains the bending angle evolutions between two nearest intact

basepairs enclosing the disrupted basepairs at two defected regions, θ6,9 (red) and

θ11,14 (black). Within 10 ns after simulation started, the bending angles of these
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two disrupted regions evolved from initial values of ∼ 40◦ to greater than 70◦ and

finally stabilized at ∼ 80◦ and ∼ 140◦, respectively. Synchronizing with the kink

formations at these two regions, the bending angles at intact basepair regions

with the same length (i.e., ∆ = 3), θ3,6 (cyan) and θ14,17 (orange), relaxed from

initial bending angles of ∼ 40◦ to smaller than 20◦. These observations also show

that DNA locally bends at defects, and subsequently relaxes the rest.
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Figure 3.9: 70 ns dynamics of local bending deformations and hydrogen bond-
ing disruptions under κ = 33.2 pN/nm. Row 1: time evolutions of θ6,9 (red)
and θ11,14 (black) enclosing two disrupted basepairs each (i.e., i = 7, 8 and
i = 12, 13 respectively) in two different regions, which illustrate the kink de-
velopments around defected sites. The bending angle evolutions of two intact
regions with same length, θ3,6 (cyan) and θ15,18 (orange), are shown for com-
parison. Rows 2 − 5: time evolutions of hi,j for the four disrupted basepairs
i = 7, 8, 12, 13, which are all AT basepairs and two atom-atom distances are in-
volved (j = 1 in dark blue and j = 2 in dark red), except for 8th GC basepair,
which includes an additional base-paring inter-distance (j = 3 in orange).

Rows 2 − 5 in Figure 3.9 show the evolutions of hi,j for all four affected

basepairs i = 7, 8, 12, 13. In the first defected region 6th − 9th basepairs, the
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dynamics of h8,j are positive correlate with and slightly ahead of the evolution of

θ6,9. It illustrates that the initial kink formation of θ6,9 at ∼ 5 ns was caused by

disruption of the hydrogen bonds of the 8th basepair (i.e., GC basepair with three

hydrogen bonds). At ∼ 10 ns, the other basepair, 7th basepair, in this region was

also disrupted. In the period of 10 − 50 ns, the two basepairs remained in the

disrupted state. In the last ∼ 20 ns, both the 7th and 8th basepairs fluctuated

between the disrupted state and a nearly intact state (i.e., the hydrogen bonds

formed, but the distances are slightly larger than the totally intact state). As

the nearly intact state predominated (∼ 70%) in the last 20 ns, the averaged

level of disruption for the two basepairs became small, consistent with the low

level of overall basepair disruption revealed in Figure 3.7(b). On the other hand,

in the second defected region 11th − 14th basepairs, the hi,j, where i = 12, 13

and j = 1, 2, were increased significantly at ∼ 5 ns, leading and correlating

with the kink formation of θ11,14. The basepairs remained in the disrupted state

throughout the rest of the simulation.

In summary, the twelve independent simulations with κ > 25 pN/nm are all

analogous to these two representative cases, in which strong bending constraints

induce usually one defect in the middle of DNA, seldom two defects (i.e., only in

the case with κ = 33.2 pN/nm, see Figure 3.10 for details). These defects cause

DNA to immediately deform and generate local sharp bends in the respective

regions. Then, the kink formations absorb bending constraints and in turn relax

the rest of DNA. Under our bending constraints, the defects are mainly disrupted

basepairs with both disturbed hydrogen bonding and basepair stacking. However,

we also observed large kinks at sites where the hydrogen bonding are nearly intact

(e.g., the last 20 ns in Figure 3.9, rows 2− 3).

3.4 Effects of DNA sequence on the localization of de-

fects

Figure 3.10(a) plots the hydrogen bonding profiles, 〈min (hi,j)〉 and 〈max(hi,j)〉

vs. i averaged over the last 20 ns, for all twelve independent simulations with

κ > 25.0 pN/nm. This “histogram” reveals that the disrupted basepairs appeared
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around the same region near DNA center that happen to be AT-rich (i.e., 5′ −

AAAT−3′, the 10th−13th basepairs). So it is interesting to investigate the causes

for this consistent localization of defects.

One possible cause to the central localization of basepair disruptions is the

largest curvature at the center under bending constraints. Assuming the two

ends of the homogeneous WLC polymer meets before any defects appears, we can

orient its elastic energy minimal rigid path on xy-plane by setting its terminal

cross point as origin, center point on the positive side of y-axis, then this rigid

path breaks into two reflection symmetric halves. By defining the angle between

unit tangent vector t̂(s) (alone the half path in Quadrant I) and x-axis as υ(s),

we have its relationship with curvature [103] as,

L2

(

∂t̂(s)

∂s

)2

= −λ cos (υ(s)) + c (3.3)

, where L is the contour length, λ > 0 is a Lagrange multiplier, and c > 0 is

integration constant. Following above equation, the curvature is maximized at

the center, as υ
(

L
2

)

= π by symmetry.

Alternatively, it may be due to the less stable AT non-covalent interactions

in the middle of our DNA. Based on the unified NN basepair parameters in

Table 1.2, melting AT next to AT basepair (i.e., ∆G < 2 kBT ) is generally easier

than melting AT next to GC or melting GC next to AT basepairs (i.e., 3 > ∆G > 2

kBT ), while melting GC next GC basepairs is hardest (i.e., ∆G > 3 kBT ). Note

that the signs of free energy are reversed from SantaLucia’s representations to

denote cost.

To see which factor predominates, we shifted the entire sequence tail-to-head

by 2 bp and replaced the central AT-rich island at 10th − 13th basepairs with

5′−CGAA−3′. Based on this new sequence, a new initial structure, which is similar

in shape with Figure 3.2, was built using the set of complimentary base and

sequential basepair parameters extracted from the original-sequence initial. Five

independent 70 ns simulations under different bending constraints with κ > 25

pN/nm were conducted following the same procedures in Subsection 3.3.1. The

overlay of their hydrogen bonding profiles [Figure 3.10(b)] shows that the basepair
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(a) Hydrogen bonding profiles for original sequence
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(b) Hydrogen bonding profiles for modified sequence
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Figure 3.10: Hydrogen bonding profiles of the defected DNA with origi-
nal sequence 5′ − GTGCGCACGAAATGCTATGC − 3′ and modified sequence 5′ −
GCGTGCGCACGAAATGCTAT − 3′. Overlay of 〈min (hi,j)〉 (dashed) and 〈max (hi,j)〉
(solid) along the DNA sequence, averaged over the last 20 ns for (a) twelve
independent simulations with the original sequence and (b) five indepen-
dent simulations with the modified sequence, under various bending con-
straints with κ > 25.0 pN/nm. These hydrogen bonding profiles were
coloured from light to dark copper as κ increases, respectively (i.e., κ =
26.6, 28.2I, 28.2II, 28.2III, 28.2IV, 28.2V, 29.0, 31.5, 33.2, 41.5, 49.8, 83.0 pN/nm for
original sequence, while κ = 28.2, 31.5, 33.2, 41.5, 49.8 pN/nm for modified se-
quence). The modified sequence was generated from the original sequence by
removing its tailing 5′−GC−3′ and plugging it back to its front, which offset the
AT-rich region (i.e., its 10th − 13th basepairs) away from its center. The arrow in
panel (a) indicates an additional disrupted region slightly off center in one of the
twelve simulations, while the arrow in panel (b) points out the AT end peeling in
one of the five simulations.

disruptions still occur at the central region, mainly at the 10th − 11th basepair

(i.e., GC base-pairing), and 12th basepair (i.e., AT base-pairing). Taken together,

these results suggest that the central localization of the basepair disruptions is

mainly caused by the high curvature at the center, while the sequence effects are

minor under our bending constructs.
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3.5 Discussion

In this chapter, we have examined the mechanical responses of short DNA frag-

ments under sharp bending constraint using MD simulations. In this type of

study, various degrees of DNA bending was induced by connecting the two DNA

ends with zero-length springs and tuning the spring constants. We find that me-

chanical defects indeed can be excited when DNA is sharply bent enough, which

involve disruptions of hydrogen bonds and base stacking over several basepairs,

and are mostly localized in the middle of this short DNA. At these defected sites,

large local kinks are formed immediately after non-covalent disruptions, which

relaxed the bending in the rest of DNA, and retained them in normal B-form.

These observations suggest that these defects are flexible in nature, which might

be related to several recent experiments that reported anomalous elasticity of

tightly bent DNA, for example, the anomalously high probabilities observed for

< 110 bp DNA looping [3, 29, 104] and large bending angles of < 30 nm DNA

using AFM imaging [22]. In the following chapter, we are going to analyze the

impacts of defect excitations on the overall mechanical properties of DNA during

bending.
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Chapter 4

Micromechanical properties of

DNA with defect excitations

4.1 Introduction

From mechanical point of view, we have extensively studied the processes of

DNA deformations under compressional load in last chapter, by directly observ-

ing their structural and morphological evolutions at atomic level resolutions. In

a nutshell, these micromechanical processes initiate from the homogeneity break-

ages of DNA, and, as defects generate, propagate and stabilize in forms of hydro-

gen bonding and basepair stacking disruptions, result in heterogeneous bending

of DNA. In this chapter, we are going to further investigate the micromechani-

cal properties [105] of DNA under bending constraints by broadly sampling its

configuration space to obtain integrated and quantified results.

During DNA bending, this thorough conformational sampling processes

against reaction coordinates, end-to-end distances (d) in this case, was accel-

erated using umbrella sampling simulations [92]. More explicitly, multiple MD

simulations constrained by contractile springs with various intrinsic lengths (lk)

were conducted, during which their end-to-end distances were forcibly restrained

to and fluctuated near particular lk. The resulting equilibrated statistics, un-

der various bending conditions, ranging from weak gradually to strong, were,

then, used to reconstruct a DNA free energy difference profile, ∆A(d), based

on WHAM [93]. By differentiating this free energy difference profile, we further
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acquired mechanical characteristic force-extension curve, f(d), for DNA without

and with defect excitations.

4.2 Nanosecond timescale importance sampling

4.2.1 Umbrella sampling simulations

We use the end-to-end distance, d, (i.e., the distance between center-of-mass of

paired bases in the second and second-last basepairs, which globally represents

the degree of bending) as our reaction coordinate to study the DNA microme-

chanical properties during bending. The non-constrained B-DNA simulations

usually trapped around its global energy minimum state with instant d not far

from its most probable value, denoted by d0. Although the system is ergodic,

direct sampling at much smaller d is always insufficient within our timescales.

In order to speed up the sampling process, we utilize the contractile springs

again, but with various intrinsic length of lk and spring constant κk. As a re-

sult, besides providing compressional loads, they forcibly collapse DNA ends to

fluctuate near targeted lk. It is equivalent to apply a series of biasing potentials

Vk = κk

2 (d− lk)
2 to boost the sampling at particular reaction coordinates. This

method is umbrella sampling simulations.

Twelve pre-bent DNA conformations with different end-to-end distances,

which evenly span over a range of ∼ 2.8 to 5.3 nm, were extracted from previous

simulations (i.e., those two described in Chapter 3 with zero length contractile

springs and κ = 8.3 and 28.2 pN/nm, specifically). These conformations were set

as initials for independent umbrella sampling simulations, with their end-to-end

distances equal to intrinsic lengths of respective constraining springs. Here these

simulations are indexed by k, for k = 1, 2, · · · , 12, ordered by decreasing lk. In

the rest of the chapter, a quantity with subscription of {k} denotes that it was

obtained through kth simulation biased by additional potential Vk. For spring

constant, we applied the same κu = 248.9 pN/nm across all these simulations.

The choice of spring constant is critical to the sampling process. Larger values of

spring constant result in very local samplings. Although sufficient for particular

d, they only explore a narrow range of reaction coordinate. On the other hand,
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smaller values of spring constant yield wider distributions, but lack the abilities

to overcome local energy barriers. Ideally, a set of locally adaptive κk achieves

sufficient sampling for each d in a overlapped wide range, while brings any energy

barriers down to the level with energy differences of only several kBT . Due to

the complexity and inefficiency of the recursive searching process for optimized

κk, we stopped at several trials, which finalized a reasonable choice of κu for all

twelve independent simulations.

Now, for each independent simulation, following the setup procedures de-

scribed in Subsection 3.3.1, the kth initial was centered at the same rhombic

dodecahedron unit cell used before, surrounded by TIP3P water and 150 mM

NaCl, prepared by energy minimizations and constrained by the kth contractile

spring with harmonic potential of Vk = κu

2 (d− lk)
2. Then, twelve MD simula-

tions were conducted in parallel under NTV ensemble at constant temperature

of 300 K and volume of ∼ 1170 nm3.

4.2.2 Reconstructing the unbiased sampling

Among these initial conformations, there are 10 intact DNA (k = 1, 2, · · · , 10)

and 2 defect-excited DNA containing disrupted 12th−13th basepairs (k = 11, 12).

Although some of them were selected from non-equilibrated portions of trajecto-

ries, they are still easier to reach equilibrated configurations, compared against

generated uniformly curved DNA as an example. For each MD simulation, total

of 50 ns trajectories were produced, and 10, 000 representatives were collected

from the last 20 ns with sampling interval of 2 ps. Based on equilibrated hy-

drogen bonding profiles in Figure 4.1(a), nine out of ten intact DNA remain in

B-form (k = 1, 2, · · · , 9), while the 10th simulation developed a defect. The two

simulations, which started from defected initials, preserved their defects. And

all the three most constrained DNA contain disrupted hydrogen bonding in the

same middle region of 11th−13th basepairs (k = 10, 11, 12) throughout their last

20 ns dynamics.

For each simulation, the direct probability density function, ρ{k}(d), was

plotted in Figure 4.1(b). The biased distributions for defect-excited DNA (k =

10, 11, 12), all locate at the small d region, while, for the rest nine from intact
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(a) Hydrogen bonding profiles for umbrella sampling
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(b) Direct probability density functions for umbrella sampling
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Figure 4.1: Umbrella sampling with twelve simulations constrained by different
potentials (a) Hydrogen bonding profiles of their equilibrated conformations av-
eraged over the last 20 ns. Solid lines show 〈max (hi,j)〉 and the dashed lines
show 〈min (hi,j)〉. Three most bent DNA contains disrupted hydrogen bonds in
the middle region, while the other nine are intact B-DNA with various degrees of
bending. (b) Biased probability density functions against end-to-end distances
for the twelve simulations obtained from collected samples in the last 20 ns each.
The distributions indicated with N are from the three defect-excited DNA, while
the rest are obtained from the nine intact DNA. ρ{k}(d) overlap with each other
in the entire d range from ∼ 2.5 to 5.7 nm. Lines are coloured from light to dark
as intrinsic contractile spring lengths lk decreases (i.e., lk = 5.27, 5.18, 4.94, 4.79,
4.56, 4.31, 4.17, 4.16, 3.80, 3.37, 3.01, 2.85 nm respectively) in both (a) and (b).

DNA, group together at the large d region. Generally, they overlapped the entire

region of end-to-end distance, from ∼ 2.5 to 5.7 nm. Relatively speaking, there

is a gap near ∼ 3.8 nm, at where the transitions between intact and defect-

excited DNA occur. We have not successfully obtain a simulation, during which

the conformation fluctuated back and forth between two states. It indicates that

the sampling near transition coordinate is insufficient within our simulation time;

because the energy barrier has not been flattened enough to the thermally excited

level.

Theoretically, the unbiased probability relates to the kth biased probability

by a factor (Equation 2.35), which is the product of a reaction coordinate de-
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pendent term, exp
(

βκu

2 (d− lk)
2
)

and a reaction coordinate independent term,

Z{k}

Z{0}
, where Z is the partition function. The second term can be estimated by

considering all the statistics acquired from different simulations, using WHAM

method introduced in Subsection 2.6.2. Practically, we used the algorithm by

Grossfield [106], which is implemented by g_wham [107] in GROMACS package, to

reconstruct the unbiased probabilities, p̃{0}(d), which minimizes its statistical er-

ror δ2p̃{0}(d) through recursively solving WHAM equations (Equation 2.40). Due

to the insufficient sampling at the transition coordinate, we separately evaluated

the unbiased probabilities at 200 values of d each, for the two distinctive states.

4.3 Free energy difference profile with defect excita-

tions

Under NTV ensemble, the Helmholtz free energy difference profile of DNA with

defect excitations, reference to the global minimum state, was obtained by,

∆A(d) = −β−1 ln
(

p̃{0}(d)
)

+Aoffset (4.1)

, as shown in Figure 4.2. The constant Aoffset for B-form DNA is chosen to

set the most possible d0 at 0 kBT , and we get the ∆A(d) (#) in the range

of 3.5 < d < 5.7 nm for intact DNA. Then, a cubic spline interpolation was

applied to obtain a smooth continuous version of free energy difference profile,

which was superimposed with previous discretized version in a smaller range of

3.9 < d < 5.6 to avoid the scattered data at boundaries. For basepair disrupted

DNA, the unknown offset is chosen, so that the two profiles match each other as

much as possible at the overlapped region. Thus, similarly, a discretized version

of ∆A(d) (�) was obtained in the range of 2.5 < d < 4.0 nm, with a smooth

continuous version overlaid in a smaller and more confident range of 2.8 < d < 3.8

nm for defected-excited DNA.

The free energy difference profile contained a single energy minimum at

d0 ≈ 5.43 nm, which is the same as
〈

d{0}
〉

obtained from unconstrained sim-

ulation in last Chapter. This implies energy well is symmetric around d0 within
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Figure 4.2: Free energy difference profile for DNA with defect excitations. Dis-
cretized ∆A(d), reference to global minimum state, separately obtained for in-
tact (#) and defect-excited DNA (�) are plotted against end-to-end distances.
Smoothed and continuous cubic-spline interpolations for these two states are
overlaid, drawn in dark red for B-form DNA, dark blue for basepair disrupted
DNA. This profile has the energy minimal at d0 ≈ 5.43 nm.

small deviations, which is correct based on our ∆A(d). Furthermore, this d0

corresponds to ∼ 0.32 nm extension per basepair step, which is similar to the

experimentally determined rise, Dz = 0.332± 0.019 nm in Table 2.1. Then, as d

decreases, the free energy of DNA climbs up rapidly during bending. However,

after the transition coordinate at ∼ 3.8 nm, the slope suddenly drops, which

suggests that DNA becomes easier to bend once broken.

4.4 Force-extension curve with defect excitations

The force-extension relationship of DNA with defect excitations can be obtained

using two approaches. Firstly, from continuous free energy difference profile,

continuous force-extension curve is obtained by derivative, f(d) = −∂∆A(d)
∂d

. Sec-

ondly, forces on springs can be directly read out through Hooke’s law for each

86



independent simulation. Then, the force at corresponding equilibrated mean end-

to-end distance,
〈

d{k}
〉

, is estimated by the average force, f
(〈

d{k}
〉)

=
〈

f{k}
〉

=
〈

κu

(

d{k} − lk
)〉

. Two continuous force profiles were calculated using the first ap-

proach, and are shown using solid lines in Figure 4.3. The three points (�) were

evaluated based on the second approach using last 20 ns representatives of three

basepair disrupted DNA simulations, for k = 10, 11, 12. They more or less locate

on its continuous force-extension curve for defect-excited DNA. While, the other

nine f
(〈

d{k}
〉)

, for k = 1, 2, · · · , 9, (#) also agree with f(d) for intact DNA.
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Figure 4.3: Force-extension curve for DNA with defect excitations. Continuous
f(d) for defect-excited DNA locate at small d is drawn in dark blue, while that for
intact DNA at large d is plotted in dark red. The three points of

〈

f{k}
〉

against
〈

d{k}
〉

(�), for k = 10, 11, 12, averaged from the equilibrated fluctuations of
defect containing DNA simulations, are roughly on f(d) in dark blue. While,
nine points (#), directly read out from B-DNA simulations, are overlaid with
f(d) in dark red. Note that f(d) roots at d0 with 0 pN.

For intact DNA, the force is 0 pN at d0, which is expected because it is

the energy minimal state observed from free energy difference profile. The force

shoots up rapidly when d < d0, and in a small range near d0, the stress-stain

response is quite linear. Upon further compression at 4.8 > d > 4.6 nm, the slope
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reduced significantly under corresponding force range of 70 − 85 pN. Then, for

even shorter d, f(d) becomes nearly flat, and the slope stabilizes again. Based on

the linearity of force-extension curve, the persistence length is estimated based

on Equation 1.14, as,

Ã = βY I = β
∆f

∆d

LI

S
= 57.0 nm (4.2)

, where L ≈ d0 is the contour length, S = πR2 is the area of DNA cross section,

I = πR4

4 is area moments of inertia, R ≈ 1 nm is the radius, and ∆f , ∆d

are estimated using the two averaging points, f
(〈

d{k}
〉)

, for k = 1, 2. The

persistence length obtain is in good agreement with A = 53.4±2.3 nm measured

in DNA stretching experiments [12]. Moreover, the slope altering behaviour

follows a typical Euler instability response of an ideal elastic rod with L ≪ A,

which predicts a critical force for the onset of rod bending (i.e., switch point

between the steep linear region to flattened region). It is evaluated based on our

estimated persistence length as,

f̃c = β−1π2 Ã

L2
= 79.1 pN (4.3)

, which falls right in the middle of our observed slope-alternating force range

from ∼ 70 to 85 pN. These evidences indicate that our MD simulations achieved

typical WLC behaviours for intact B-form DNA, which are consistent with both

theoretical predictions and experimental measurements. This successfully repro-

duction of typical elastic rod bending responses further proves that MD methods

with ParmBSC0 force filed are suitable to study equilibrated DNA large-scale

conformational behaviours using ∼ 100 ns timescales simulations.

For the defect containing DNA, the force for maintaining specific d suddenly

drops off a magnitude of ∼ 50 pN from the ∼ 85 pN force plateau of B-DNA

force profile, near transition coordinate at ∼ 3.8 nm. This sudden change reveals

the first order structure transition nature of the defect excitation in B-DNA.

Then, upon further bending, f(d) of defected DNA stays at similar level over a

wide range of d, till ∼ 3 nm. This result suggests that DNA becomes much more

bendable compared with intact DNA, once defected.
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4.5 Discussion

In this chapter, using conformational sampling processes with restraining po-

tentials on DNA end-to-end distances, d, we obtained the free energy difference

profile ∆A(d) and the force-extension curve f(d), for intact B-form DNA, as well

as, defect-excited DNA.

∆A(d) monotonically increases as d decreases for both intact and defected

DNA. The effect of defect is manifested by a flatter profile compared to that

of B-DNA. The difference between the B-DNA and the defected DNA is more

prominent when we look at their f(d) profiles. f(d) of B-DNA increases sharply

when d decreases, and then flatten out which marks the Euler instability of ideal

rod. Using the linear region right after d0 and before the onset of bending, the

Young’s modules was calculated, and subsequently a bending persistence length

of ∼ 57 nm was estimated. This value perfectly agrees with that determined

by single-DNA molecule stretching experiments [12, 1]. Using this persistence

length, the critical force for buckling transition to occur was predicted to be

∼ 79 pN, which is consistent with obtained f(d) profile. These observations

validate the force field and the theoretical sampling analysis. In sharp contrast

with f(d) obtained for B-DNA, the defected DNA has an overall flat f(d) with

much smaller magnitude compared to the plateau region of the B-DNA f(d).

This result clearly indicates that the flexible defect excited in the DNA fragment

costs much less force to maintain DNA in server-bending state.

Overall, for the first time, we obtained the short-scale DNA elastic responses

under wide range of bending levels, which characterized by expected elastic rod

behaviours below moderate level of bending, and defect-induced softening under

strong bending. It verifies the WLC elasticities of B-DNA of our 20 bp DNA

with persistence length A ≈ 57 nm. It also shows that, under sharp enough

bending constraints, DNA drops its homogeneities in form of localized basepair

disruptions to reduce overall bending energy.
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Chapter 5

Micromechanical properties of

DNA with nicks and mismatches

5.1 Introduction

Here, we examined the effects of naturally occurring structural damages on DNA

behaviours through investigating their micromechanical properties. Although

DNA damages appear in different forms and degrees, basically, they can be cat-

egorized into backbone breakages (i.e., nicks) and base alternations (i.e., mis-

matches, where deletions and insertions are considered as their more extreme

versions). Regarding nicks, the same procedures as nick-free DNA were applied to

obtain corresponding ∆A(d) and f(d) for nicked DNA. We found that it behaves

similar to normal B-DNA under weak bending, but promotes defect generations,

progressions right at the nick position under strong bending. Moreover, lowing

temperature strongly suppresses this defect excitation at nicked site. This nick-

dependent bending responses turn out to be critical in interpreting experimental

evidences, such as j-factor. In the case of mismatches, the mismatched basepairs

are permanent “defects” by default, and the distinctive bending behaviours for

various types of mismatched DNA were revealed even by their unconstrained

dynamics. In general, they disrupt normal non-covalent interactions in various

degrees, leading to localized softening or intrinsic kinking.
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5.2 Effects of nicks on DNA bending

DNA nicks, which are single-strand discontinuities in DNA backbone, are the

most commonly occurring DNA natural damages in vivo. They are generated

under assorted physical stresses, such as UV lights, radiations or ultrasounds;

as well as by chemical attacks, for instance, enzyme cleavages by restriction en-

donuclease and topoisomerase. More importantly, these nicks are biologically

functional. For instance, during replication, torsion constraints in supercoiled

DNA are released through nicks creased by topoisomerase, and in turn enhance

the associations of polymerase to DNA. Recent evidences revealed positive cor-

relations between nicks and protein-DNA interactions. The nicked sites may

function as binding precursors and facilitate protein reorganizations, for exam-

ple, recruiting reparation complex during DNA damages repair. On the other

hand, as mentioned in Subsection 1.4.2, nicks may help to induce defects under

sharp bending, which lead to the breakdown of Ω boundary condition and explain

the anomalously high looping probabilities obtained in DNA looping assays. As

a result, it is our interest to investigate the effects of nicks on DNA mechani-

cal behaviours, through observing its deformation morphologies and sampling its

configuration space during bending using MD simulations.

5.2.1 Introducing nicks in initials

Nicks are commonly generated during natural damages and enzyme actions by

breaking the weakest covalent bonds in DNA backbones. In order to investi-

gate the effects of nicks, we disrupted the phosphodiester bonds of phosphate

group (PO3−
4 ) between nucleotides to induce the discontinuity in a single strand.

More specifically, starting from our uniformly bent initial in Subsection 3.3.1,

the phosphate group between ith and (i+ 1)th nucleotides on Strand I was com-

pletely deleted to remove phosphodiester bonds on both sides, while leaving O3’

on ith and O5’ on (i+ 1)th deoxyriboses hydrolyzed to form hydroxyl groups.

This is referred as nick after ith basepair in the rest of this chapter. And the

DNA initial with nick after 11th basepair is shown in Figure 5.1, with the nicked

site zoomed and highlighted using magenta colour.

92



(a) Nicked DNA initial with nick after 11th basepair

Nick

(b) Atomic stucture of nicked site

Nick

Figure 5.1: Nicked DNA constructs with nick after 11th basepair. (a) An
smoothly bent DNA initial containing a nick between 11th and 12th basepairs
in Strand I, highlighted by magenta. (b) Zoom in at the nicked site, where the
phosphate group has been removed, leaving the O3’ and O5’ atoms (magenta)
hydrolyzed. The backbone carbon atoms are highlighted by yellow.

In order to directly observe the structure evolutions of nicked DNA under

bending, similar simulations as those in Chapter 3 were performed. Nicks were

introduced into different locations along DNA, and compressional forces were ex-

erted by attaching springs to their second and last-second basepairs. So, following

the same setup procedures described in Subsection 3.3.1, different initials with
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nick after ith basepair, for i = 6, 8, 11, 13, were centered at the same rhombic do-

decahedron unit cell used before, constrained by the zero length contractile spring

with harmonic potential of V = κ
2d

2. Here, κ = 28.2 pN/nm is used. All four

MD simulations were carried out under NTV ensemble at constant temperature

of 300 K and volume of ∼ 1170 nm3.

Later, in order to further explore the micromechanical properties of nicked

DNA, sampling process was conducted on the particular nicked DNA with nick

after 11th basepair using similar umbrella sampling introduced in last chapter.

Again, twelve pre-bend DNA initials with different end-to-end distances, in the

range of ∼ 2.6 to 5.4 nm, were selected from its previous structural bending simu-

lations, and denoted by corresponding end-to-end distance lm in decreasing order,

for m = 1, 2, · · · , 12. They were centered at the same unit cell, constrained by the

finite length contractile springs with harmonic potential of Vm = κu

2 (d− lm)2.

Here, κu = 248.9 pN/nm is used. Then, twelve parallel MD simulations were

executed under same NTV ensemble at 300 K. Moreover, 290 K NTV ensemble

umbrella sampling was conducted through seven ln-constrained simulations to

investigate the temperature effects on nicked DNA micromechanics. Biased po-

tentials Vn = κu

2 (d− ln)
2 were applied, where ln gradually reduces in a smaller

range of ∼ 4.2 to 5.4 nm, for n = 1, 2, · · · , 7.

5.2.2 Nicks direct defect excitations

Total of four destructive conformational evolutions have been obtained from sim-

ulations for nicked DNA with nicks located at different positions alone the poly-

mer, which are between the 6th and 7th, 8th and 9th, 11th and 12th, and 13th

and 14th basepairs, explicitly. These MD simulations were executed for 70 ns

individually. Based on their end-to-end distance dynamics, they all developed

defects, resulting in equilibrated 〈d〉 < 1.7 nm, under κ = 28.2 pN/nm within

nanosecond timescale. Their equilibrated conformational representatives from

last 20 ns were extracted for further analysis.

Obviously, the non-covalent interactions at nicked sites are generally easier

to break than intact form, due to the lack of particular covalent linkages in

backbone. By looking at selected snapshots, we confirmed that the defects are
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Type A

Type B Type C

Figure 5.2: Illustrations for nicked DNA with different categories of non-covalent
topologies. Type A shows the intact nicked DNA with both intact hydrogen
bonding and basepair stacking. Type B represents the unstacked nicked DNA
with disrupted basepair stacking only at nicked position. Type C indicates a
particular case of the peeled nicked DNA with both nicked ends split, resulting
in both disrupted base-stackings and base-pairings around nicked site. This figure
uses planner structures with nick after 11th basepair as demonstrations.

generated right at those nicked sites. But, this kind of defects are more com-

plex than the basepair disruptions observed in Chapter 3. As a reminder, the

constitutive failures occurred during nick-free DNA bending are in form of lo-

calized and correlated hydrogen bonds and basepair stacks disruptions, refer to

Figure 3.6, 3.7 for more details. On the contrary, for the defects at nicks, the

localized interruptions of those interactions are not necessarily coupled, and can

even lead to severer forms through strand separations. So, the hydrogen bond-

ing and basepair stacking profile analysis used before is not sufficient here. The

observed topologies of nicked DNA can be categorized into three types, as shown

in Figure 5.2 using nick after 11th basepair as example. Type A represents in-

tact nicked DNA without any unstacked nor unpaired non-covalent interactions.

While type B, C are nicked DNA with defects, where type B is unstacked at the

nicked site alone with all hydrogen bonds remained, and type C is peeled from

the nicked ends. Note that the strands in type C can split into two with various

95



degrees from both ends, and the flapping ssDNA overhangs can adhere to itself

randomly. As we can see, hydrogen bonding profiles cannot distinguish between

type A and type B, and type C complicates both hydrogen bonding and basepair

stacking profiles, especially for the latter one.

(a) Basepair distance profiles for nicked DNA
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(b) Hydrogen bonding profiles for nicked DNA

G T G C G CN A CN G A AN A TN G C T A T G C
0

0.5

1

1.5

2

2.5

3

〈m
in
,m

ax
(h

i,
j
)〉

(n
m

)

Figure 5.3: (a) The basepair distance profiles, 〈δi,i+1〉, which measure the equi-

librated distances between adjacent C4’ atoms of ith and (i+ 1)th basepairs on
top strand scanned through entire DNA, for simulations with nick after ith base-
pair, where i = 6, 8, 11, 13. The dramatic increased 〈δi,i+1〉 in corresponding
nick-containing simulations reveal that the disruptions of basepair occurred at
nicked sites. Note that C4’ atoms of deoxyriboses are part of the DNA back-
bone. See Figure 5.1(b) for their exact locations. (b) The Hydrogen bonding
profile, 〈min,max (hi,j)〉 vs. i = 2, 3, · · · , 19 averaged over the last 20 out of
70 ns trajectories for four independent simulations with nick right after the 6th,
8th, 11th and 13th basepair steps. These hydrogen bonding profiles further reveal
the existence of two distinctive types of disruptions: clean unstacking at nicked
site in the case of nick after 8th basepair step, and unstacking accompanied by
peeling from nicked sites in the rest cases.

Then, we used an additional approach to quantify the locations of defects in

equilibrated states for nicked DNA under bending. Besides previously detailed

analysis, the distances between adjacent basepairs were indirectly measured. For

each simulation, the inter-base distance between the adjacent C4’ atoms along

the backbone of the nicked strand, δi,i+1, was monitored. Here i indexes the
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position of the C4’ atoms counted from the 5′ end of the nicked strand. For all

the four nicked DNA, sharp bending led to significantly increased 〈δi,i+1〉 that

straddle the nick, indicating separation of the two nick-straddling C4’ atoms and

their associated bases [Figure 5.3(a)]. Among them, only the case with nick after

8th basepairs kept all its hydrogen bonds intact, as shown in Figure 5.3(b).

Combining these basepair distance profiles with hydrogen bonding profiles,

we can conclude that the defects in nick-containing DNA is caused by either

unstacked basepairs straddling the nick without hydrogen bond disruptions (in

the case of simulation with nick between 8th and 9th basepair; type B) or by

strand separation involving a few melted basepairs near the nick (in the cases

of the rest three simulations; type C). The selection between the two types of

defects depends on the sequence of the two nick-straddling basepairs, with GC

basepairs prone to unstack whereas AT basepairs prone to peel.

To conclude, the κ = 28.2 pN/nm contractile spring excites defection in-

side nicked DNA. The defects are directed by fragile nicks regardless of nick’s

location along DNA (i.e., nicks after ith basepair, i = 6, 8, 11, 13). The defects

around nicked sites differs those observed in nick-free DNA, and are in forms of

unstacking or peeling.

5.2.3 Nicks promote localized sharp bends

Further analysis shows that the separation of the two nick-straddling C4’ atoms

is accompanied with a large bending angle developed at the nicked position that

relaxed the rest of DNA into a less bent B-form conformation. This is demon-

strated in Figure 5.4(a) using the nick located between the 8th and 9th basepairs

as an example. In the sharply bent conformation, the 8th and 9th basepairs are

unstacked, causing the increase in δ8,9. The bending angle between the 7th and

10th basepairs, θ7,10, rapidly increased from the initial value of ∼ 30◦ to ∼ 150◦ in

2 ns after simulation began, synchronized with the increase in δ8,9. It is also syn-

chronized with relaxations of the three-basepair-step bending angles in the rest

of DNA to more straight conformations, as shown by θ4,7 and θ10,13 dynamics.

For another example, similar nick promoted localized sharp bend was also

observed for the case of peeling around the nick [Figure 5.4(b)], using the nick
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(a) Bending angle dynamics with nick bwteen 8th and 9th
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(b) Bending angle dynamics with nick bwteen 11th and 12th
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Figure 5.4: 70 ns dynamics of local bending deformations and basepair sepa-
rations at nicked sites under κ = 28.2 pN/nm. (a) Row 1: time evolution of
θ7,10 (black) enclosing nicked site between 8th and 9th basepairs, which shows
the kink development around unstacked region. The bending angle evolutions of
two intact regions with same length, θ4,7 (cyan) and θ10,13 (orange), are shown for
comparison. Rows 2: time evolutions of δ8,9 (dark blue) indicates basepair sep-
aration at nicked sites. (b) Similar dynamics of kink development (θ8,12, black),
bending relaxation (θ4,8, cyan; θ12,16, orange) and basepair separation (δ11,12,
dark blue) for the peeled DNA with nick between 11th and 12th basepair.

located between the 11th and 12th basepairs that caused by disruptions of hy-

drogen bonds in adjacent 11th, 10th, 9th, and 8th basepairs. The development of

a large bending angle around the nicked position is synchronized with the relax-

ation of the rest of DNA to a less bent B-form conformation as well. Overall,

these nick-dependent excited defects induce global shape changes to reduce DNA

total bending energy, in the same manner as intrinsic defects in nick-free DNA.
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5.2.4 Micromechanical properties of nicked DNA

The re-weighting sampling for nicked DNA was attained through umbrella sam-

pling using twelve independent MD simulations, which were initiated from se-

lected DNA conformations with nick after 11th basepair, confined using lm length

springs with spring constant of κu, and run for 50 ns each. Their corresponding

configuration samples in last 20 ns were collected for further analysis. Then,

they were assembled together to obtain the free energy difference profile and

force-extension curve for nicked DNA.

Figure 5.5(a) plots the basepair distance profiles for these twelve simulations.

Nine of them developed basepair dissociations at their nicked sites, indicated by

enlarged 〈δ11,12〉 averaged over final 20 ns (m = 4, 5, · · · , 12). Figure 5.5(b) shows

the hydrogen bonding profiles for these twelve simulations. Seven of them re-

mained all hydrogen bonds in most of their last 20 ns dynamics (m = 1, 2, · · · , 7).

Together, the three under weak bending stay in B-form (m = 1, 2, 3, i.e., type

A); while next four under moderate bending contain unstacks after 11th base-

pairs, but preserve their hydrogen bonding (m = 4, 5, · · · , 7, i.e., type B). And

the other five under severe bending further accommodate disrupted hydrogen

bonding at 9th − 12th basepairs around the nicked site (m = 8, 9, · · · , 12), indi-

cating ends peeling started from the nick (i.e., type C). Compared against those

for normal DNA [i.e., cases for k = 11, 12, 13 in Figure 4.1(a)], the region with

interrupted pairing shifted ∼ 2 bp left due to the presence of nick.

The biased distributions of end-to-end distances, ρ{m}(d), for nicked DNA

cover the region between ∼ 2.3 to 5.7 nm in Figure 5.5(c). It is worth mentioning

that the insufficient sampling at gap near ∼ 4 nm can be overcame by simply

conducting more simulations from suitable initials, because the energy barriers

are relative small for peeling from nicks vs. defect excitations for B-DNA. But

this additional information is irrelevant to subsequent results and discussions.

Then, based on these statistics, the unbiased probabilities were evaluated at 200

values of d using g_wham in the regions of ∼ 2.2 to 4.0, ∼ 3.9 to 5.4 and ∼ 4.8 to

5.7 nm, respectively for type C, B, A nick-containing DNA.
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(a) Basepair distance profiles for nicked DNA
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(b) Hydrogen bonding profiles for umbrella sampling

G T G C G C A C G A AN A T G C T A T G C
0

0.5

1

1.5

2

2.5

3

〈m
in
,m

ax
(h

i,
j
)〉

(n
m

)

(c) Direct probability density functions for umbrella sampling
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Figure 5.5: 300 K, umbrella sampling for nicked DNA with nick after 11th base-
pair, which consists of twelve independent simulations constrained by different
potentials (a) Basepair distance profiles plot adjacent C4’ 30 − 50 ns averaging
distances, 〈δi,i+1〉, along DNA. Nine most constrained DNA generate basepair
dissociations around nick, while the other three under weak bending behaves as
B-DNA at 11th and 12th basepair. (b) Hydrogen bonding profiles of their equili-
brated conformations averaged over the last 20 ns. Solid lines show 〈max (hi,j)〉
and the dashed lines show 〈min (hi,j)〉. Five most constrained DNA contains
peeled ends from nicked site, while the other seven are nicked DNA with intact
hydrogen bonding. Note that N points out the location of nick. (c) Direct prob-
ability density functions against end-to-end distances for the twelve simulations
based on corresponding 10000 samples. The distributions indicated with N are
from the five peeled nicked DNA; with � are from the four unstacked nicked
DNA, while the rest are obtained from the three intact nicked DNA. ρ{m}(d)
overlap with each other in the entire d range from 2.3 to 5.7 nm. Lines are
coloured from light to dark as intrinsic contractile spring lengths lm decreases
(i.e., lm = 5.42, 5.10, 5.04, 4.83, 4.64, 4.42, 4.12, 3.45, 3.23, 3.01, 2.81, 2.62 nm
respectively) in both (a), (b) and (c).
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Based on Equation 4.1, the three discretized free energy difference profiles

for type C, B and A nick-containing DNA were obtained in the same manner

as before, through taking logarithm on unbiased probabilities, zeroing at global

minimum state and shifting to match overlaps. Then their smoothed continuous

versions were generated using cubic-spline interpolations at low variance ranges

of ∼ 2.4to 3.8, ∼ 4 to 5.2, and ∼ 5.2 to 5.6 nm correspondingly. Together with the

free energy difference profiles for DNA without nick, they were plotted in inset

of Figure 5.6 for comparison. We noticed these ∆A(d) profiles for nicked and

nick-free DNA superimpose with each other near the same equilibrated length

d0 ≈ 5.43 nm. As bending increases, the two profiles quickly deviate from one

another. Generally speaking, ∆A(d) for nicked DNA is lower, globally steady,

but locally much frustrated, while ∆A(d) for nick-free DNA is higher, smoother,

but with a sudden slope drop at its transition coordinate ∼ 3.8 nm.

The force distance relationships for nicked DNA were worked out in two

ways as before. The continuous force-extension curves were differentiated from

continuous corresponding ∆A(d), and the discretized f
(〈

d{m}

〉)

, which are equi-

librated maintaining forces vs. end-to-end distances, were directly read out from

individual lm-restrained simulations. As we can see, the results from two ap-

proaches coincide with each other in main of Figure 5.6, which indicates that the

sampling is statistically sufficient for entire d region. By comparing against the

force-extension curves for normal DNA, for d0 > d > 5.2 nm, f(d) for type A

nicked DNA (orange) exactly overlaps with that for intact nick-free DNA (dark

red). As d further decreases, it transits to type B nicked DNA (cyan), and im-

mediately deviates from the nick-free DNA force responses. Type B requests

much smaller force to maintain certain end-to-end distances over 5.2 > d > 4

nm against normal B-DNA. With d < 3.8 nm, the force profile for type C nicked

DNA (pink) continuously drops to the level even lower than that for defected

nick-free DNA (dark blue).

Based on further quantitative and structural analysis, under weak bending

constraints, intact nicked DNA retains all of its non-covalent interactions and

resembles normal B-DNA behaviours with estimated persistence length Ã = 54.6

nm (i.e., based on Equation 4.2, using averaging points f
(〈

d{m}

〉)

, for m = 1, 2).
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Figure 5.6: Free energy difference profile and force-extension curve for nicked
DNA with defect excitations. Upper-left inset displays the discretized ∆A(d),
reference to global minimum state, separately obtained for intact (type A), un-
stacked (type B) and peeled (type C) nicked DNA are plotted against end-to-end
distances. Smoothed and continuous versions for these three curves are achieved
in smaller and more confident regions using interpolation (orange line for type A,
cyan line for type B and pink line for type C). The main figure shows continuous
f(d) for type A, type B and type C in corresponding colours, which were calcu-
lated from differentiations of continuous ∆A(d). The discrete points of

〈

f{m}

〉

against
〈

d{m}

〉

(• in corresponding colours) were directly read out from 12 simu-
lations ( m = 1, 2, 3 for type A, m = 4, 5, · · · , 7 for type B and m = 8, 9, · · · , 12
for type C). They generally overlaid with their f(d) obtained using statistical
approach. The profiles for normal DNA were plotted in both inset and main
for comparison (dark red for intact, dark blue for defected nick-free DNA). Note
that free energy difference profile for nicked DNA has the global energy mini-
mal at d0 ≈ 5.43 nm as well. And its force-extension curve, which zeros at d0,
superimposes with that of intact nick-free DNA over a small region with d < d0.

Then, under moderate bending, our intact nicked DNA can hold up to ∼ 40 pN

until unstacking occurs at the nicked site. It revealed a stacking Helmholtz free

energy of ∆Astack ≈ −1.5 kBT , which is close to the experimental measurements

using stacking-unstacking equilibration [108]. This event results in earlier defect

excitation and leads to more bending adaptive unstacking nicked DNA, through
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developing localized sharp bends. In contrast, intact nick-free DNA can hold up

∼ 90 pN (i.e., even beyond buckling transition at ∼ 80 pN), and remains its non-

covalent integrity till breaks near 3.8 nm. Under even stronger bending, the open

ends at nicked site start to peel off, which leads to peeled nicked DNA. Although

its force magnitude is overall similar to that of defected nick-free DNA, more

flexible structures with severer forms of defects can be induced (i.e., for instance,

those structures with maintaining forces less than 20 pN).

5.3 Nicks and DNA looping experiments

In order to build linkages between our MD results with exist experimental evi-

dences, we continue to investigate the effects of nicks on DNA bending microme-

chanics from the experimental point of view. Despite of practical challenges,

many approaches have been applied to probe DNA behaviours under sharp bend-

ing conditions. Among them, DNA looping experiments are relatively quanti-

tative and systematic to acquire DNA responses under bending sharper than

random coil. For example, the anomalous bending elasticity of ∼ 94 bp DNA

reported by Cloutier at el. was obtained through such ligase-based DNA looping

measurements. However, the interpretations for these evidences are not definite,

and even sometimes contradictory, especially at the bending level of interest,

∼ 100 bp minicircles. Here, we utilize our obtained MD results on DNA sharp

bending responses to better elucidate those evidences. Moreover, we show that

nicks play a non-negligible role in DNA looping experiments, and effects of nicks

may dominate observed softening of sharply bent DNA.

5.3.1 Details and interpretations on j-factor measurements

Considering a DNA molecule with two ends denoted by “A” and “B”, respectively.

The DNA looping probability density, ρ (0), is the probability density when the

two ends of the same DNA molecule meet. In other words, Ploop = ρ (0)·δV is the

probability to find the end “B” in an infinitesimal volume δV in the vicinity of the

end “A” of the same DNA. In the presence of the N identical DNA molecules in

a total volume of V , the probability of finding an end “B” from another molecule
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in the same vicinity around the end “A” of the target DNA is N
V
δV = c · δV . In

order to determine ρ (0), a cyclization approach has been proposed to chemically

trap (such as ligation) the “A-B” ends in δV , which results in either looped DNA

or dimerized DNA molecules with reaction rates of Kloop and Kdimer = c ·K0
dimer,

respective, where K0
dimer denotes the dimerization rate per unit concentration of

DNA. Theoretically,
Kloop

Kdimer
= ρ(0)

c
, which results in experimental determination

of looping probability density as: ρE (0) =
Kloop

K0
dimer

. The ratio
Kloop

K0
dimer

is often

referred to as the “j-factor” [24, 3, 25].

A typical j-factor measurement approach is based on using ligase to covalently

link the DNA ends. This method requires two short complementary ssDNA

overhangs at the two DNA ends, which transiently hybridize the “A-B” ends into

a conformation suitable for a subsequent ligation reaction. A prerequisite for

such measurement is to achieve pre-equilibration between looped and unlooped

molecule before the ligation reaction [24, 26]. This requires the hybridization

interaction to be relatively weak, allowing reversible unlooping or undimerzation.

It also requires the ligase concentration to be relatively low, ensuring end-sealing

by ligase to be time limiting step. What measured in such experiments are rates

of covalent closure of hybridized loop K ′
loop and hybridized dimer K ′

dimer. With

an additional assumption that
K ′

loop

K ′
dimer

=
Kloop

Kdimer
, the looping probability density

ρE (0) can be determined.

Further, hybridization also imposes a constraint on the orientations of the

hybridized “A-B” ends. In the case of dimerization, which does not involve any

DNA bending or twisting, the hybridized DNA assumes a straight B-form con-

formation, as suggested in our MD simulation. This results in two requirements

on termini orientations: (i) the hybridized ends “A” and “B” should be parallel to

each other; (ii) the ends must be helically phase matching which constraints the

axial twist degree of freedom of one molecule to the other (Figure 5.7). Together,

these requirements imply the probability density of the hybridizable end “B” from

another molecule is c
4π×2π . As a result, ρE (0) =

(

8π2
)−1 Kloop

K0
dimer

. In Chapter 1,

we have referred such boundary constraint as the “Ω” boundary condition.

Hybridization may also impose certain constraint on the orientations of the

hybridized “A-B” ends in the hybridized looped DNA. In the case of large loop
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Figure 5.7: Ω boundary condition: In ligase based DNA looping experiments,
within the infinitesimal volume, δV , around reference “A” end (with black solid
basepairing), only a subset of entered complimentary “B” ends (with red dashed
basepairing) can assemble into transiently stabilized hybridized “A-B” ends, and
chemically trapped by a subsequent ligation reaction. Under the Ω boundary
condition defined in the main text, it entails a (4π × 2π)−1 factor. Tangent
unmatched (at top) and twist unmatched (at bottom) “B” ends are shown for
comparison. Note that two pre-existing nicks (magenta arrows) are formed right
after hybridization, which may cause violation of Ω boundary condition when
DNA is sharply bent.

(L > ATw, where ATw ∼ 100 nm is the twist persistence length), the same

Ω boundary condition should apply due to the decreased twist energy in large

DNA loops. In order to extract the DNA micromechanical properties, such as

persistence lengths, one should calculate the looping probability density based

on the WLC model ρWLC (0) under the Ω boundary condition treating the DNA

bending and twisting persistence lengths as free parameters, and compare it

with the experimentally measured value ρE (0). However, for small DNA loops,

the Ω boundary condition may not hold, due to the increased bending energy

in the loops which may cause defect excitation at the nicks (as suggested in

our simulations). In this case, ρWLC (0) should be calculated under a different

boundary condition ξ 6= Ω, which has been ignored in previous discussions.

As shown in Section 1.4, large-scale DNA looping probability densities from

j-factor measurements (> 200 bp) well fit theoretical calculations based on WLC
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model with A around 50 nm, which justify aforementioned Ω boundary condition

imposed on looped ends. On the other hand, for shorter DNA fragments around

100 bp, the j-factor measurements reported a DNA looping probability density

that are several orders of magnitude larger than that predicted by WLC model

with A ≈ 50 nm [3]. This disagreement between experiments and the WLC

model prediction has led to a decade of confusion on its nature. There are two

alternative possibilities that may cause such anomaly: (i) It is an intrinsic elastic

response of dsDNA under sharp bending condition, which might be caused by

bending induced flexible defect excited inside the DNA as proposed by several

groups [3, 30, 4, 5]. (ii) The Ω boundary condition assumption is no longer valid

for the hybridized looped DNA when DNA is sharply bent. In the latter case,

Equation 1.13 used to extract the mechanical properties of DNA is invalid.

(a) Scenario A (b) Scenario B

Figure 5.8: Two possibilities to interpret the observed abnormal DNA bending
rigidities under sharp bending conditions in both ligase-based and FRET-based
DNA looping experiments. (a) scenario A: DNA intrinsic basepair disruptions,
and (b) scenario B: nick-dependent unstacking. In both cases, defects are ex-
cited with certain excitation energy consumptions (i.e., µA and µB, respectively),
which lead to localized flexible structures with softer apparent persistence lengths
(i.e., A′

A and A′
B, correspondingly). After these, kinks develop around defects,

results in teardrop shapes with overall lower free energy. Note that µB < µA and
A′

A ∼ A′
B, thus scenario B is much more probable.

Based on our MD results, we showed that B-form DNA is possible to develop

1 − 3 bp correlated hydrogen bonding and basepair stacking disruptions upon

sharp enough bending. This localized defect creates a hinge, which may in turn

absorb bending to release overall bending energy [i.e., scenario A, Figure 5.8(a)].

In last section, we demonstrated that a pre-existing nick may also lead to flexible
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defect at the nicked location when the DNA is sharply bent, by either unstacking

the two adjacent basepairs straddling the nick, or further strand peeling near

the nick. This result suggests that the two pre-existing nicks in the hybridized

loop may cause DNA kink in sharply bent DNA minicircles; thereby violating

the Ω boundary condition [i.e., scenario B, Figure 5.8(a)]. As we can see, two

scenarios are both possible, and physically equivalent in DNA loops: they are

flexible defect excitations in nature, which direct kink formations, and result in

teardrop shapes to lower looping energy. However, more importantly, they are

quantitatively different: the defect at nicked site requires much less excitation

energy. Thus, in the presence of nick, scenario B will always occur prior to

scenario A, and further suppress scenario A once kinks developed.

In summary, for ligase-based j-factor measurements where nicks cannot be

avoid, defects generate at nicked site under sharp bending condition; and the

looping probability density should be calculated based on a different boundary

condition ξ. As shown in previous theoretical predictions [23, 4, 109], if the two

ends of the same DNA can meet in a kinked conformation, the looping probability

density is greatly increased compared to that under the Ω boundary condition

(i.e., ρξ (0) > ρΩ (0)). In the extreme case when the two ends can meet with

arbitrary angle, the looping probability density can be at least three orders of

magnitude larger than that under the Ω boundary condition for < 100 bp DNA

fragments. So, this nick-decedent mechanism naturally explained the j-factor

measurement results for ∼ 100 bp short DNA fragments reported by Cloutier et

al. using ligation approach [3, 110].

Besides ligase-based j-factor measurements, elastic anomaly of DNA was also

revealed by analyzing the unlooping rate of a hybridized looped DNA or looping

rate of an originally unlooped DNA using smFRET approach. Both assays sug-

gested that there exist a critical contour length of DNA (< 100 bp), below which

the dependency of unlooping (or looping) rate on DNA size indicates a softer

DNA backbone than that predicted by the WLC model with 50 nm persistence

length [29, 104]. Again, scenario B is not avoidable: the pre-existing nicks of the

hybridized DNA loop may develop kinks at the nicked location, resulting in the

observed anomaly.
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5.3.2 Temperature sensitivities of unstacking at nicked site

Right after Cloutier et al. reported abnormally high looping probability density

on 94 bp DNA [3] in 2004, Du et al. [25] performed similar j-factor experiments

on ∼ 100 bp DNA in 2005, which revealed expected ρE (0). As mentioned in

Chapter 1, these contradictory j-factor measurements were likely caused by their

different experimental temperature. It is well known that total-disruption free en-

ergy, ∆G, in case of DNA peeling roughly linear-dependent on both temperature

and logarithm of salt concentrations [2, 11]: more specifically, increasing kinetic

energy enhances basepair denaturation, while decreasing ionic strength induces

strand separation (see Section 1.5). The same trends are also true for the ∆G

involved in unstacking at nicked sites [111, 112], where temperature dependency

is slightly stronger than peeling (i.e., larger |∆S|), due to the lack of additional

backbone constraints. However, in both situations, the 9◦C discrepancy in T

only leads to less than 0.5 kBT free energy change. As a result, the key question

in understanding the temperature sensitive of DNA looping becomes: how such

small difference in free energy induces drastic mechanical response switching?

To answer this question, we recall previous results, that homogeneous B-

form DNA follows classical WLC behaviours; its f(d) contains a steep linear

region near equilibrium length with force less than 80 pN, and a much flattened

region after buckling transition with force larger than 80 pN. Furthermore, at

300 K, basepair disruption inside nick-free DNA occurs in the flattened region;

on the contrary, defect excitation at nicked site happens in the steep linear region

(Figure 5.6). So, for unstacking at nick, small perturbation in free energy leads

to huge jump in required bending constraints for defect excitation, because of

small magnitude of force, as well as the large Young’s module ∼ 300 pN/nm. On

the other hand, for intrinsic defect, nine degrees temperature difference hardly

shifts its critical failure load. In other words, stacking-unstacking switching at

nicked site is much more sensitive to T , in term of its mechanical response.

Thus, the unstacking around nick is a more possible hypothesis to interpret the

observed transformation between abnormal and normal bending rigidities upon

small temperature change.
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(a) Basepair distance profiles for nicked DNA
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(b) Hydrogen bonding profiles for umbrella sampling
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(c) Direct probability density functions for umbrella sampling
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Figure 5.9: 290 K, umbrella sampling for nicked DNA with nick after 11th base-
pair, which consists of twelve independent simulations constrained by different
potentials (a) Basepair distance profiles plot adjacent C4’ 80− 100 ns averaging
distances, 〈δi,i+1〉, along DNA. All seven constraint simulations under weak to
moderate bending have normal basepair distances between 11th and 12th base-
pair. (b) Hydrogen bonding profiles of their equilibrated conformations averaged
over the last 20 ns. Solid lines show 〈max (hi,j)〉 and the dashed lines show
〈min (hi,j)〉. All seven simulations maintained their Waston-Crick basepairing.
Note that N points out the location of nick. (c) Direct probability density func-
tions against end-to-end distances for the twelve simulations based on corre-
sponding 10000 samples. ρ{n}(d) overlap with each other in the entire d range
from 4.1 to 5.7 nm. Lines are coloured from light to dark as intrinsic contractile
spring lengths ln decreases (i.e., ln = 5.42, 5.12, 5.05, 4.83, 4.64, 4.42, 4.19 nm
respectively) in both (a), (b) and (c).
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To investigate aforementioned temperature sensitivities of nicked DNA bend-

ing responses, the similar umbrella sampling for nicked DNA as Subsection 5.2.4

was conducted, but at 290 K, ten degrees lower than before. Independent MD

simulations were started from same initial DNA atomic structures with nick after

11th basepair, and constrained by same springs with same κu. As we are inter-

ested in the bending responses near previous nick disruption transition coordinate

∼ 5.2 nm, only seven constraint sampling with ln gradually decreases from ∼ d0

to 4.2 nm were conducted, for n = 1, 2, · · · , 7. To compensate the slowness of

evolutions at lower temperature, each confined simulations was simulated 50 ns

longer, and corresponding data in 80 to 100 ns were collected for analysis.

The resultant basepair distance profiles, 〈δi,i+1〉, [Figure 5.9(a)] and hydrogen

bonding profiles, 〈min,max (hi,j)〉, [Figure 5.9(b)] for these seven independent

simulations reveal intact basepair associations between 11th − 12th basepairs, as

well as intact hydrogen bondings. It means that nicked DNA remains in type

A at 290 K under a wide range of bending, even keeps its integrity at d ≈ 4

nm. This is in sharp contrast to its bending responses at 300 K, where transition

from type A to type B occurs at only d ≈ 5.2 nm within 50 ns. Apparently, the

ten degree temperature reduction significantly altered the stacking-unstacking

switching behaviours. The biased distributions of end-to-end distances, ρ{n}(d),

for intact nicked DNA overlap with each other and cover the region between ∼ 4

to 5.7 nm in Figure 5.9(c). The unbiased probabilities were evaluated at 200

values of d using g_wham over entire region.

Subsequently, discretized ∆A(d) for intact nicked DNA at 290 K was calcu-

lated through negative logarithm based on Boltzmann distribution, and continu-

ous ∆A(d) was achieved by spline interpolation at a more statistically confident

region from 4.2 to 5.6 nm. Then, its f(d) at 290 K were obtained using derivative

and direct read-out (Figure 5.10, dark blue solid lines and •, correspondingly).

The resulting force-distance curve nearly overlaps with that obtained for normal

B-form DNA (dark red dotted line and •) including the region after the buckling

transition. This suggests nicked DNA resembles nick-free DNA over wider d at

lower temperature. The f(d) of intact nicked DNA at 290 K is slightly below that

of intact nick-free DNA at 300 K; this is due to the temperature dependency of
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300K, Intact nick-free DNA

290K, Intact nicked DNA
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300K, Unstacked nicked DNA
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Figure 5.10: Temperature sensitivities of free energy difference profile and force-
extension curve for nicked DNA. Continuous f(d) for intact nicked DNA at 290
K (dark blue solid line), which were calculated from differentiations of its con-
tinuous ∆A(d). The seven discrete points of

〈

f{n}
〉

against
〈

d{n}
〉

(dark blue
•), for n = 1, 2, · · · , 7, were directly read out from springs. The force responses
of nicked DNA at 300 K over the same d region were plotted for direct compar-
ison, where f(d) for intact and unstacked nicked DNA at 300 K were coloured
in orange and cyan, correspondingly. Their compelling differences reveal high
temperature sensitivity in nick-dependent flexible defect excitations, especially
in form of critical compressional load (i.e., altered from ∼ 40 pN at 300 K to
more than 80 pN at 290 K). The profile for intact nick-free DNA at 300 K was
plotted in dark red for further comparison, which nearly overlaps with that of
nicked DNA at 290 K. It double confirms the B-DNA like elasticity of intact
nicked DNA, even after Euler instability at low T .

the buckling transition force given by fc = kBTπ
2A/L2. Compared against f(d)

of nicked DNA at 300 K (orange and cyan solid lines and •), we finally quan-

tified the mechanical responses of stacking-unstacking switching: intact nicked

DNA can resist up to ∼ 40 pN compressional load at 300 K; on the other hand

remains unstacked even under > 80 pN at 290 K, due to the large Young’s mod-

ulus Y ≈ 300 pN/nm2, and relative low failure loads. This result indicates that

the lowered temperature strongly suppresses the nick-dependent flexible defect
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excitations, which supports our hypothesis and explains the contradictory exper-

imental results. Note that this is another strong evidence to justify scenario B,

instead of scenario A.

5.4 Effects of mismatches on DNA bending

DNA mismatches are base alternations, which in general include insertions, dele-

tions and misincorporations of basepairing. They are generated all the time

during cellular mechanisms, such as replications or recombinations, as well as

induced by environmental factors, such as chemical or physical stresses. For in-

stance, during replication by DNA polymerases, mismatches are produced in the

rate of ∼ 10−4 − 10−5 errors per basepair, while subsequent proofreading by ex-

onuclease associated with polymerases achieve a final rate of ∼ 10−7 [113, 114].

Then, remaining mismatches usually result in either reparations or mutations,

whose ratio is crucial to the balance between genetic maintenances and evolu-

tions. Obviously, such misincorporations naturally disrupt the B-form secondary

structures, and give rise to abnormal DNA elasticities and/or morphologies. Here

we are going to investigate their effects on DNA micromechanical properties,

which are believed to play a critical role in their functional processes, such as

initiation of mismatch repairing by MutS in E. coli [115].

In order to study the effects of mismatches, several kinds of mismatching were

introduced into the middle of short DNA fragments. Because the misincorpo-

rations of basepairing are permanent defects by themselves, their rigidities are

intrinsically different, which lead to distinctive apparent angular movements even

under normal conditions. As a result, we omitted the previously used bending-

constraint excitation processes, directly simulated their non-constraint trajecto-

ries, and monitored corresponding bending angle fluctuations.

To speed up the simulations and minimize the likelihood of peeling, a 9− 10

bp GC-rich short DNA template as below,

5′ − CGCGXGCGC− 3′

3′ − GCGCXCGCG− 5′

↑ ↑
L R

(5.1)
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, were used, where X/X position was artificially filled by various versions of mis-

matches G/G, C/C, E/E, double E/E and by normal basepairing C/G as control.

Here, E represents the abasic site, which is a kind of spontaneously occurring

lesions in DNA [116], whose nitrogen bases of nucleotide is completely deleted,

leaving with flexible backbone linkage and disturbed non-covalent interactions.

In the case of E/E, two “pairing” abasic sites were introduced to X/X position

and formed an “empty” basepair. For double E/E, two consecutive such “empty”

basepairs were put at the center of our DNA sequence.

Five DNA molecules in straight shape, based on above designed sequences,

were produced using X3DNA with some manual editing. They were centered and

aligned at corresponding minimal enclosing cuboid boxes. Then, each simulation

unit was properly prepared in a similar way as our previous unconstrained 20

bp DNA according to the descriptions in Section 3.2. Note that the force field

parameters for α-anomer abasic site, including structures, partial charges and

atom types [117, 118], were integrated into GROMACS Parm99 for topology genera-

tions. Finally, for every sequence, a 100 ns free dynamic trajectory was simulated

under NVT ensemble, with constant temperature of 300 K and sequence specific

constant volume ranging from ∼ 200− 260 nm3.

The mismatch-related bending angle fluctuations were extracted from each

trajectory for further analysis. The two 4 bp GC-tails beside the “defects” re-

mained their integrities during 100 ns simulations, due to their relative strong

basepairing. So, we were able to attach the right-handed basepair reference

frames to the intact neighbouring basepairs at the left and right of mismatches

(i.e., denoted by L, R in Equation 5.1). The instant bending angle was calculated

from their deflected z-axes, using θL,R = cos−1 (ẑL · ẑR). Intuitively, the equili-

brated mean of θL,R fluctuations, if other than zero, reports the preferred kinking,

while its variance reflects the rigidities of enclosing X/X. For each sequence, we

derived their bending energy profiles against bending angle, by eliminating the

entropic contributions from lateral movements, as,

EL,R(θ) = − ln

(

ρL,R(θ)

sin θ

)

+ Eoffset (5.2)
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, where Eoffset constant zeros the corresponding energy minimum for individual

cases, as shown in Figure 5.11.
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Figure 5.11: Bending energy profiles against the bending angles of most adjacent
basepairs at the two sides of the “defect” of interest. Local bending energy curves
were calculated form the equilibrated bending angle distributions, which were
sampled using 70− 100 ns deflection angle (θL,R) fluctuations. These profiles for
enclosing X/X substituted by E/E, C/G, C/C, G/G and double E/E are coloured in
dark red, black, dark blue, cyan and orange, respectively. The bending energies
follow the typical WLC quadratic relationships, EL,R(θ) ∝ θ2L,R, ranging from
rigid to flexible, as shifting from left to right, except for the case of double E/E.
The two consecutive abasic sites lead to a intrinsic kinking of ∼ 60◦.

The mismatching bending energy profiles were hard to be precisely quantified

at such small length scales. The misincorporations of basepairs permit more de-

grees of freedom for the relative arrangements of nearby basepairs, which result

in more frustrated energy landscapes. And this give rise to much harder quantifi-

cations by MD simulation method, because of larger fluctuations, transient lock

in at local energy minimal states, and significant increases of required simula-

tion timescales. Furthermore, the short length scales also cause several troubles.

Firstly, these local behaviours are much more diverge, while the large-scale quan-
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tities are more reliable, such as end-to-end distances over 20 bp measured before,

due to averaging effects. Secondly, as the distances are close to the DNA dis-

cretization limit (i.e., basepair step), the contour length itself is hard to define,

and the effects of other factors, like radius, are no longer negligible.

Nevertheless, these resultant profiles qualitatively preserve their shapes and

relative orders among different runs, as well as under different recent force fields.

So, we can still get some qualitative descriptions from these consistent trends.

Compared against normal C/G pairing, C/C pairing is more flexible, due to the

lost of hydrogen bonding, as well as some stacking. The bulky G/G pairing further

disturbs the non-covalent interactions, and enhances the softening effect. In the

case of E/E, the paired bases are gone, leaving the small sugar rings and adaptable

phosphate backbones, and one may expect it is a very weak point. Actually, the

most adjacent L, R basepairs are very near and orient with one another, which

have a great change to adhere with each other. This was confirmed by further

structural analysis, which explains the most rigid bending elasticity observed.

But then, for the case of double E/E, the stacking distances have increased, and

these long and flexible linkages hardly maintain the correct orientations between

two adhesive basepairs. This usually leads to a permanent kinking, rather than

stacking, which was shown by its 60◦ intrinsic kinking bending energy profile.

5.5 Discussion

In this chapter, ∆A(d) and f(d) of DNA with a pre-existing nick at 300 K,

revealed interesting features of nicked DNA during bending. At low bending level

when d is close to its contour length, the profiles of the nicked DNA overlap with

those of nick-free DNA. This result indicates that under weak bending condition,

nicked DNA maintains in B-form, and nick does not affect DNA elasticity, which

is consistent with that reported in [119, 26]. However, at further decreased d

when force reaches around 40 pN, which is still less than the predicted critical

load from Euler instability, ∆A(d) and f(d) begin to deviate from nick-free DNA

profiles. This marks the transition of nicked DNA from type A to type B, which

is induced by unstacking of the two adjacent basepairs at the nicked site. Then,
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at a much smaller d, melting from nicked site occurs, resulting in transition from

type B to type C. As d further decreases, the level of peeling gradually increases,

while f(d) gradually decrease.

Furthermore, the unstacking at nicks is very sensitive to temperature change.

∆A(d) and f(d) of nicked DNA at 290 K significantly differ from those at 300

K. The observed unstacking at ∼ 40 pN does not happen even beyond buckling

transition, while nicked DNA bends like a nick-free DNA.

Overall, a pre-existing nick may facilitate excitation of flexible defects at the

nicked location when the DNA is sharply bent. Moreover, the nick-dependent de-

fect excitation is highly temperature sensitive. In DNA looping experiments, this

result suggests that the two pre-existing nicks in the hybridized loop may cause

DNA kink in sharply bent DNA minicircles, thereby violating the Ω boundary

condition and boosting the probability of looping. This naturally explains the

anomalously elasticity of < 110 bp observed in ligase-based DNA looping proba-

bility density experiments [3, 29], as well as in FRET-based looping (unlooping)

rate measurements [29, 104]. It also clarifies the contradictory results for ∼ 100

bp DNA looping, where ρE (0)≫ ρWLC (0) at 30◦C, ρE (0) = ρWLC (0) at 21◦C.

Importantly, the results obtained from nicked DNA draw cautions in using

nick-containing DNA in experiments to infer micromechanics of sharply bent

nick-free DNA. In addition, these results might have a physiological relevance, as

DNA nicks are frequently produced in vivo, for examples, during DNA replication

and DNA damages by UV or chemical attacks, which might facilitate local DNA

bending for DNA damage recognition and repair [120, 121].
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Chapter 6

Polymer model with defect

excitations

6.1 Introduction

In order to check whether the simulated full atomic DNA behaviours can be

described by modified WLC polymer model, such as generalized defect excita-

tion model introduced in Chapter 1, we obtained the same free energy difference

profiles and force-extension curves for nick-free and nicked DNA using Equa-

tion 1.24, and compared against those ∆A(d) and f(d) described in Chapters 4

and 5. Here, coarse-grained Monte Carlo (MC) methods were adapted to ex-

trapolate the polymer models and approach analytically difficult or intractable

properties, such as end-to-end distance distributions. In overall, we are going to

briefly introduce the MC methods, and then, present the analogous MC results

for normal and nick-containing DNA bending responses.

6.2 Monte Carlo simulations on DNA

MC simulations are computational strategies, which utilize sequences of random

numbers to generate time-evolutions of models stochastically. On one hand,

it breaks away from the high frequency physical laws, such as Newton’s equa-

tions of motion used in classical MD simulations, and aggressively samples the

phase space following some designed random movements. On the other hand,
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it produces next sample by updating previous histories, while, obeying rigorous

probability guidances. Thus, MC simulations achieve very high efficiencies, as

well as, establish certain reliabilities, at least statistically. Usually, this stochas-

tic process is further simplified and mathematically described by the first-order

discrete-time Markov process, which is a collection of random variables in discrete

and memoryless manner, as,

p (Xi = xi|Xi−1 = xi−1, · · · ,X2 = x2,X1 = x1) = p (Xi = xi|Xi−1 = xi−1)

(6.1)

, where Xi is a random variable and takes a state xi at discretized time point i,

that only relates to its immediate preceding sample.

Now, we are going to illustrate the generations of such Markov chains by

Metropolis MC simulations [122], using our thin elastic rod DNA polymer as

an example system. Given any DNA discretized chain conformation, the next

sampling point in configuration space is obtained by random number driven al-

ternations of current configuration. There are various kinds of off-lattice dis-

placements that particularly designed for such chain movements, among which

reptation, crankshaft and pivot moves were frequently used in our MC simula-

tions. In the reptation move, either the head or tail segment of the chain is

removed, and replaced by a newly added segment with same length, which may

evenly points to any direction in 3D [123, 124]. In the crankshaft move, two

vertices are randomly selected, and their connecting line defines a rotating hinge.

Then, the subchain in between is rotated about this hinge by an arbitrary angle

in the range of [−φc, φc] [125]. In the pivot move, a vertex is randomly picked

up as rotating center, while, the shorter tail is rotated by a randomly generated

angle in the range of [−φp, φp] about an uniformly selected arbitrary axis [126].

After the new trial conformation is produced, its bending energy difference

against previous conformation, ∆E = Enew −Eold, is evaluated based on under-

lying polymer model Hamiltonians, for example, Equation 1.3, 1.24. Finally, this

trial conformation is accepted with certain chances, p = min (1, exp (−β∆E)),

otherwise, discarded. So, starting from some initial chain conformation, recur-

sively executions of above procedures lead to targeted Markov chains, which
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randomly sample our DNA configuration space. Note that, the parameters, φc

and φp in crankshaft and pivot moves, are adaptively adjusted during simulations

to yield about half acceptance ratios, respectively.

It is worth the efforts to deeper understand the reasons behind above

Metropolis MC simulations, which ensure the both “real” and “fast” sampling

processes. The generated Markov chains are “real”, because they are eventually

equilibrated at Boltzmann distribution. Firstly, these Markov chains are re-

versible, due to p(n)W (n→ m) = p(m)W (m→ n), where W is the transition

rates, and, for the case of Metropolis algorithm, it is set to be previous accep-

tance probability divided by a scalable waiting time τ0. This detailed balance is

a sufficient condition for the following relation to hold,

∂p(n)

∂t
=
∑

n 6=m

p(m)W (m→ n)−
∑

n 6=m

p(n)W (n→ m) ≡ 0. (6.2)

The master equation above equaling zero indicates the existence of stationary

distributions. Secondly, the chain movements are carefully designed to assure

the ergodicity of such Markov chains, in other words, it is possible to get from

every state to every other state with positive probabilities. Thus, this guaran-

tees the uniqueness of stationary distributions. Taking together, Metropolis MC

simulations are stochastically populating lots of DNA conformations, whose equi-

librated subsets satisfy the Boltzmann distribution. Regarding about “fast”, the

embedded importance sampling prefers the evolutions towards lower free energy

states to provoke more statistically impact samples (i.e., with larger weighted

factors in calculating ensemble averages). This further boosts the efficiency of

our simulations.

Before proceeding to more complicated cases, we utilized MC simulations to

reproduce the typical WLC polymer behaviours as justifications. Thorough com-

parisons have been conducted between simulated outcomes and analytic solutions

in various aspects. During MC simulations, we performed aforementioned three

kinds of movements repeatedly, till acceptance once for each. And this is con-

sidered as one MC cycle. For each simulation, the Markov chain initialized from

a spiral configuration, and underwent a trial phase of ∼ 105 cycles to determine
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the adaptive parameters, φc and φp. Then, the polymer chain was brought to

its stationary distribution through an equilibration phase of ∼ 106 cycles. After

that, a production phase of ∼ 107 cycles were conducted, while, DNA conforma-

tions were recorded with a frequency of ∼ 10−2 for further analysis. In short, our

simulated results perfectly agree with WLC analytic predictions from different

perspectives, ranging from macroscopic end-to-end distances, to bending corre-

lations, then, to microscopic bending angle distributions, as shown in Figure 6.1.
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Figure 6.1: MC simulated WLC polymer behaviours compared against various
WLC analytic predictions. The upper inset shows the simulated mean-square
end-to-end distances for several chains with different contour lengths against
Equation 1.8. The lower inset presents observed bending correlations vs. contour
separations for the long chain with L = 500 nm against Equation 1.7. The
main figure plots the equilibrated bending angle distributions over a discretized
segment sampled evenly across the same chain, against ρ(θ) ∝ sin θ exp (a cos θ).
Note that the red data points are MC simulated results, while black curves are
analytic solutions for WLC model. And the persistence length A = 50 nm are
used for both approaches.
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6.3 Effects of defect excitations on the DNA mechan-

ics

Based on our MD observations, DNA under sharp bending conditions develops

local flexible defects, and breaks away from typical WLC behaviours. As intro-

duced in Section 1.7, these excitations of mechanical defects can be naturally

described by the generalized polymer model with nonlinear bending elastic re-

sponses. In this section, we intend to compare this flexible defect excitation

model against computational expensive MD results, and hopefully to achieve

more elegant quantifications, through obtaining similar ∆A(d) and f(d) using

MC methods.

In General, each of MC simulations started from a random configuration.

During each MC cycle, the conformation is updated by one crankshaft, one rep-

tation and one pivot move each in random order. After initial 106 equilibration

steps, data in the subsequent 109 steps were collected per hundred steps for

analysis. For parameter tuning, we utilized Wang-Landau algorithm [127] to it-

eratively flatten the overall energy landscape with biased potential, and rapidly

approach ∆A(d) over entire bending range for preview. Once the tunable pa-

rameters have been finalized, more accurate ∆A(d) is obtained through multiple

production MC simulations using Metropolis algorithm and umbrella sampling,

from which f(d) is achieved through differentiation and smoothing.

For direct comparison, we need to model DNA using a particular discretized

chain having the same stiffness and equilibrium length with our 20 bp full atomic

DNA. To investigate the non-constraint behaviours, DNA was firstly modelled

as a non-defectable, thickless chain of 7 beads connected by 6 bonds, which

results in 5 vertices. At each vertex, the WLC harmonic potential with A = 57

nm was applied to penalize bending. In addition, its tunable bond length l

was determined to be 0.9134 nm, which leads to targeted equilibrated end-to-

end distance,
〈

d{0}
〉

≈ 5.43 nm. After its more accurate chain statistics were

obtained using umbrella sampling.

As expected, this chain follows ideal WLC behaviours even at extreme bend-

ing, whose ∆A(d) and f(d) are plotted using orange lines in main and inset of
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Figure 6.2(a) respectively. More characteristically, its force-distance curve have

two force rising regimes: the steep linear regime upon bending and flattened

regime after buckling transition with fc ≈ 80 pN. Although the slopes of these

force regimes differ from those observed in MD simulation (due to the thickless

assumption of polymer model), their general trends are identical at weak bend-

ing condition. On the other hand, under sharp bending, the additional force

reclining regime after first order phase transition (i.e., flexible defect excitation)

is lacking based on non-defectable classic WLC model. In turn, a modified WLC

model with nonlinear elasticity is required to capture the non-monotonic force

responses.

Thus, the original sum of harmonic potentials was replaced by following sum

of non-harmonic potentials to incorporate the possibilities of defections in form

of hinges,

HMC = β−1
5
∑

i=1

(

− ln

(

e−
a
2 (t̂i+1−t̂i)

2

+ e−
a′i
2 (t̂i+1−t̂i)

2
−βµi

))

(6.3)

, where each effective vertex bending energy follows Equation 1.24 with fixed

a = A
l

= 57
0.9134 and tunable a′i =

A′
i

l
along with µi for individual vertex i.

Physically, A′
i < A denotes the effective persistence length of hinged site, while

µi > 0 kBT denotes the energy cost for defect excitation. Intuitively, regarding

their effects on f(d), A′
i controls the height of reclining regime, while µi controls

the transition coordinate, assuming the ith vertex is defected under sharp bending

constraint.

For nick-free DNA, based on the knowledge from previous MD simulation,

the localized, cooperative, flexible, sequence-independent basepair disruptions

can occur within any vertices, but only within one vertex (i.e. 1 − 3 out of

20 bp). As a result, all vertices are modelled by same A′
i = A′

B
< A and

µi = µB > 0 kBT for i = 1, 2, · · · , 5. Under sharp bending, at least one vertex

should be excited to form kink. Through preview f(d), indeed, we produced

the third reclining force regime after transition coordinate, upon introducing

another available flexible vertex state, which only reveals in sharply bent B-

DNA. Meanwhile, before transition coordinate, the f(d) remains linear rising
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(a) ∆A(d) and f(d) for DNA without and with nick
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Figure 6.2: MC simulations on DNA without and with nick, using flexible defect
excitation model. (a) ∆A(d) and f(d) for DNA without nick (dark blue) and
DNA with nick (dark red), simulated using parameters (A′

B
= 15 nm, µB = 18

kBT ) for normal site and (A′
N = 15 nm, µN = 3 kBT ) for nicked site. (b)

The locational probabilities of defect occurrences along the 5 vertices in MC
simulations, which shows that defect is always excited at the center of DNA. A
vertex is determined as defected if its bending angle exceeds a threshold value

θc = cos−1
(

1− µi

a−a′i

)

. Note that the orange coloured lines show the MC results

based on WLC model with A = 57 nm as control.

and flattened force regimes, overlapping with that of WLC case. After extensive

tuning, we found that µB = 18 kBT , A′
B

= 15 nm were able to fit MD force-
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distance relationship, yielding transition coordinate near 3.8 nm and ∼ 25 to 40

pN holding force with d < 3.8 nm (dark blue lines in Figure 6.2(a)).

For DNA with nick, the defection at nicked site requires much less excitation

energy, due to the discontinuity in backbone. Here, nick’s position is fixed after

11th basepair, while the rest remains as B-DNA. To mimic the central localization

of nick in MD, we assigned parameters for the third vertex with µ3 = µN < µB,

A′
3 = A′

N = A′
B
, while using the B-DNA parameters for the rest vertices. This

leads to early defect at the nicked site, thus, transition into reclining force regime

occurs at larger d. After extensive tuning, the dark red f(d) were obtained with

µN = 3 kBT , which defects prior to buckling transition and generally fits MD

force-distance curve of nicked DNA.

Figure 6.2(b) plots the probabilities of defect occurrence (i.e., pD(i), for i =

1, 2, · · · , 5) along the DNA for nick-free (dark blue) constraint near its transition

coordinates ∼ 3.8 mm, which reveals the central localization of defects similar

with the conclusion drew from MD simulations. In the case of nicked DNA, its

intact-defect switching dynamics were obtained through constraint to ∼ 5.2 nm;

and it ∼ 100% defects at the third vertex (dark red), indicating that nicks direct

defect excitations.

The overall agreement on ∆A(d) and f(d) obtained between MD and MC

simulations strongly suggest that the DNA bending elasticity from weak to sharp

condition can be extracted using modified non-harmonic WLC polymer model

through incorporating hinge excitation.
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Chapter 7

Conclusion

In conclusion, in this thesis I describe my studies on the micromechanics of DNA

under sharp bending conditions. Through it, I used full-atom MD simulations

to induce DNA defects under bending constraints, umbrella sampling technique

for accelerated configuration space sampling, statistical and mechanical analysis

to quantify free energy difference profiles and force-extension curves for various

types of DNA, as well as MC simulations to link observed defect excitations to

generalized DNA polymer model. Several important results have been obtained.

One of the main findings from this research is that mechanical defects indeed

can be excited when DNA is sharply bent, and these defects cause adsorptions

of the DNA bend to defected sites; thereby relax the rest of DNA to maintain

in their B-form. These defects typically involve disruptions of 1− 3 bp of DNA.

Existence of such mechanically excited defects strongly suggests that the tradi-

tional homogeneous thin rod polymer model of DNA should breakdown under

sufficiently sharp bending constraint. However, whether such bending condition

was met in the currently reported experiments, where anomalous DNA elasticity

was observed, remain unclear. As we have demonstrated in Chapter 5, in most of

these experiments, there were at least one pre-existing nick, which likely might

promote defect excitation at a less bending constraint.

To understand the mechanical impacts of aforementioned defect excitations

on the DNA overall bending elastic properties, I performed umbrella sampling

and WHAM to reconstruct the free energy difference profile as a function of

the end-to-end distance of DNA, ∆A(d), from which I also derived the force-
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extension curve, f(d), for DNA without and with excited defects. Prior to DNA

defect excitation, f(d) obtained for B-DNA is consistent with that expected

from the classic WLC polymer model, which treats DNA as a thin elastic rod

with homogeneous harmonic bending potential. Baesd on its Young’s modulus

estimated from my simulations, a bending persistence length of ∼ 57 nm was

achieved, in good agreement with the value measured in experiments. I also

observed the buckling transition at a force range of 70−85 pN for the 20 bp DNA

fragment, which is consistent with the prediction for thin rod by Euler instability

based on our estimated A. These results gave me confidence on the validity of

force field and the sampling methods to explore such large-scale properties of

DNA at near equilibrium conditions.

In sharp contrast to the profiles of intact B-DNA, ∆A(d) and f(d) for de-

fects excited DNA reveal totally different mechanical behaviours. ∆A(d) becomes

much flatter, which results in a significantly reduced f(d). These results demon-

strate that in the presence of defects, the overall required bending energy of DNA

drastically decreases. In other words, the defects are mechanically flexible. Fur-

thermore, these results also imply that it needs much less compressional force to

maintain DNA in sharply bent conformation.

Although I could not access the equilibrium transitions between the B-DNA

and defected DNA due to the limited timescales of MD simulation, the near

equilibrium ∆A(d) and f(d) obtained for intact B-DNA and defect excited DNA

already provide a clear physical picture of the overall ∆A(d) and f(d) for our

20 bp DNA during the whole bending process. ∆A(d) is anticipated to be a

monotonically increasing function as d decreases, which consists of three distinct

regimes indicated by their slopes – a steeply rising region corresponding to B-

DNA near its free equilibrium length, a flattened rising region corresponding to

B-DNA after the buckling transition, and finally a reclining region after defect

excitation. Correspondingly, f(d) also exhibits distinct force responses in these

regimes – a steeply rising region for B-DNA near its free equilibrium length,

a flattened region for B-DNA after the buckling transition, and a significantly

dropped flat region after defect excitation, resulting in a non-monotonic f(d)

profile.
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The mechanistic insights obtained from the MD simulations are further tested

in a generalized polymer model that permits excitation of flexible defects associ-

ated with an energy cost (i.e., the flexible defect excitation model, Equation 1.24

with hinged E1), using MC simulations. The ∆A(d) and f(d) obtained from the

flexible defect excitation model successfully demonstrate the three regimes. Be-

sides providing an understanding of the mechanical impact of flexible defects on

the overall elasticity of DNA, these MC simulations also quantified the rigidity

for the defects with effective persistence length ∼ 15 nm.

Another important result is that pre-existing nicks on DNA have interesting

mechanical effects on DNA overall elastic responses. Under weak bending condi-

tion, the nicked DNA fragment has identical ∆A(d) and f(d) profiles to B-DNA,

indicating that nick-containing DNA can be treated with traditional WLC model

when it is weakly bent. However, further bending of nick-containing DNA leads

to defect excitation at the nicked site, which occurs at a level of bending much

weaker than that needed to disrupt B-DNA basepairs. In fact, it is even weaker

than the buckling transition of B-DNA at our contour length. It suggests that

using WLC model quickly becomes invalid, due to defects at nicked site when

DNA is sharply bent. Furthermore, this nick-dependent defect excitations, in

form of unstacking or peeling, can be strongly suppressed by reducing temper-

ature. In summary, our MD results reveal that pre-existing nicks in a sharply

bent DNA are hotspots to adsorb the bending through developing localized kinks

which relaxes the rest of nick-free DNA regions in a temperature dependent man-

ner. This finding provides a natural explanation to the sometimes contradictory

DNA elastic responses reported in nearly all previous DNA bending experiments,

where the DNA necessarily contained nicks by experimental design.

Thus, these results put a doubt on previous interpretations of a series of recent

experiments reporting anomalously flexible DNA fragments under sharp bending

conditions. Instead of an intrinsic elastic response of dsDNA, the nick-dependent

defect excitation is more plausible underlying mechanisms in those experiments,

which cannot avoid nicks. Whether flexible defects can be excited in intact

DNA at the level of bending in ∼ 100 bp minicircles remains unknown and new

rigorously designed experiments are needed to fully resolve these debates.
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core particle at 1.9 Å resolution,” Journal Of Molecular Biology, vol. 319,
pp. 1097–1113, June 2002.

[65] T. J. Richmond and C. A. Davey, “The structure of DNA in the nucleosome
core,” Nature, vol. 423, pp. 145–150, May 2003.

[66] P. A. Rice, S.-w. Yang, K. Mizuuchi, and H. A. Nash, “Crystal structure
of an IHF-DNA complex: a protein-induced DNA U-turn,” Cell, vol. 87,
pp. 1295–1306, Dec. 1996.

133



[67] D. E. Smith, S. J. Tans, S. B. Smith, S. Grimes, D. L. Anderson, and
C. Bustamante, “The bacteriophage φ29 portal motor can package DNA
against a large internal force,” Nature, vol. 413, pp. 748–752, Oct. 2001.

[68] J. Tang, N. Olson, P. J. Jardine, S. Grimes, D. L. Anderson, and T. S.
Baker, “DNA poised for release in bacteriophage φ29,” Structure, vol. 16,
pp. 935–943, June 2008.
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Appendix A

DNA local correlations among varies models

The long DNA molecules under weak constrains form ball-shape random coil,

and well described by Gaussian chain model, where their end-to-end distances,

as well as any subsections (L≫ A), approximate a characteristic distribution,

ρ
(

~D
)

=

(

2

3
π
〈

~D2
〉

)− 3

2

exp



− 3~D2

2
〈

~D2
〉



. (A.1)

All the common models, such as WLC, freely rotating chain (FRC), FJC models,

follow this behaviour as large-scale and weak constrains. They can actually be

treated as coarse-grained models with different levels of simplifications, where

FJC, FRC, WLC rank from simple to complex. They can be unified through the

second moments of end-to-end distance distributions, which is also the summa-

tions of total local correlations over contour length,

〈

~D2
〉

=

∫ L

s=0

∫ L

s′=0

〈

t̂(s) · t̂
(

s′
)〉

ds′ ds (A.2)

In long homogeneous DNA, the correlations decay very fast, and boundary effect

is negligible. As a result, the mean square of end-to-end distance relates to the

signature constant of total correlations as,

〈

~D2
〉

=

∫ L

s=0

∫ ∞

∆s=−∞

〈

t̂(s) · t̂ (s+∆s)
〉

d∆s ds = LCcorr. (A.3)

This signature constant among different models are the same, which is Ccorr ≈

100 nm for DNA. We can prove this by integrating the correlations vs. s curves
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plotted in Figure A.1, using different models,

Ccorr = b =
1 + cos (θeff)

1− cos (θeff)
l =

1 + L(a)
1− L(a) l =

∫ ∞

∆s=−∞
exp

(

−∆s

A

)

d∆s = 2A

(A.4)

, where b is the Kuhn length from FJC model, in which the correlations beyond

A is suddenly lost. θeff is the effective bending angle over segment l in FRC

model, in which only the projections of correlations propagate. L(a) = 〈cos θ〉

is the segmental correlations, which is a function of discretized bending elastic

constant a = A
l

in discretized WLC model, and L the Langevin function (its

stepwise correlation function is exactly the same as FRC model in Figure A.1).

And, finally, exp
(

−∆s
A

)

is the explicit bending correlations in continuous WLC

model.

So, at large length scale, the long DNA molecules under weak constrains

described by varies models, end up with same second moments of end-to-end

distance distribution. The chain movements are purely entropic in all models.

Its entropy is,

S = kB ln Ω = kB ln ρ+ S0 (A.5)

, and its Helmholtz free energy is,

A
(

~D
)

= U − TS
(

~D
)

=
3kBT ~D2

2
〈

~D2
〉 +A0. (A.6)

By taking the derivative, we obtained the force following Hooke’s law, with a

temperature dependent elastic constant, same as the result obtained in Equa-

tion 1.11, at low force regime during stretching,

f =
∂A
(

~D
)

∂ ~D
=

3kBT

2AL
~D. (A.7)

On the other hand, as the force increases, the discrepancies among different

models start to reveal, where WLC is more realistic in describing DNA. The

polymer thermal fluctuations can be considered as superimpositions of waves

with different wavelengths. The wavelength shorter than Kuhn length, b, is

absent in FJC models, while is present in WLC models. Additional force is
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needed to overcome the contributions from high frequency fluctuations in WLC

model. This is the cause of shorter end-to-end distances of WLC, compared

against FJC predictions under large extension force in Figure 1.3.
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Figure A.1: The local correlation function,
〈

t̂(s) · t̂ (s+∆s)
〉

, at any position s
against another position ∆s away for varies models with the same mean square of

end-to-end distance,
〈

~D2
〉

. The red line is that for FJC model with Kuhn length

b = 100 nm, the blue line is that for FRC model with effective bond length l = 10
mm; effective bending angle θeff = 36.86◦, and the black line is that for WLC
model with persistence length A = 50 nm. Further more, for discretized WLC
model with segment length l = 10 nm, its local correlation function is the same
as the curve for FRC model. For all these models, the area below corresponding

curves are the same, Ccorr = 2A. This is due to the relation of
〈

~D2
〉

= CcorrL

for long polymer chains with contour length of L. Note that the local correlation
functions are plotted for s locate right at the center of segments in FJC, FRC,
discretized WLC models; for other s the curves are exactly the same in shapes,
but with a shift along x-axis.
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Appendix B

DNA orientation parameters illustration
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Figure B.1: Sequential basepair parameter illustrations. The first column lists
three translational orientations for adjacent basepairs, shift (Dx), slide (Dy),
and rise (Dz) along x, y and z -axis from top to bottom. While, the second
column lists three rotational orientations, which are tilt (τ), roll (ρ), and twist
(Ω) along x, y and z -axis respectively. Note that the two basepairs move in
reflection symmetry about the triads, which is indeed the middle frames.
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ẑ
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ẑ
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ẑ

x̂ŷ
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Figure B.2: Complementary base parameter illustrations. The first column lists
three translational orientations for complementary bases, shear (Sx), stretch
(Sy), and stagger (Sz) along x, y and z -axis from top to bottom. While, the
second column lists three rotational orientations, which are buckle (κ), pro-
peller twist (ω), and opening (σ) along x, y and z -axis respectively. Note that
the movements for complementary bases are mirrored through triads as well.
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Appendix C

Closed-form solution for absolute orientation

As mentioned in 2.5.1, in order to assign a base reference frame, we need to fit

the standard base to an instant base atomic arrangement. This classical prob-

lem of finding absolute spatial orientation between two sets of points is usually

approached by minimizing the sum of their residual squares, and is commonly

refer as least-square fitting. The least-square fitting problem has a wide range

of applications in variety of field, which is also frequently encountered in other

forms through this thesis, e.g. structure superpositions. It has been implemented

in different ways, such as a conventional solution given by McLachlan using Euler

angles [128], and a closed-form solution provided by Horn using quaternion [91].

Here, we focus on the second method, which has been adopted by X3DNA and

used in our base reference frame attachment processes.

C.1 Least-square fitting

Given two sets of points {rA,i} and {rB,i}, i = 1, 2, · · · , N , the absolute relative

orientation can be characterized using a rotational operation R, a scaling factor

s and a translational vector r0. It brings the first set of points to the vicinity of

the second by,

rB,i = sR(rA,i) + r0. (C.1)

While the “best” fitting is achieved by minimizing the residual sum of squares

(RSS),

RSS =
N
∑

i=1

‖ei‖2 (C.2)
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, where the residual is ei = rB,i − sR(rA,i)− r0.

The problem is simplified by resetting their local coordinates to their corre-

sponding centroids using,

r
′
i = ri− < ri > . (C.3)

And RSS is expanded into following,

RSS =
N
∑

i=1

‖r′B,i − sR
(

r
′
A,i

)

− r
′
0‖2

=

N
∑

i=1

‖r′B,i − sR
(

r
′
A,i

)

‖2 − 2r′0 ·
N
∑

i=1

[

r
′
B,i − sR

(

r
′
A,i

)]

+N‖r′0‖2
(C.4)

, which has a zero second term due to the centroid locations, and is obviously

minimized with r
′
0 = 0. Then, we further expand the remaining first term to find

a proper scaling factor,

RSS =

N
∑

i=1

‖r′B,i − sR
(

r
′
A,i

)

‖2

=
N
∑

i=1

‖r′B,i‖2 − 2s
N
∑

i=1

r
′
B,i · R

(

r
′
A,i

)

+ s2
N
∑

i=1

‖r′A,i‖2
(C.5)

, where ‖R
(

r
′
A,i

)

‖2 = ‖r′A,i‖2, because translational operation preserves the

vector length. Equation C.5 is expressed as,

RSS =



s

√

√

√

√

N
∑

i=1

‖r′A,i‖2 −
∑N

i=1 r
′
B,i · R

(

r
′
A,i

)

√

∑N
i=1 ‖r′A,i‖2





2

+

N
∑

i=1

‖r′B,i‖2−

(

∑N
i=1 r

′
B,i · R

(

r
′
A,i

))2

∑N
i=1 ‖r′A,i‖2

(C.6)

, who is minimized, when first term is zero with the scaling factor,

s =

∑N
i=1 r

′
B,i · R

(

r
′
A,i

)

∑N
i=1 ‖r′A,i‖2

(C.7)

, and when cross term
∑N

i=1 r
′
B,i · R

(

r
′
A,i

)

is as large as possible.

As a result, we have found the solutions for translational vector and scaling

factor, which minimize RSS. While, the remaining errors is only relate to the ro-

tational operation, and RSS is minimized when the following term is maximized,
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N
∑

i=1

r
′
B,i · R

(

r
′
A,i

)

(C.8)

C.2 Solving rotation with quaternion

The quaternion is a numbering system (i.e., hypercomplex number), in form

of q̊ = q0 + iqx + jqy + kqz, which was proposed by Hamilton in 1843 [129].

It can be used to describe the rigid body orientation in 3D Euclidean space

through representing its rotation matrix. Compared with conventional Euler

angles, it avoids the singularity issue, when pitch equals ±π
2 (i.e., when the first

axis coincides with the second, also well-known as gimbal lock). Moreover, it is

computational efficient, due to minimal parameterizations, free of trigonometric

functions and less multiplications. Here, it is applied to simplify the deviation of

the closed-form solution for optimized rotation.

We start the deviation from introducing some basic properties of quaternion.

The imaginary units can be treat as right-handed triad, and their products are,

i2 = j2 = k2 = ijk = −1 (C.9)

, and,

ij = k, jk = i, ki = j;

ji = −k, kj = −i, ik = −j.
(C.10)

As a result, the multiplication rule of quaternion is noncommunicative, q̊r̊ 6= r̊q̊,

which can be expressed by the product of an orthogonal 4 × 4 matrix and a

vector, as follow,

q̊r̊ =













q0 −qx −qy −qz
qx q0 −qz qy

qy qz q0 −qx
qz −qy qx q0













r̊ = Qr̊ (C.11)

, while, shifting their order yields,

r̊q̊ =













q0 −qx −qy −qz
qx q0 qz −qy
qy −qz q0 qx

qz qy −qx q0













r̊ = Q̄r̊ (C.12)
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, where r̊ = r0 + irx + jry + krz.

The dot product of quaternion is defined as,

q̊ · r̊ = q0r0 + qxrx + qyry + qzrz. (C.13)

Then, the dot product of quaternion with itself is the square magnitude of quater-

nion,

q̊ · q̊ = ‖q̊‖2 = q20 + q2x + q2y + q2z (C.14)

, and if it equals 1, q̊ is called a unit quaternion. Based on Equation C.11, the

product of quaternion with its conjugate, q̊∗ = q0 − iqx − jqy − kqz, equates to

this quantity as well,

q̊q̊∗ = Q̄T q̊ = q20 + q2x + q2y + q2z = QT q̊ = q̊∗q̊. (C.15)

With above basic equations, we can define the rotation using simplest unit

quaternion operations as,

r̊′ = q̊r̊q̊∗ (C.16)

, where both dot products and cross products are preserved under this operations,

refer to Hore et al. [91] for more details. Then, it can be written into a more

familiar form as, r̊′ = Q̄TQr̊, which is the targeting rotational operation r
′
i =

R(ri) by selecting 3×3 matrix at the bottom right of Q̄TQ asR, while eliminating

real part of r̊. The explicit form of Q̄TQ expressed using unit quaternion q̊ is,

Q̄TQ =













q̊ · q̊ 0 0 0

0 q20 + q2x − q2y − q2z 2 (qxqy − q0qz) 2 (qxqz + q0qy)

0 2 (qxqy + q0qz) q20 − q2x + q2y − q2z 2 (qyqz − q0qx)

0 2 (qxqz − q0qy) 2 (qyqz + q0qx) q20 − q2x − q2y + q2z













.

(C.17)

With mastering the quaternion basics, it is relatively straight forward to

obtain the optimized rotation by finding the unit quaternion q̊ that minimizes
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the term below,

N
∑

i=1

(

q̊r̊′A,iq̊
∗
)

· r̊′B,i =
N
∑

i=1

(

q̊r̊′A,iq̊
∗q̊
)

·
(

r̊′B,iq̊
)

=

N
∑

i=1

(

q̊r̊′A,i

)

·
(

r̊′B,iq̊
)

=

N
∑

i=1

(

R̄A,iq̊
)

· (RB,iq̊)

=

N
∑

i=1

q̊T R̄T
A,iRB,iq̊

= q̊T

[

N
∑

i=1

R̄T
A,iRB,i

]

q̊

= q̊TN q̊

(C.18)

, where r̊′i = ix′i + jy′i +kz′i is the quaternion to represent a point, and R, R̄ is its

corresponding orthogonal 4 × 4 matrices as shown in Equation C.11, C.12. By

setting sum of elementary products between two point sets, M, as

M =

N
∑

i=1

r
′
A,ir

′T
B,i =







Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz






(C.19)

, the N can be calculated using Equation C.20, which contains all the information

needed to determine the optimized rotation matrix.













Sxx + Syy + Szz Syz − Szy Szx − Sxz Sxy − Syx

Syz − Szy Sxx − Syy − Szz Sxy + Syx Szx + Sxz

Szx − Sxz Sxy + Syx −Szx + Syy − Sxz Sxy − Syx

Sxy − Syx Szx + Sxz Syz + Szy −Sxx − Syy + Szz













.

(C.20)

Finally, q̊TN q̊ ≤ λmax is maximized with q̊ = e̊max, where e̊max is the

eigenvector of N pairing with the most positive eigenvalue λmax. A closed-

form solution of λmax can be routinely obtained through solving the fourth-

order polynomial, det [N − λI] = 0, while e̊max obeys the homogeneous equation,

[N − λmaxI] e̊max = 0; here I is the identity matrix. Then, the rotational ma-

trix R can be constructed using e̊max following Equation C.17. In summary, we

acquired the optimized absolute orientations, which brings {rA,i} to {rB,i}.
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