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Summary

Cooperation has intrigued many researchers in recent years as an emerging design

strategy for both centralized and distributed wireless communication networks. In

cooperative networks, terminals may cooperate to achieve common or individual

goals by giving, sharing, or allowing something. The main idea behind being

cooperative is that each cooperating terminal gains by means of the unified activity.

Successful cooperative networks can lead to the development of advanced wireless

networks that provide better quality of service in a cost-effective manner. The

challenges of designing medium access control techniques for cooperative networks,

however, are not well-understood yet. Protocols and algorithms are needed to allocate

the networking resources among different terminals and to manage the cooperative

actions within networks.

The opportunistic link scheduling algorithm is proposed by Liu et al for infinite

backlog traffic demand in [1]. It exploits the variation in channel conditions to

improve the throughput of a cellular system. They, however, have not discussed the

possibility of using cooperative transmission in helping data transmission in a cellular

system. In [2], the authors propose the use of dedicated relays for cooperative

transmission in directional wireless networks. Meanwhile, they do not recognize the

fact that independent consideration of relay assignment and link scheduling, in

general, may not ensure the optimal solution. In [3], cooperation is used to provide

the information sharing among neighboring terminals for solving hidden terminal and

vii



CONTENTS

deafness problems. They, however, do not consider the possibility that the terminals

may use directional transmission instead of omni-directional transmission.

This thesis studies a number of topics in medium access control for cooperative

networks. First, we study algorithms for opportunistic scheduling with two-hop

cooperative transmission in cellular networks. In this work, we examine the scenario

that single user equipment may be served by multiple mobile terminals concurrently

in cellular networks. The optimal scheduling algorithm for cooperative cellular

networks is obtained under long-term fairness constraints. Second, we extend the idea

to multi-hop cooperative transmission in 60 GHz wireless personal area networks. We

propose optimal cooperative scheduling algorithms in terms of throughput for various

scenarios of traffic demand (bursty or not bursty). The proposed algorithms jointly

manage relay assignment and link scheduling for studied networks. The results

demonstrate that cooperative algorithms outperform non-cooperative algorithms

significantly. Third, we investigate cooperation in designing the medium access

control protocol for distributed multi-channel directional ad hoc networks, where

terminals contend for channel resources. Different from previous two topics,

cooperation is no longer manifested in relaying data frames for other terminals. In this

topic, cooperation implies that terminals share local channel usage information with

each other. The results illustrate that cooperation effectively solves hidden terminal

and deafness problems and improves throughput of studied networks significantly.

In this thesis, we study using cooperation among terminals to improve

throughput for both centralized and distributed wireless networks. Theoretical

analysis, modeling and simulations are used to guide the design of cooperative

algorithms and protocols. Computer simulations demonstrate that cooperation is an

effective approach to improve networking performance in terms of quality of service.

viii
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Chapter 1

Introduction

Wireless communication has experienced rapid development during the last couple

of decades. People are nowadays surrounded by different kinds of wireless networks

such as cellular networks, wireless local area networks (WLANs), wireless personal

area networks (WPANs) and so on. These wireless networks give users the ability to be

connected while moving around within a local coverage area. It may also be predicted

that the boom of heterogeneous networks, like internet of things (IoT) and machine-to-

machine (M2M) networks, will occur in near future. Witnessing these fast evolutions,

people have every reason to expect better and better mobile networking products and

services. Since efficient medium access control (MAC) techniques are essential for all

types of wireless networks, many researchers and engineers are attracted to this field.

As wireless networks are formed by multiple terminals, cooperation among them may

be introduced to improve the overall networking performance. This thesis focuses on

analyzing, studying and proposing efficient MAC techniques for cooperative wireless

networks.

King Soloman said “None is so great that he needs no help, and none is so small

that he cannot give it”. It would be safe to reason that cooperation, widely exploited

by nature, has been present from rather early origins of our time. Being understood as

1



1.1 Cooperative Medium Access Control

a joint action for mutual benefit, it has been the subject of intensive study in the social

and biological sciences. From a wireless communication perspective, cooperation

may be understood as “taking advantage of the synergetic interaction of multiple

terminals to enhance any performance figure” [4]. Typical performance figures

include throughput, latency, quality of service (QoS), networking coverage and so on.

Even though cooperation in wireless networks has not yet reached its full maturity, its

realm is already broad. To be focused, we confine our study to cooperation at MAC

layer in this thesis. As throughput is typically seen to be the most important and

commonly studied indicator of networking performance, this thesis is devoted to

enhancing throughput by investigating cooperation in both centralized and distributed

wireless networks.

In the remaining parts of this chapter, we briefly introduce the basic background,

provide overview on related works and challenges, and present the major contributions

and organizations of this thesis.

1.1 Cooperative Medium Access Control

In this section, the background knowledge about MAC is presented. After that,

common cooperative techniques in MAC are demonstrated and discussed.

1.1.1 Medium Access Control

MAC techniques are designed to accommodate or schedule data transmission by

multiple devices sharing the same wireless medium. In the seven-layer open system

interconnection (OSI) model of computer networks, media access control is a

sublayer of the data link layer as shown in Fig. 1.1. Since medium access control and

media access control are often used interchangeably, we use medium access control

2



1.1 Cooperative Medium Access Control

Figure 1.1: Open system interconnection (OSI) model of computer networks.

(MAC) henceforth. MAC sublayer provides addressing and channel access control

techniques that make it possible for several terminals to communicate within a

multiple access network that incorporates a shared medium. Generally, there are two

kinds of MAC techniques, namely, centralized contention-free link scheduling and

distributed contention-based MAC. The details are described below.

1.1.1.1 Contention-Free Link Scheduling for Centralized Networks

If transmission sessions of all devices are arranged by a single scheduler, the network

formed by these devices is termed as a centralized network. MAC for a centralized

network is termed as link scheduling, and it is usually contention-free. The most

common centralized network is a cellular network as shown in Fig. 1.2. The base

station is the scheduler responsible for controlling transmission of all mobile devices.

That is, the base station manages medium access and allocates medium resource for

all mobile devices. Since a centralized scheduler exists, data can be delivered in a

3



1.1 Cooperative Medium Access Control

Figure 1.2: System model for centralized networks.

Figure 1.3: System model for distributed networks.

4



1.1 Cooperative Medium Access Control

well-organized manner. Meanwhile, the entire centralized network may get corrupted

due to failure at the centralized scheduler.

1.1.1.2 Contention-Based MAC for Distributed Networks

If there is no centralized controller, then the network consists of several independent

peer devices. Such a network is termed as a distributed network. The most common

example of distributed networks is a wireless fidelity (WiFi) network based on IEEE

802.11 protocol as shown in Fig. 1.3. Without a scheduler, distributed networks make

medium resources available to peer devices in a transparent manner. The regulation,

which is followed by peer devices to contend for accessing the medium, is usually

termed as MAC protocol. The primary advantage of distributed MAC is that it

simplifies establishment procedure of networks and requires no pre-set infrastructure.

The disadvantage is that a distributed MAC protocol may not be as efficient as link

scheduling in terms of medium resource allocation.

Objective functions are usually formulated when researchers study

contention-free link scheduling for centralized networks, since the optimal solution in

terms of throughput is expected. In the field of contention-based MAC protocol

design, it is not difficult to provide objective function but very difficult to set

constraints based on the complicated networking environment. Thus, it is commonly

accepted that solving hidden terminal and deafness problems in MAC to reduce

packet conflicts and improve throughput is the objective in MAC protocol design. In

this thesis, above common rules are accepted and followed. We study optimal

solutions for scheduling in cooperative centralized networks and study methods to

solve hidden terminal and deafness problems in cooperative distributed networks.

5



1.1 Cooperative Medium Access Control

(a) Cooperation by relay service. (b) Cooperation by information sharing.

Figure 1.4: System models for cooperative networks.

1.1.2 Cooperation in Medium Access Control

Cooperation among different devices may reflect in various forms and from different

perspectives in MAC sublayer. In this thesis, two types of cooperation based

techniques are investigated. First, neighboring devices may provide relay service for

each other. For example in Fig. 1.4(a), Device 1 may possess weak signal strength

with direct Link 1. Thus, relay service by Link 2 and Link 3 may be a better choice

for data delivery from the Access Point to Device 1. Second, neighboring devices

may share local information with each other for solving problems in forming or

operating networks. For example in Fig. 1.4(b), Device 2 may not have certain

information and broadcast its query. If Device 1 happens to know the answer to the

query, it may share this local information with Device 2.
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1.2 Related Work and Challenges

In this section, an overview is provided on MAC techniques and related cooperative

methods in wireless networks. Then, challenges of designing cooperative MAC

techniques are discussed briefly.

1.2.1 Link Scheduling in Centralized Wireless Networks

In this section, we review the related literature on link scheduling for omni-directional

and directional networks with or without cooperative schemes.

Numerous research works on investigating efficient scheduling algorithms for

centralized networks have been reported in the literature [1, 5–22]. Authors in [5–7]

are pioneers in studying link scheduling problems and laying foundation for future

research, although the networks studied are mainly fixed access ones. Since cellular

networks with omni-directional transmission are the most popular and successful

centralized wireless networks, early-stage research work on wireless link scheduling

is mainly in this area. From groupe spécial mobile (GSM) to long-term evolution

(LTE) networks, the current focus of cellular networks has moved from voice service

to data service. Optimal scheduling schemes are investigated for both downlink and

uplink transmission of data networks in [18] and [19], respectively. Later researchers

have observed that subscribers may have different requirements for their service.

In [20], a downlink scheduling algorithm with QoS guarantees to multiple subscribers

in a cellular network is proposed. Further, fairness constraint among subscribers is

considered in [21]. Observing the time-varying nature of radio environment, the

authors in [1] proposed opportunistic scheduling methods to exploit multi-user

diversity in cellular systems and presented a framework of opportunistic scheduling

in [22]. Several works have followed this framework, applying and extending

opportunistic scheduling to many other networking systems [23–28]. While above

7



1.2 Related Work and Challenges

works discuss link scheduling in omni-directional scenarios, directional networks

have also intrigued many researchers due to their higher spatial reuse and throughput

performance [2, 29–45]. Recently, directional networks in mmWave band have

received attention for their capability to provide multi-gigabit transmission rate.

Heuristic and optimal scheduling algorithms are presented in [31] and [46]

respectively.

With all these masterworks, it would seem that no further problems exist in the

field of link scheduling. Researchers, however, find that it is still not enough to satisfy

users sometimes due to poor channel status, limited bandwidth resource and so on.

Cooperation has been proposed as a method to improve user experience for customers

in [47–58]. Broadly speaking, cooperation in centralized networks implies using relay

service among neighboring terminals. Networks become more sophisticated with

cooperation, since additional cooperative links are needed to be scheduled along with

the original ones. In [47, 48, 51], downlink scheduling is investigated when relay

service is enabled in cellular networks. Further, opportunistic scheduling is

introduced in cooperative cellular networks to reap benefit from multi-user diversity

in [50, 56–58]. Researchers have also considered using cooperative link scheduling

for directional networks with relays. In [59], it is shown that the quality and

robustness of 60 GHz links can be improved by employing relays in the networks.

While dedicated relays are employed for devices in [43, 44, 60], the authors suggested

that relays should be selected dynamically based on current channel status for better

service in [2, 37, 38]. However, link scheduling and relay assignment are always

treated independently in above works, and this may generally not provide the optimal

solution.

In summary, link scheduling plays a very important role in centralized wireless

networks, and cooperation can potentially help improve networking performance. The

main challenge in designing cooperative link scheduling for centralized networks is to
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jointly consider multiple factors and coordinate a group of links to get the maximal

performance under certain system constraints.

1.2.2 Medium Access Control in Distributed Wireless Networks

In this section, related literature on MAC is reviewed for single-channel and multi-

channel networks with or without cooperative schemes.

Back in 1970s, ALOHA, possibly one of the most famous MAC algorithms, was

presented in [61] to create single-hop networks. Researchers then realized that the

performance of ALOHA is not satisfying due to packet conflicts, especially in

crowded and heavy-traffic networking environment. Carrier sense multiple

access/collision avoidance (CSMA/CA) algorithm was first proposed in [62] and later

refined in [63]. Then, CSMA/CA was revised and employed in different kinds of

networks, and probably has become the most commonly used MAC technique

nowadays. In early stages, investigation for MAC began from single-channel

scenarios [64–67]. After that, research on multi-channel wireless networks became

popular. To operate multi-channel networks properly, efficient MAC protocols are

needed to coordinate connection sessions in different channels. In prior literature, one

main approach is to use multiple radios and dedicate one radio to monitoring channel

usage while others are engaged in data communication [68–70]. This approach may

complicate devices’ hardware and possibly increase their energy consumption. The

other approach is regulating terminal behaviors by common contention

window [71–73] or channel hopping sequences [74–76]. This approach faces the

difficulty of time synchronization in distributed networks. While above works are

examining omni-directional MAC, directional networks have also intrigued

researchers for its potential in providing higher spatial reuse ratios and data rates.

Recently, MAC for networks formed by terminals using beamforming or directional
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antennas has become a popular topic as shown in [77–83]. Since these works almost

borrowed various ideas from multi-channel MACs, they again complicate networks

with either extra hardware or requirement for time synchronization.

Cooperation is employed to solve problems of MAC in distributed wireless

networks. Here, cooperation or cooperative MAC usually implies frame relay service

among neighboring terminals [84–93]. Since multiple connections including

cooperative ones may be established, MAC becomes more complicated for organizing

these connections. A thorough survey on omni-directional MAC with cooperative

relay service can be found in [94]. Cooperation in MAC, however, may not be limited

in the form of relay service. In [3, 95], the authors present that cooperation may also

be used for distributed information sharing. By cooperation among idle terminals

during link establishment procedures, the hidden terminal problem is eliminated

without additional hardware or time synchronization in omni-directional

multi-channel ad hoc networks. This cooperation method has been first extended to

directional networks with a single data channel in [96], and then extended to

multi-channel directional ad hoc networks in [97]. These works demonstrate that

cooperation can help reduce packet collision and improve throughput in an effective

manner.

In summary, efficient MAC protocols are needed for distributed wireless

networks, and cooperation can be employed in MAC from different perspectives. The

main challenge in designing cooperative MAC is how to determine the cooperator, the

timing and the form of certain cooperation and, at the same time, solve the hidden

terminal problem with only local information.
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1.3 Theme of the Thesis

The theme of this thesis is using cooperative methods in MAC techniques to improve

throughput performance of the wireless network. We are motivated by the fact that

there usually exist idle terminals in wireless networks, and we believe that these idle

terminals can contribute in neighbors’ communication. For example, the idle terminals

can relay data frames for their neighbors; or they can share local information and

help their neighbors make correct decision in negotiation procedures. The objective

of this thesis is to provide novel methods on how we can use cooperation to improve

throughput in both centralized and distributed networks.

1.4 Contributions of the Thesis

The motivation comes from the fact that cooperation helps in both social events and

engineering design. Theme of the thesis is using cooperation in MAC techniques to

improve networking throughput performance. This thesis has investigated the design of

efficient MAC techniques to improve throughput performance of cooperative wireless

networks. Specifically, the main contributions of this thesis can be categorized into the

following three parts:

I. A new opportunistic scheduling algorithm for cooperative cellular networks:

An opportunistic downlink scheduling algorithm is presented for the case when there

exists user equipment that is served by multiple mobile terminals cooperatively in a

time-slotted cellular networks. First, the proposed algorithm is proved to be optimal

in terms of overall networking throughput. Then, the algorithm’s effect on certain user

equipment’s throughput is examined. Simulation results demonstrate that the proposed

algorithm provides benefit to user equipment with cooperative services and does not

harm other users at the same time. This work has been published in [57, 58].
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II. A new cooperative scheduling algorithm for 60 GHz WPANs: An optimal

cooperative transmission scheme is proposed for 60 GHz WPANs, which considers

link scheduling and relay assignment jointly. The throughput maximization issues are

studied for scenarios with and without bursty data traffic demand, and formulated as

linear programming problems. The optimal solutions based on the column generation

method are provided. The results demonstrate that cooperative schemes provide

significant throughput improvement as compared to non-cooperative schemes.

Moreover, clear throughput gaps are shown between the optimal cooperative solution

and an existing benchmark. This work has been presented in [98, 99].

III. A new cooperative MAC protocol for directional ad hoc networks: A

cooperative multi-channel directional MAC (CMDMAC) protocol incorporating

minor-lobe interference is proposed for directional ad hoc networks. While most

existing MAC protocols require either additional equipment or clock synchronization

to solve deafness and directional hidden terminal problems, CMDMAC needs neither

to conquer these problems. Observing that existing directional MAC protocols

assume single-data-channel environment in most instances, CMDMAC incorporates

directional and multi-channel transmission to provide superior networking

performance. Simulation results demonstrate that CMDMAC works efficiently in

multi-channel directional ad hoc networks and provides significant throughput

improvement. This work has been presented in [96, 97, 100].

1.5 Organization of the Thesis

The reminder of this thesis is organized as follows. Chapter 2 investigates opportunistic

scheduling algorithm for cellular networks with user equipment served by multiple

mobile terminals. Chapter 3 studies throughput maximization for cooperative 60 GHz

WPANs. In Chapter 4, cooperative multi-channel MAC in directional ad hoc networks
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is examined. Finally, Chapter 5 concludes this thesis and discusses the future work.
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Chapter 2

Opportunistic Downlink Scheduling

for Cooperative Cellular Networks

In this chapter, an opportunistic downlink scheduling algorithm, which is referred to

as scheduling scheme for multiple mobile terminals serving the same user equipment

(SMMTSU), is presented for the case when there exists user equipment (UE) that is

served by multiple mobile terminals (MTs) in a time-slotted cellular system. We study

three scenarios, namely (i) when the MTs are served by the same cellular provider

but scheduler has no knowledge of the presence of such UEs; (ii) when the MTs are

served by the same cellular provider and the scheduler located in the base station knows

the presence of such UEs; and (iii) when such MTs are served by different cellular

providers. We establish the optimality and present the main properties of SMMTSU

for scenario (ii). In scenario (iii), we show that it is better to use the MTs from one

cellular provider using SMMTSU rather than from different cellular providers.
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2.1 Introduction

Wireless communication has experienced tremendous growth over the past several

decades. Nowadays, we can get different kinds of wireless service from cellular

mobile networks to wireless local area networks. As cellular systems have evolved

from groupe spécial mobile (GSM) to universal mobile telecommunications system

(UMTS), focus of these systems has shifted from voice to data services. The

international mobile telecommunications-2000 (IMT-2000) standards for

third-generation wireless networks, released in 1999, support high data-rate traffic

with 384kbit/s in packet switched mode [101]. After more than ten years of

development, wireless networks are a global phenomenon with over 5.3 billion

subscribers all around the world. There has been an ever increasing demand for

higher-rate-data services with better quality-of-service (QoS) support. In order to

meet this demand, high-speed down-link packet access (HSDPA) scheme has been

designed. HSDPA can provide data transfer speeds up to 10.7Mbit/s on the downlink

with a time-slotted code division multiple access (CDMA) scheme in a cellular

system [102]. Most recently, the long term evolution (LTE) format was proposed by

NTT DoCoMo of Japan and has been adopted as an international standard. We feel

that wireless systems will never cease to evolve.

The scheduling policies and resource allocation schemes are very critical in an

HSDPA system. For a time-slotted system, a transmission scheduler is needed to

decide which user should be scheduled at each timeslot. In wireless networks, the

channel conditions of mobile users are time-varying. If round-robin algorithm is used

as the scheduling method, a terminal may be scheduled when its signal is relatively

poor. It is clear that the throughput of this terminal may be improved if it can be

scheduled when it has strong signal. The opportunistic scheduling policy, first

proposed by Liu et al for infinite backlog traffic demand in [103], exploits the
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variation of channel conditions to improve the throughput of a cellular system. The

scheduler in the base transmission station (BTS) assigns resources to users

experiencing better channel conditions while simultaneously maintaining fairness

among all the users in the cellular system. The work in [103] shows an improvement

in the overall throughput of the system. This has drawn much attention and further

papers have been published on opportunistic scheduling. The advantage of

opportunistic scheduling is providing better throughput performance. The cost is that

opportunistic scheduling needs relatively more data thus scheduling system is more

complicated. Other information related to problem formulation can be found in [103].

In [104], the maximum constraints on individual users are first introduced into

opportunistic scheduling and an algorithm called gradient algorithm with

minimum/maximum rate constraints (GMR) is proposed. This algorithm seeks to

optimize a concave utility function of the users’ throughput subject to certain

specified lower and upper throughput bounds. Only memoryless channel model is

studied in [104]. A related study on opportunistic scheduling with minimum and

maximum constraints under finite-state markov chain (FSMC) channel model is

presented in [105]. An algorithm called throughput constrained opportunistic

scheduling (TCOS) is proposed to complement the results in [104]. A more

complicated case that combines the opportunistic scheduling and modulation/coding

selecting scheme is studied in [106] to further improve the throughput of HSDPA

systems.

We believe that there is a strong case to be made for a UE that is served by more

than one MT that subscribe to one or more cellular operators. The simple use case is

the provisioning for differentiated services on a given network. It could also be a way

to amortize capacity. Finally, the desirability of this case arises from the fact that it is

indeed possible technologically on existing network infrastructures. There are many

instances when a UE being served by multiple MTs may prove to be advantageous.
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We would like to mention a few such instances here. First, a person with a laptop and

two mobiles may wish to download a file from the Internet. She may want to make

the MTs work for this download action together to save downloading time. Second,

nowadays, mobile modems (also known as dongles) are being integrated into laptops

and laptop like devices (iPAD for example) along with wireless fidelity (WiFi)

functionality. One or more such devices in co-operation with other mobiles within

each other’s range can form an ad hoc network. When one of the UEs/MTs needs to

download a file, other MTs can, if they are available, help in this process. There are

many other possibilities for such cases. For instance, this may be a way to improve

QoS and provide for relieving some of the congestion that is occurring on cellular

systems for data intensive applications such as video downloads without making

significant modifications to existing networks. It may be attractive for cellular

providers to use their respective infrastructures in a collaborative manner. We have

witnessed many instances of such collaboration in the market-place. We believe that

though the actual implementation may result in additional complexity, it is beneficial

to consider rather unconventional ways and means to exploit existing infrastructure

while simultaneously looking to upgrade it for the next generation of services.

Moreover, it is observed that we do not require all these devices to belong to the same

person.

Three scenarios were compared: (i) when the MTs are served by the same cellular

provider but scheduler has no knowledge of the presence of such UEs; and (ii) when

the MTs are served by the same cellular provider and the scheduler located in the

BTS knows the presence of such UEs; (iii) when the MTs are from different cellular

providers.

We denote those UEs that are served by multiple MTs by UE Bs (B > 1), for

example, see UE1 in Fig. 2.1. The value of B indicates the number of MTs serving such

a UE B. For example, UE 2 means that this is a UE B served by two MTs. Similarly,
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Figure 2.1: System model for downlink cellular network in scenario (i) and (ii).

(a) Scenario in which the server divides the data flow.

(b) Scenario in which the scheduler divides the data flow.

Figure 2.2: Models for different modes of data flows.
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Figure 2.3: System model for downlink cellular network in scenario (iii).

we denote those MTs that serve a UE B by MT Bs. For the case B = 1, it is a

UE served by a single MT. However, if no additional information about B is given,

it is deemed that B > 1. In previous studies on scheduling algorithm, it is always

assumed that one UE is only served by one MT. Therefore, even when UE B (B >

1) exists, the scheduler in the BTS does not use this information. We consider an

example to illustrate the differences between the case when the scheduler does not

use the information that there are UEs served by multiple MTs and the case when the

scheduler uses such information.

In Fig. 2.2(a), the scheduler does not use the information (it may not even have

this information) that UE1 is served simultaneously by MT1 and MT2. The server gets

data requests from both the MTs. Thus, there are two data flows to the BTS. The

scheduler located at the BTS then performs scheduling under certain fairness

constraints for MT1 and MT2, say assign half the entire time fraction for each of

them. This is like an application-layer bandwidth aggregation method as file splitting
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in Bit Torrent, which does not need any assistance from the BTS. This corresponds to

scenario (i).

In Fig. 2.2(b), it is clearly shown that the server sends only one data flow because

it gets only one request from UE1. At the BTS, the scheduler schedules MT1 or MT2

for this flow at each timeslot based on their channel conditions. In this case, the fairness

constraints are set only for UEs and not for each MT, that is to say the scheduler will

assign entire time fractions for UE1. This may appear to be the same as the first case

as both MT1 and MT2 are serving UE1. However, it is quite different because the

constraints in the second case are relaxed as compared to the constraints in the first

case. An optimal scheduling solution for the overall throughput is presented when

there is at least one UE which is served simultaneously by multiple MTs. With the

scheduler using more information, SMMTSU provides an improvement in throughput

for the UE Bs (B > 1) and the overall system. This corresponds to scenario (ii).

In Fig. 2.3, A UE B may be served by multiple MT Bs from different providers.

We assume the probability of a MT being served by certain provider to be 0 (not being

served) or 1 (being served). The smart network selection has been extensively studied

these years and scheduling algorithms incorporating this promising technique is left

for future research. We assume that there is no cooperation between base stations

from different cellular service providers. We assume that different schedulers will do

scheduling independently. The data flow will be splitting by the scheduler if and only

if these MTs are under the service of this scheduler. If the MTs are served by different

schedulers, the data flow will be split by data server. The UE Bs’ throughput, when

the MT Bs are served by different cellular providers, is analyzed. We find that it is

better to use the service from one cellular provider using SMMTSU rather than to use

the services from different cellular providers.

The rest of the chapter is organized as follows. In Section 2.2, our system model

is introduced. In Section 2.3, we describe the scheduling problem. In Section 2.4,
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SMMTSU and its properties are presented. In Section 2.5, we establish numerical

results for the system throughput using SMMTSU, opportunistic scheduling algorithm

in [103], and round-robin scheme. Conclusions is presented in Section 2.6.

2.2 System Model

In this section, we present the system model. Our work is focused on the downlink

scheduling for time-slotted systems and implemented in a single-channel HSDPA

system. Consequently, only one MT could be scheduled to transmit at any timeslot

for any BTS.

The HSDPA system is a time-slotted system and time is the resource shared

among all the users. The time axis in our system is not continuous but divided into

equal timeslots. Fast power control is disabled in HSDPA standards [106]. We

assume that the transmission power of the BTS is fixed for all timeslots and all the

base stations. We do not take the power consumption optimization into consideration

in this chapter. An assumption is made that the standards used by all cellular

providers are the same. Moreover, different cellular providers should provide services

on different bands of frequencies. Therefore, there is no mutual interference between

the services of different providers. For any provider, the first ring interference is taken

into consideration.

Dynamic modulation and error-correcting codes selecting techniques are used in

HSDPA system. The scheduler could select different sets of modulation and

error-correcting codes from the set of modulation and coding schemes (MCS) based

on the channel condition. The MCS is shown in Table 2.1. To simplify the situation

and focus on the scheduling issue, we do not consider the error-correcting codes. A

periodic channel quality indicator (CQI) reporting scheme is included in the

specification Release 5 of HSDPA. The definition of the CQI and the CQI reporting
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CQI Value
Transport

Block Size
Modulation Data Rate

1 137 QPSK 0.0685

2 173 QPSK 0.0865

3 233 QPSK 0.1165

4 317 QPSK 0.1585

5 377 QPSK 0.1885

6 461 QPSK 0.230

7 650 QPSK 0.325

8 792 QPSK 0.396

9 931 QPSK 0.465

10 1262 QPSK 0.631

11 1483 QPSK 0.7415

12 1742 QPSK 0.871

13 2279 QPSK 0.1140

14 2583 QPSK 1.292

15 3319 QPSK 1.660

16 3565 16-QAM 1.783

17 4189 16-QAM 2.095

18 4664 16-QAM 2.332

19 5287 16-QAM 2.644

20 5887 16-QAM 2.944

21 6554 16-QAM 3.277

22 ˜ 30 7168 16-QAM 3.584

Table 2.1: CQI mapping table for UE category 5.
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procedures are described in [107]. A UE reports its selected CQI value to BTS

periodically. A shorter report cycle results in better throughput though the report

overhead and uplink interference are increased [108]. We assume that each UE

reports its CQI at the beginning of each timeslot and the overhead of this reporting

procedure is ignored. An appropriate SINR-to-CQI mapping is necessary in the

HSDPA system. We use the mapping scheme proposed in [109] as follows:

CQI =


0, SINR 6 −3.96 ,

bSINR
1.02

+ 4.81c, −3.96 < SINR < 26.04 ,

30, 26.04 6 SINR .

(2.1)

The unit of signal to interference and noise ratio (SINR) is decibel (dB). Based on

(2.1) we could get the CQI from the SINR. We refer to the CQI mapping table and

feasible performance requirement table in [107] and [110] to get the corresponding

data rates. We show them together in Table 2.1.

For each of the cellular provider, we assume a single channel case such that only

one MT can be scheduled in any timeslot for one BTS. The path-loss variation with

distance and slow log-normal shadowing are taken into consideration. Based on the

common assumptions for HSDPA in [111], we adopt the following path-loss model:

L(x)(dB) = 128.1 + 37.6log10(x), (2.2)

where x is the distance in kilometers between the MT and the BTS. For the shadowing

effect, we use the model reported by Gudmundson in [112]. The shadowing term sk is

modeled as a zero-mean stationary Gaussian process given by:

E(sk · sk+m) = δ2ξ
V ·m·Ts/d
d , (2.3)

where ξd represents the correlation between two points separated by a distance d, the

superscript k indicates the index of a timeslot, Ts is the duration of a timeslot, m is for

the time difference represented in the number of timeslots, V is the speed of the MT,

and δ is the standard deviation of the Gaussian process.
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2.3 Problem Formulation

In this section, we describe the scheduling problem and present our objective function.

First, we formulate the problem for single cellular provider scenario. We assume that

there areN MTs andM UEs. Our model is described as a time-slotted system and time

is the resource shared by all the MTs. Static constant data flows are considered in the

formulation. The quantity ri is used to denote the time fraction assigned to MTi before

the transmission process begins,
∑N

i=1 ri = 1. k is used to describe the current timeslot

and K is the total number of timeslots. We write MTi ∈ UEj , if MTi is serving UEj .

Dk = (Dk
1 , ..., D

k
N) is defined as the supported rate vector of MTs at timeslot k and

the value of each Dk
i must follow the data rates in Table 2.1. Rk = (Rk

1 , ..., R
k
M) is the

supported rate vector of UEs at timeslot k, which is defined as

Rk
j = max(Dk

i · 1{MTi∈UEj})
N
i=1. (2.4)

1{·} is an indicator function that equals 1 if the condition in the curly brace is true and

0 otherwise. The throughput of MTi, or γi, is defined as

γi =
K∑
k=1

Dk
i · 1{MTi is scheduled} . (2.5)

The throughput of one UEj , or uj , is defined as the sum of the throughput of those

MTs who are serving this UE and can be expressed as

uj =
N∑
i=1

γi · 1{MTi∈UEj} . (2.6)

Thus, the UE Bs’ throughput, which is the sum of the throughputs of all the UE Bs

(B > 1), can be represented as
∑M

j=1 uj · 1{UEj is a UE B(B>1)}. The overall system

throughput or γ is defined as the sum of the throughputs of all the UEs being served

in the system, which is the same as the sum of the throughputs of all the MTs. The

fairness constraint is provided by (2.8) and (2.9). In (2.8), it means that the scheduler

should serve UEj at least for duration τj . And this should be satisfied for all UEs. In
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(2.9), it means we do not consider the fairness constraints separately for MTs serving

the same UE. Our objective is to maximize the overall system throughput. The

optimization problem P1 is given by :

γ∗ = max
Q

N∑
i=1

γi = max
Q

K∑
k=1

M∑
j=1

Rk
j · 1{Q(Rk)=j}, (2.7)

s.t.

∑K
k=1 1{Q(Rk)=j}∑K

k=1

∑M
j=1 1{Q(Rk)=j}

> τj, j = 1, 2, . . . ,M, (2.8)

where

τj =
N∑
i=1

ri · 1{MTi∈UEj} . (2.9)

Q is a policy that determines which UE should be scheduled at a timeslot, and γ is the

maximum value of the overall system throughput. If the time is long enough and we

pick one timeslot randomly, the left hand side of (2.8) is represented by P (Q(R) = j),

which means the probability that this timeslot is occupied by UEj . For that timeslot,

the expectation of the throughput is expressed as E
(∑M

j=1Rj · 1{Q(R)=j}

)
. The k is

dropped because we examine a randomly chosen timeslot. In other words, the analysis

is performed on a generic timeslot. The objective function can be simplified as

γ∗

K
= max

Q
E

(
M∑
j=1

Rj · 1{Q(R)=j}

)
. (2.10)

s.t. P (Q(R) = j) > τj, j = 1, 2, . . . ,M. (2.11)

For the multiple cellular providers scenario, each of the providers does this

optimization separately because they do not share scheduling information with each

other. The performance matrices, overall system throughput, and UE B (B > 1)

throughput, are the same as those in single provider scenario.
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2.4 Proposed Solution

In this section, we present an algorithm to solve the problem P1 in Section 2.3 and then

describe some properties of this algorithm.

2.4.1 Scheduling Policy

The following policy Q is optimal for problem P1 in Section 2.3:

Q(Rk
j , v

k
j ) = arg max

j
(Rk

j + vkj ) , (2.12)

where the vkj s are real parameters used to reach the fairness constraints of the UEs in

the system. Here, vk is defined as vk = (vk1 , ..., v
k
M). These parameters could be found

using the technique of stochastic approximation in [1]. The fairness constraints and

the method to update the vkj s are given by:

1. min(vkj ) = 0, j = 1, 2, . . . ,M ;

2. if P (Q(R) = j) > τj , where τj =
∑N

i=1 ri · 1{MTi∈UEj}, then vkj = 0,

j = 1, 2, . . . ,M ;

3. vk+1
j = vkj − s · (1{Q(R)=j} − τj), j = 1, 2, . . . ,M .

Here, s is a small constant that indicates a step to track system variations. The

scheduler uses the policy Q to determine which UE to schedule. Then, it uses Q∗ to

schedule the best performing MT serving that scheduled UE. SMMTSU is the

combination of Q and Q∗. For processing SMMTSU, the following steps are taken:

1. Use Q to determine which UE should be scheduled based onRk and vk;

2. Use Q∗ to determine which MT should be scheduled based on Step 1 andDk.

Since no fairness requirement exist among MTs serving the same UE, the constraint is

loosed as compared to the case when fairness is considered for MTs serving the same

UE. Intuitively, the performance must be better or at least the same.
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2.4.2 Policy Properties

Proposition 2.1: For any cellular provider, the policy defined in Subsection 2.4.1 is the

optimal solution to the problem P1. It maximizes the overall system throughput and

satisfies the long-term minimum throughput constraints for each UE.

It is easy to prove based on the work of [1]. If we change the subject investigated

and constraints from mobile to user equipment, this problem can be re-written in a form

similar to that in [1]. Generally, it provides a better overall throughput for relaxing the

constraints of the optimization problem in [1]. For the proof, please refer to Appendix

A.1.

Proposition 2.2: For any cellular provider, the throughput of the UE B (B > 1) is

improved under SMMTSU as compared to the [1] and the Round Robin scheme.

Here, the throughput of the UE B (B > 1) is defined in Section 2.3 as the sum of

the throughput of those MTs who are serving this UE B. We establish the correctness

of the proposition as follows. Recall that Q and Q∗ represent the SMMTSU

scheduling policies in UE and MT level, respectively. Moreover, Q′ and Q] are used

to represent other scheduling policies in UE and MT level. The benefit of using

SMMTSU as compared to other scheduling policies is that the UE B can harvest the

data rate differences between the serving MTs. A 2-MT case, which means there are

only 2 MTs in the system, is used to illustrate the correctness of this proposition. We

assume that MT1 and MT2 are serving the same UE1. We define

Ck
j =

N∑
i=1

Dk
i · 1{MTi∈UEj} (2.13)

as the performance ability of UEj . Combining with 1{Q∗=i} + 1{Q∗ 6=i} = 1, we have

E [C1] = E

[
2∑
i=1

Di · (1{Q∗=i} + 1{Q∗ 6=i})

]
. (2.14)
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Rewrite this equation,

E

[
2∑
i=1

Di · 1{Q∗=i}

]
= E

[
C1 −

2∑
i=1

Di · 1{Q∗ 6=i}

]
. (2.15)

For Q′ and Q], a similar result can be gained as

E

[
2∑
i=1

Di · 1{Q]=i}

]
= E

[
C1 −

2∑
i=1

Di · 1{Q] 6=i}

]
. (2.16)

We notice that

E
[
Di · 1{Q∗ 6=i}

]
≤ E

[
Di · 1{Q] 6=i}

]
, (2.17)

as the scheduling policyQ′ andQ] do not use the information of the existence of UE B.

Thus the scheduler still keeps fairness between the MTs. It means Q] 6= i does not

guarantee that MTi is the worst performing MT in this 2-MT example. However, with

SMMTSU, the scheduler is only limited to the fairness constraints in the UE level,

which means no constraint for individual MTs in this 1-UE scenario. From (2.15),

(2.16) and (2.17), we get

E
[
Di · 1{Q∗=i}

]
≥ E

[
Di · 1{Q]=i}

]
. (2.18)

For the reason that Q′ and Q] are not specified, the result that Q and Q∗

outperform Q
′ and Q] in terms of the UE Bs’ throughput supports this proposition.

Proposition 2.3: For any cellular provider, when all MT Bs (B > 1)

simultaneously serving certain UE B have the same data rate and this situation occurs

for all UE Bs, the overall system throughput reaches its minimum value.

When data rates of the MT Bs serving the same UE B are in the same value, the

scheduler cannot gain benefit from using the best performing MT for the system. For

the proof, please refer to Appendix A.2.

Proposition 2.4: For any cellular provider, for the case when the value of B for all

UE Bs (B > 1) are the same, the overall system throughput is improved as the number

of UE Bs is increased.
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The proof can be described in following way. We define

R
k

j = {Dk
i · 1{MTi∈UEj}}Ni=1 − {Rk

j} (2.19)

as a vector consisting of the data rates of those MTs serving the UEj excluding the one

which is scheduled at timeslot k. Based on the proof in Appendix A.2, we know that

the source of throughput improvement of SMMTSU as compared to the scheduling

scheme in [1] is

E
[
(mj − 1) ·Rj · 1{Q=j} − sum(Rj · 1{Q=j})

]
, (2.20)

which is non-negative. Here, we define sum(·) as a function which gets the summation

of all the items of a set. Increasing the number of UE Bs creates more such terms

which directly leads to an improvement in the throughput.

Proposition 2.5: For the multiple cellular providers scenario, the UE Bs’

throughput when the MT Bs are from the same cellular provider using SMMTSU is

better than the throughput when the MT Bs are from different cellular providers.

This scenario is shown in Fig. 2.3 and the overlaid networks are shown in Fig.

2.4. The cells are ideal hexagons. Two cellular providers, A and B, are assumed in the

system. A and B own their independent downlink channels. The relative locations or

distances between BTS A and BTS B are unknown (but distances between BTS As

are the same). Another assumption is the different cellular providers are under the

same load. Moreover, the expectation of a MT’s supported data rate at certain timeslot

depends on its location and the channel variation. The main difference of having

multiple providers as compared to single provider is that different providers do not

cooperate in the scheduling process and cannot benefit from the information of the

existence of UE B. A 3-MT case is taken as example to illustrate this difference. It is

assumed that MT1, MT2 and MT3 are serving UE1. If all three MTs are served by A,

when one of them is scheduled it must be the best performing MT at that very
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Figure 2.4: Cellular networking model with multiple service providers.

moment. This is the advantage of SMMTSU. However, if MT1 and MT2 are served

by A and MT3 is served by B, A and B will do the scheduling independently. Thus,

UE1 can only benefit from the data rate gap between MT1 and MT2.

We would like to emphasize the meaning of this proposition. It means that the

throughput of a UE B is expected to be larger when it chooses its MT Bs from the

same cellular provider, no matter how the two cellular networks are overlaid. For the

proof, please refer to Appendix A.3.

2.5 Numerical Results

In this section, we first study the case of throughput with one cellular provider. We

present simulation results for both the overall and UE Bs’ throughput improvement

achieved by SMMTSU as compared to the scheduling algorithm in [1] and the Round
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Cell Radius 1500 m

Reuse Factor 3

MT Number 100

Transmission Power 40 dBm

Propagation 128.1 + 37.6log10(d)

Scheduling Slot Duration 2 ms

MT Speed 3.6 km/h and 90 km/h

MT Channel Estimation Perfect

MT Thermal Noise −174 dBm/Hz

MT Simulation Duration 200 s

Table 2.2: Simulation parameters for SMMTSU.

Robin scheduling scheme. The difference between above three algorithms is shown in

Fig. 2.5. Then, we show the throughput results under the worst case with SMMTSU.

All the ris are set to be 1
N

where N is the number of the MTs to do the comparison

between SMMTSU and the Round Robin scheme. An assumption is made that the

MTs serving a certain UE are not changed for the duration and the list of UEs served

by MTs is updated at the beginning of the simulation. We further study the scenario

when the MTs serving the same UE come from different cellular providers. With

different providers having no information that the UEs are served by multiple MTs,

the servers takes the responsibility to divide the data flows. Comparisons are done

between SMMTSU and the scheme in [1]. The simulation parameters are summarized

in Table 2.2. All UEs take random walk movement model. For all the data flows, the

flow rates are fixed in the simulation.
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Figure 2.5: Difference between scheduling algorithms.

2.5.1 Overall System Throughput Improvement

For this subsection, we study the scenarios (i) and (ii), which means that all the MTs

are from the same cellular provider.

In Fig. 2.6(a), we present the overall throughput improvement with different

numbers of UE 2s. It shows that the overall throughput improvement under

SMMTSU is generally 20% over the Round Robin scheme. And there is a clear trend

of overall throughput improvement with more UE Bs, which is consistent with

Proposition 2.4. It is also shown that in the worst case the overall throughput under

SMMTSU is approximately the same as the scheduling scheme in [1]. The reasons

are explained in Proposition 2.3. In Fig. 2.6(b), when the numbers of MT Bs are

same, fewer UE Bs bring more throughput improvement. We can take the case with

12 MT Bs as an example. It is seen that the overall throughput improvement ratio for

the case when there are 3 UE Bs is about 7%, but the improvement ratio for the case

when there are 6 UE Bs is only 4%. This situation is the same for all the simulation
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(a) Overall system throughput improvement ratio with different numbers of UE 2s. A:

overall throughput improvement ratio as compared to the scheduling scheme in [1]. B:

overall throughput improvement ratio as compared to Round Robin scheme. C: overall

throughput improvement ratio as compared to the scheduling scheme in [1] in the worst

case.
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(b) Throughput improvement ratio of SMMTSU as compared to the scheduling scheme

in [1] with the same number of MT Bs and different numbers of UE Bs.

Figure 2.6: Improvement of throughput performance without mixed UE Bs.
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Figure 2.7: Improvement of throughput performance with UE 2, UE 3 and UE 4

coexisting.

results. It is because with one UE B being served by more MTs, the difference of data

rates among all MT Bs may be larger. Therefore, there may be additional benefits that

the scheduler could gain from these gaps.

In Fig. 2.7, the cases where UE 2, UE 3 and UE 4 co-exist are studied. In the

real world, UE 2s, UE 3s and UE 4s may coexist. The simulation is also done for this

case and the results are shown here. Generally, there is a 4% throughput

improvement. For the case 2-1-0, we know that the number of UE Bs and MT Bs are

3 and 7, respectively. Both the number of MT B and UE B are the smallest among all

the cases, which leads to the smallest throughput improvement ratio. The result can

be understood for there are the fewest users benefiting from SMMTSU. For the cases

1-1-1 and 3-2-0, there are 9 MT Bs in both. With fewer UE Bs, the throughput

improvement ratio becomes larger. Moreover, for the last three cases in Fig. 2.7, both

the number of UE Bs and MT Bs are the same. There is no easy way to judge which

combination of MT Bs may provide larger throughput improvement ratio, but
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Figure 2.8: Improvement of throughput performance in mobile scenarios.

generally speaking, if the number of MT Bs is kept unchanged, then more UE Bs

leads to worse improvement ratio; if the number of UE Bs keeps unchanged, then

more MT Bs leads to more improvement ratio. In our simulation, the throughput

improvement ratios are very similar for the last three cases, however, we argue that

the same numbers of UE Bs and MT Bs do not always lead to this kind of result.

From this figure, we could know that our scheduling policy can improve the overall

throughput for the case where different kinds of UE Bs coexist.

In Fig. 2.8, we study the effect of different speeds on SMMTSU. We can see that

SMMTSU works better with all MTs moving at lower speed. It is already well

explained that SMMTSU mainly benefits from the different data rates among the

MT Bs serving the same UE B by opportunistically scheduling the MT B with best

propagation state. In Section 2.2, the propagation and channel model are shown and

s(0) is generated by the random function based on s(k) ∼ N(0, 4.3) in our

simulation. A stationary Gaussian process is determined by its expectation E{s(k)}

and autocorrelation R{s(k)}. We could represent the conditional expectation of s(k)
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as:  E{s(k +m)|s(k)} = R(m)
R(0)
· s(k) ,

R(m) = δ2 · ξm·Ts·V/dd .
(2.21)

V is the speed of the MT, and Ts is the duration of a timeslot. We could know from

(2.21) that the shadowing effect will be larger as the speed of the MTs increases. As

the shadowing factor gets larger, the channel gets worse thereby leading to smaller

CQI values. Based on [107] and [110], the data rates of the MTs are much smaller

with lower CQI values. With all the MTs working in lower data rates, it is obvious that

the data rate differences among the MT Bs serving the same UE B will be smaller. In

this case, the possibility of SMMTSU to provide any benefit from the differences is

smaller. In Fig. 2.8, it is shown that SMMTSU improves the throughput of both kinds

of UE Bs, however, SMMTSU works better with the UE Bs moving at smaller speed.

We conclude that, SMMTSU can improve the overall throughput of the cellular

system under different speeds and different kinds of UE Bs.

2.5.2 UE Bs’ Throughput Improvement

In our scheduling scheme, we provide the scheduler with the knowledge that there are

UEs served by multiple MTs and study how much throughput improvement the UEs

may gain from such knowledge. Based on our analysis and the simulation, the key

advantage of SMMTSU is that it improves the UE Bs’ throughput as compared to [1].

We first study the scenarios with only one cellular provider. In Fig. 2.6(b), we

see from the grey bars that if the number of MT Bs is constant, more UE Bs leads

to smaller throughput improvement. This is because with the UE Bs served by more

MTs, the variance of the MT Bs’ data rates may become larger. Therefore, the system

has more opportunities to benefit from this difference. In Fig. 2.7, the case when UE 2,

UE 3 and UE 4 coexist is studied. It is shown that the throughput improvement ratios
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Figure 2.9: Comparison of UE Bs’ throughput performance between SMMTSU and

the scheme in [1].

are generally from 15% to 20%. Again, like what we analyze in last subsection, we

cannot easily tell which combinations of MT Bs provide better throughput just based

on the numbers of UE Bs and MT Bs. However, we still can know from this figure that

SMMTSU can improve the UE Bs’ throughput for the case when the different types

of UE Bs coexist.

In Fig. 2.8, the throughput improvements of UE Bs at different speeds are

studied. In this case, all the MTs are moving at the same speed, i.e. 3.6 km/h or 90

km/h. It is clear that both kinds of UE Bs benefit from SMMTSU. To further analyze

the simulation result, we see that SMMTSU works better when all the MTs are

moving at 3.6 km/h. The reasons are the same as explained for the overall system

throughput in last subsection. In Fig. 2.9, throughput improvement of SMMTSU over

the policy in [1] is studied under different numbers of UE Bs. It is seen that the

throughput improvement ratio of UE 3 and UE 4 is around 25%. We also find that the

improvement ratio is steady for each line after the first UE Bs’ appearance, which
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means each UE B gains similar throughput improvement.

In Fig. 2.10(a), the UE Bs’ throughput for the case when the MTs may be served

by different cellular providers is compared to that when the MTs are served by the same

cellular provider. We assume that SMMTSU is used within the same cellular provider.

It is also assumed that the communication load and signal quality are the same for both

of the cellular providers. Case 1(1) and 2(1) are taken as examples. We can see that

there is about 8% throughput improvement benefit for both cases if MT Bs are served

by the same cellular provider. We conclude that having all the MT Bs under services

of the same cellular provider is the best strategy. We also examine how the speeds

affect the UE B throughput when MTs are served by different cellular providers in

Fig. 2.10(b). The results are similar to the case when MTs are from the same provider.

Our results suggest the cellular providers may use SMMTSU as their scheduling policy

which may help to attract more users.

In Fig. 2.11, the UE Bs’ (B > 1) throughput is compared to the UE 1 in

different cases. With SMMTSU, the base station can opportunistically schedule the

best performing MT B which is serving the UE B (B > 1). Thus, UE B (B > 1) is

expected to get a throughput larger than the sum of the throughputs of those MT Bs

working individually. This is what we have explained in Proposition 2.2. If we use

Uavg to denote the average throughput of UE 1, the average throughput of UE 2 is

expected to be larger than 2 · Uavg and that of UE 3 is expected to be larger than

3 · Uavg. Similar results are expected for UE Bs with other values of B. In Fig. 2.11,

we show the simulation results that match with our analytical results. We see that the

throughput of UE 2 is around 2.2 times that of UE 1. For UE 3 and UE 4, even

greater benefit is gained from SMMTSU. Thus, there is motivation for people to use

UE B (B > 1) than UE 1 to get better service with larger average throughput for their

UEs.
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(a) UE Bs’ throughput improvement ratio between MTs are from different cellular

providers and the same cellular provider.
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(b) UE Bs’ throughput improvement ratio between MTs are from different cellular

providers and the same cellular provider under different speeds.

Figure 2.10: UE Bs’ improvement of throughput performance with multiple service

providers.
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Figure 2.11: Comparison of throughput performance between UE B (B > 1) and

UE 1.

2.6 Chapter Summary

In this chapter, we have presented a new downlink opportunistic scheduling algorithm

named SMMTSU for the case when a cellular system consists of UEs served by

multiple MTs with the objective of improving the overall system throughput. We first

study the single channel case with all the MTs being served by the same cellular

provider. We simulated SMMTSU for the HSDPA system model and showed that the

algorithm proposed here results in an improvement in the overall system throughput

along with positive effect on the throughput of UEs served by multiple MTs. We

notice that usually there are more than one cellular provider providing the cellular

communication services and study the scenario when the MTs serving the same UE

may be served by different cellular providers. We prove that it is better to use the

service from one cellular provider under SMMTSU rather than using the service from

different cellular providers. We conclude that SMMTSU is an efficient policy for
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downlink scheduling. It is duly noted that we don’t take packet-level delay into

consideration. Hence, this algorithm may be better suited for the case of best effort

downloading or file transferring. However, with the increased data rate, the

downloading delay for the entire file is also expected to be reduced.
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Chapter 3

Link Scheduling for 60 GHz WPANs

with Cooperative Transmission

In this chapter, the topic of cooperative link scheduling for 60 GHz wireless personal

area networks (WPANs) is investigated. With using beamforming antennas, 60 GHz

WPANs are able to provide larger spatial reuse as compared to omni-directional

networks. To further explore the high spatial reuse property, we propose a node

cooperation scheme to improve throughput of 60 GHz WPANs. Two scenarios are

studied based on the demand for data communication. The first scenario is that all

devices’ transmission demands can be met in the current frame. The second scenario

is that some devices’ transmission demands may not be met in the current frame due

to time limit. The throughput maximization problems of these scenarios are

formulated as linear programming problems. Optimal solutions are provided based on

the column generation method. Simulations are performed for scenarios with devices

using either realistic or ideal antenna models. The results demonstrate that

cooperative transmission scheme can significantly improve throughput performance

as compared to its non-cooperative counterparts.
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3.1 Introduction

60 GHz directional communication technology offers various advantages over the

conventional omni-directional communication systems, such as higher spatial reuse

and large unlicensed bandwidth. It is believed to be one of the most promising

technologies to provide gigabit wireless indoor communication. Currently, the most

popular usage of 60 GHz technology is to build WPANs, which are small networks

for wireless indoor services. These small networks provide wireless indoor services,

such as wireless display, distribution of HDTV and rapid upload/download [113].

Before reaping benefits from 60 GHz transmission, the following issues have to be

handled. First, 60 GHz band suffers from significant free space propagation loss,

generally 20 dB more than that in 5 GHz band [114]. Second, the strongest

component of 60 GHz transmission tends to be line-of-sight (LOS). Thus, 60 GHz

transmission is vulnerable to long distance and obstacles between transceivers. The

intuitive motivation is to use multiple links with faster rate to replace a single direct

link with lower rate.

Fig. 3.1 illustrates the aforementioned issues. In Fig. 3.1(a), there are 11 devices

(DEVs) in the WPANs. One DEV is selected as the piconet coordinator (PNC) and

performs link scheduling for each WPAN. Wireless links are represented by arrows

with index on them. Flow(i,j) is an end-to-end data flow with the source destination pair

DEVi-DEVj. L(1,5) is a feasible direct route for flow(1,5), but L(1,5) may not be the best

choice for flow(1,5) due to the long distance between DEV1 and DEV5. In Fig. 3.1(b),

L(9,11) is a feasible direct route for flow(9,11), but a crowd of people standing between

the transceivers block the LOS direction of L(9,11). Cooperative transmission means

DEVs may relay data frames for neighbors, which is a promising approach to tackle

the aforementioned problems. In the first example, if flow(1,5) goes through the multi-

hop route L(1,2)/L(2,4)/L(4,5), higher throughput may be achieved with shorter distance
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(a) A WPAN with long direct links.

(b) A WPAN with direct links being blocked.

Figure 3.1: WPAN models. (Piconet coordinator (PNC) is the scheduler. Devices

(DEVs) are denoted by DEV1 to DEV11. L(i,j) is a wireless link from DEVi to DEVj .)
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of each hop. In the second case, if flow(9,11) uses route L(9,8)/L(8,11), it may avoid being

blocked and have a higher throughput.

In this work, a cooperative transmission scheme is proposed for 60 GHz

WPANs. Cooperation strategy is defined as the scheme to arrange relays and schedule

transmission for WPANs. We study two scenarios: i) achievable data demand; and ii)

bursty data demand. Given that each frame has a maximum length, achievable data

demand means that all demand for data communication can be completed within the

current frame, while bursty demand means that some devices’ demand may not be

met in the current frame. Both scenarios may be observed in real applications. For

instance, demand is achievable when people watch some real time online video, since

data is generated sequentially; demand may be bursty, when people do some

best-effort downloading task, since data is already there.

Numerous simulations are performed to provide guideline for real protocol

design. Effect of beam-widths, flow rates and other factors are examined under both

ideal and practical antenna models. Comprehensive performance analysis is provided

for different spatial reuse strategies. The minor-lobe effect of practical antenna model

is incorporated and the proposed optimal solutions are compared with existing

benchmarks. The cooperative approach proposed in this work can also be extended to

other kinds of networks using directional antenna.

The chapter is organized as follows. In Section 3.2, the related works are

reviewed. In Section 3.3, the system model is provided. In Section 3.4, the problem

formulation is presented. In Section 3.5, the solutions of the problems are described.

In Section 3.6, the numerical results are given. The last section concludes this chapter.

45



3.2 Related Work

3.2 Related Work

A brief literature review on cooperative link scheduling in 60 GHz networks is

provided in this section.

The research on link scheduling in 60 GHz networks starts with no cooperation

or relay service being considered. The optimal scheduling problem under fairness

constraints in 60 GHz network is solved in [46]. Then, a few heuristic sub-optimal

scheduling algorithms are provided. In [40], an exclusive region based scheduling

algorithm is proposed based on perfect channel information. In [33], the authors

propose a spatial reuse strategy which can schedule multiple transmissions

appropriately based on beamforming information. In [31], a graph coloring-based

heuristic scheduling algorithm is proposed to reduce overall transmission time.

Besides aforementioned algorithms, a protocol is designed for 802.15.3c based

WPANs to exploit spatial reuse in [29].

However, researchers recognize that direct links may not possess strong signal

quality in 60 GHz networks due to the large path loss and possible blockages [34].

Cooperative transmission is proposed to solve this problem, which means the

neighboring devices may relay data frame for each other. The idea of using relays is

not new in the field of omni-directional networks. In [54, 115–118], different

cooperative transmission schemes are proposed for the omni-directional cooperative

ad hoc, cellular and mesh networks. The framework of using column generation in

capacity maximization is described for omni-directional networks in [119].

Then, study on cooperative transmission is extended to directional networks, but

data frames are assumed to be relayed for at most one time. This means no multihop

(more than two hop) transmission is allowed. Cooperative transmission with

dedicated relays for each source device is studied in [43, 44, 59, 60], and demonstrates

better throughput performance than non-cooperative transmission. Moreover, a
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cooperative medium access control protocol is proposed for 60 GHz WPAN based on

optimal beamforming information in [120]. However, we know that one-hop relay

generally may not provide best relay service.

Therefore, cooperative transmission with multihop relay service is studied.

In [42], joint routing and scheduling problem is investigated in multi-hop directional

wireless mesh networks, but relay is only used if the destination cannot be reached by

direct links. Since WPANs are small networks, devices can reach each other while

some long-distance links possess poor rates. If the method in [42] is used, no

cooperative transmission will appear in WPANs. However, the overall throughput

may be poor, if the low-rate links are scheduled. In [45], the authors examine joint

link scheduling and routing for 60 GHz wireless mesh networks. They propose

heuristic algorithms for this problem and perform extensive simulations. Again, direct

links are used by default as long as they exist.

Observing above issues, the researchers raise that PNC should decide whether to

use cooperative or direct transmission based on current channel status in 60 GHz

WPANs. In [2, 37, 38], heuristic algorithms are proposed for scheduling cooperative

transmission in 60 GHz WPANs. However, link scheduling is performed only after

relay assignment being done ahead. It is known that separate consideration of relay

assignment and link scheduling may not provide the optimal end-to-end solution. In

our previous work [98], we consider the multi-hop relay assignment and link

scheduling problem jointly in 60 GHz WPANs. The throughput maximization

problem is formulated as linear programming problems and the optimal solution is

provided. In [98], we assume that the demand of data from all sources can be

transmitted within current frame. Observing that the demand may not be completed in

current frame due to network capacity, throughput maximization problem with bursty

demand is studied in this work. Link scheduling and relay assignment are jointly

considered for 60 GHz WPANs. And multihop relay service is provided for links
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which possess weak signal strength. Besides, more comprehensive performance

analysis are provided to verify the proposed cooperative transmission scheme.

3.3 System Model

In this section, information about system model, antenna model and channel model is

provided.

3.3.1 Network Model

A centralized 60 GHz WPAN consisting of a PNC and multiple peer DEVs is

considered as illustrated in Fig. 3.1(a). Each DEV is assumed to be equipped with

one single electronically steerable directional antenna, i.e., the antenna that is able to

direct its beam towards other DEVs for transmission or reception. As WPAN is a

small network, all DEVs are assumed to be within other DEVs’ transmission range.

In addition, we assume slotted transmission, i.e., one slot for one frame. Since we

focus on scheduling algorithms, a general frame structure as [31] is used as shown in

Fig. 3.2. One device is selected as the PNC. The PNC polls transmission requests and

pushes the schedules to the DEVs during the control period. It then performs

scheduling for the conflict-free data transmission during data transmission period

(DTP). The length of DTP is assumed to be adaptive with a maximum value T. Next

frame may start right after the current one ends.

Based on traffic demands, we examine two scenarios. First, if all DEVs’ data

traffic demand can be finished in the current frame, we say that it is achievable data

demand. In this case, PNC tries to minimize the transmission time. An instance of

such a scenario occurs when DEVs are using online video streaming service and

communication with achievable data rates appears in WPANs. Second, if some
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Figure 3.2: Frame structure.

DEVs’ data traffic demand may not be fulfilled within current frame, we say that there

is bursty data demand. In this case, PNC tries to maximize amount of received data

within current frame. An instance of such a scenario occurs when DEVs in WPANs

conduct best effort downloading service and a bunch of data is to be delivered from

server side. Adaptive rates are used for the data transmissions in the 802.11ad 60 GHz

WPAN standard [121]. Channel status of links are assumed to be the same during one

frame and PNC can obtain this information as assumed in [2, 116, 117].

3.3.2 Antenna and Channel Model

To be consistent with the most popular standard in 60 GHz WPAN and make it easier

for other researchers to compare, the antenna model in [121] is adopted to approximate

a practical antenna, which is main-lobe gain: Gm = 10log10(
1.6162
sin(α/2)

)2;

side-lobe gain: Gs = −0.4111 · ln(α)− 10.579,
(3.1)

where α is beamwidth. Gs is set to zero for ideal antenna model. The Friis equation

(in dB) as in [121] is used as propagation model and power is in the log sense:

PR(α, f, d, σ) = PT +GT (α) +GR(α)− L(f, d, σ), (3.2)
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where f is frequency and d is distance. PT and PR denote the transmission and

reception power, respectively. GT and GR denote the transmitter’s and receiver’s

antenna gains, respectively. L(f, d, σ) represents pathloss. σ is shadow fading factor

normally distributed with standard deviation 1.5 dB.

L(f, d, σ) = 32.5 + 20lg(f) + 20lg(d) + σ. (3.3)

3.3.3 Spatial Reuse Strategy

Three spatial reuse strategies are i) conservative strategy for ideal antenna model: two

links can coexist when devices from one link are not in the main-lobe sectors of the

devices from the other link; ii) aggressive strategy for ideal antenna model: two links

can coexist when devices from different links do not direct their main-lobe sectors

towards each other at the same time; and iii) impartial strategy for practical antenna

model: whether two links may coexist or not is determined by capture effect based on

signal-to-noise ratios (SNR) under physical interference model.

The reason we study these strategies is as follows. First, perfect SNR information

is difficult to collect in real environment so spatial reuse strategy is usually based on

relative location information. Performance gap between i) and iii) is largely due to

imperfect information. Second, minor-lobe is ignored in ideal antenna model. Thus,

the performance gap between ii) and iii) shows the minor-lobe effect.

3.4 Problem Formulation

In this section, the problem formulation is presented. The variables are described in

Table 3.1, and detailed information are described below.

In this section, the problem formulation is presented. The variables are described

in Table 3.1. We assume that there are K nodes in the network, and the entire set of
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Variable Description

K Number of devices in the studied WPAN

ψi Concurrent links pattern (CLP) with index of i

Ψ Set of all feasible CLPs

i, j, u, w Indexes of DEVs

(i, j) Link from DEVi to DEVj

vmi,j Status of (i, j) in ψm

ri,j Transmission rate of (i, j)

rmi,j Transmission rate of (i, j) in ψm

dn data demand of flow n

xni,j Amount of data of flow n through (i, j)

τm Active time for ψm

fn Amount of data received for flow n

Table 3.1: Defined and used variables

links is L. To focus on the scheduling part, we do not consider the handshakes in any

specific protocols. For convenience, we define a term referred to as concurrent links

pattern (CLP), and represent the ith CLP by ψi. A CLP is used to show a group of

links which can be activated simultaneously, and can be mathematically expressed as

a binary vector where each item corresponds to the working state (active/idle) of a

link. For example in Fig. 3.1(b), L(8,9) and L(11,10) form a CLP ψg. If we denote the

link sequence in the CLP as {L(9,8), L(8,9), L(11,8), L(8,11), L(10,11), L(11,10), L(10,9), L(9,10),

L(9,11), L(11,9), L(10,8), L(8,10)}, ψg equals {0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0}. Denote Ψ as

the set of all feasible CLPs with cardinality M = |Ψ|. (i, j) represents a link from

DEVi to DEVj . Link (i, i) does not exist, thus it is not considered in ∀(i, j) ∈ L. Let
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C[(i, j), (u,w)] be an indicator function that represents whether two links (i, j) and

(u,w) can coexist, and this information is assumed to be available based on either

conservative or aggressive spatial reuse strategy during the beamforming process.

Thus:

C[(i, j), (u,w)] =

 1, (i, j) and (u,w) can coexist;

0, they cannot coexist.
(3.4)

Let m be an index of a generic CLP ψm. Binary vmi,j represents whether (i, j) is active

(1) or idle (0) in ψm. Thus, ψm is a vector combined by vmi,j for all (i, j), ψm =

{vmi,j, ∀(i, j)}. Since each device is equipped with a single half-duplex radio, it should

not be scheduled more than once in ψm. Due to the half-duplex requirement of single-

radio DEVi, we have:

K∑
j=1&j 6=i

vmi,j +
K∑

j=1&j 6=i

vmj,i ≤ 1, ∀i, ∀m. (3.5)

The links’ coexistence constraints in ψm are given as in (3.6), which are determined by

C[(i, j), (u,w)] as follows:

vmi,j + vmu,w ≤ 1 + C[(i, j), (u,w)] , ∀(i, j), ∀(u,w). (3.6)

ri,j is used to represent the current transmission rate of (i, j). The rate of (i, j) in ψm

can be calculated as:

rmi,j = vmi,j · ri,j . (3.7)

We assume that there are N flows, and a flow n is characterized by source device,

destination device, and data demand, or (S(n), D(n), dn).

Our objective is to maximize the throughput of this WPAN. Throughput equals

the sum of received data divided by overall transmission time. That is:

Throughput =
Received Data

Transmission Time
. (3.8)
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Here, transmission time measures the duration since the start of data transmission till

the end of data transmission.

3.4.1 Scenario I: Achievable Data Demand

There are N flows in the studied WPAN. n is the index for a flow and

n ∈ {1, 2, · · · , N}. In the Scenario I, all data demands can be fulfilled within the

current frame. Since all data are successfully delivered, the numerator in (3.8) is

determined by source devices’ demands and fixed. Therefore, maximizing the

throughput is equivalent to minimizing the transmission time. At any moment of the

transmission period, there is a group of active links, or in other words, a CLP working

for the data transmission. Therefore, minimizing the overall transmission time is

equivalent to minimizing the sum of the scheduled periods of all the CLPs as shown

in (3.9). τm is the active time for CLP ψm, and the objective of minimizing the

transmission time can be represented as minτ1,τ2,··· ,τM
∑M

m=1 τm.

Cooperative transmission: The problem of time minimization with cooperative

transmission is formulated as

Problem P1,M : min
τ1,τ2,··· ,τM

M∑
m=1

τm , (3.9)

subject to

K∑
j=1&j 6=i

(xni,j − xnj,i) =


dn, i = S(n), ∀n;

−dn, i = D(n), ∀n;

0, i 6= S(n) or D(n), ∀n;

(3.10)

M∑
m=1

τm · rmi,j ≥
N∑
n=1

xni,j, ∀(i, j); (3.11)

K∑
j=1&j 6=i

vmi,j +
K∑

j=1&j 6=i

vmj,i ≤ 1, ∀i, ∀m; (3.12)

τm ≥ 0, m = 1, 2, · · · ,M ; (3.13)
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vmi,j + vmu,w ≤ 1 + C[(i, j), (u,w)] ,∀(i, j), ∀(u,w). (3.14)

(3.10) provides the flow conservation constraint. For source, destination and relay

devices, differences between amounts of the outgoing and incoming data are dn, −dn

and 0, respectively. xni,j denotes the amount of data of flow n through (i, j). (3.11)

provides the link capacity constraints, which means that the link capacity should be

larger than the sum of amounts of data through this link. (3.12) and (3.14) are explained

in (3.5) and (3.6) respectively. (3.13) means τm should be non-negative value, since it

represents active transmission time.

Non-cooperative transmission: The problem of time minimization without

cooperative transmission is formulated as

Problem P2,M : min
τ1,τ2,··· ,τM

M∑
m=1

τm , (3.15)

subject to

M∑
m=1

τm · rmi,j ≥

 dn, i = S(n) & j = D(n);

0, any other (i, j);
(3.16)

K∑
j=1&j 6=i

vmi,j +
K∑

j=1&j 6=i

vmj,i ≤ 1, ∀i, ∀m; (3.17)

τm ≥ 0, m = 1, 2, · · · ,M ; (3.18)

vmi,j + vmu,w ≤ 1+C[(i, j), (u,w)] ,∀(i, j), ∀(u,w). (3.19)

Since only the source and destination DEVs are engaged in the non-cooperative

scenario, the flow conservation and link capacity constraint can be merged into (3.16).

3.4.2 Scenario II: Bursty Data Demand

In this scenario, there are bursty data demands and not all data demands can be fulfilled

in the current frame. The objective is to maximize the throughput of studied WPAN.
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When there are bursty data demands, the WPAN may not be capable to transmit them

completely within the current frame. Since the maximum duration of DTP is fixed

and the throughput equals the amount of data received divided by DTP, the objective

of maximizing throughput is equivalent to maximizing the amount of data received

as shown in (3.20). We use fn to represent amount of data received for flow n, thus

fn ≥ 0 . The objective of maximizing amount of data received can be represented as

maxf1,f2,··· ,fN
∑N

n=1 fn.

Cooperative Transmission: Maximization of amount of data received with

cooperative transmission can be formulated as

Problem P3,M : max
f1,f2,··· ,fN

N∑
n=1

fn = − min
f1,f2,··· ,fN

N∑
n=1

−fn , (3.20)

subject to

fn ≤dn,∀n; (3.21)

K∑
j=1&j 6=i

(xni,j − xnj,i) =


fn, i = S(n), ∀n;

−fn, i = D(n), ∀n;

0, i 6= S(n) or D(n), ∀n;

(3.22)

M∑
m=1

τm · rmi,j ≥
N∑
n=1

xni,j, ∀(i, j); (3.23)

K∑
j=1&j 6=i

vmi,j +
K∑

j=1&j 6=i

vmj,i ≤ 1, ∀i, ∀m; (3.24)

M∑
m=1

τm ≤ T ; (3.25)

τm ≥ 0, m = 1, 2, · · · ,M ; (3.26)

vmi,j + vmu,w ≤ 1 + C[(i,j), (u,w)] , ∀(i, j), ∀(u,w). (3.27)

The constraint (3.21) ensures that the amount of data received does not exceed the

demand for data. The flow conservation constraints are shown in (3.22). For source,

destination and relay DEVs, differences between the amounts of outgoing and

55



3.5 Solution via Column Generation

incoming data are fn, −fn and 0, respectively. xni,j is defined as the amount of data of

flow n through link (i, j). The link capacity constraints are shown in (3.23). The

constraint (3.25) guarantees that the transmission time will not exceed the DTP.

Non-Cooperative Transmission: Maximization of amount of data received

without cooperative transmission can be formulated as

Problem P4,M : − min
f1,f2,··· ,fN

N∑
n=1

−fn , (3.28)

subject to

fn ≤ dn,∀n; (3.29)

M∑
m=1

τm · rmi,j ≥

 fn, if i = S(n) & j = D(n);

0, any other (i, j);
(3.30)

M∑
m=1

τm ≤ T ; (3.31)

τm ≥ 0, m = 1, 2, · · · ,M ; (3.32)
K∑

j=1&j 6=i

vmi,j +
K∑

j=1&j 6=i

vmj,i ≤ 1, ∀i, ∀m; (3.33)

vmi,j + vmu,w ≤ 1 + C[(i, j), (u,w)] , ∀(i, j), ∀(u,w). (3.34)

Since only the source and destination DEVs are engaged in the non-cooperative

scenario, the flow conservation and link capacity constraint can be merged into (3.30).

3.5 Solution via Column Generation

In this section, we first provide a brief introduction to column generation method, then

show the solution for the problems.

To solve the problems formulated in the previous section directly, we have to

enumerate all the CLPs. However, the number of the entire set of CLPs for a network
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with N nodes is M =
∑N(N−1)

i=1 Ci
N(N−1), which is an extremely large number even

for a moderate N . Common desktop computers may run out of memory with using

this method, while only a small number of the CLPs will be scheduled in the final

result. Therefore, we use the column generation method [122] to decompose the

original problem into a master problem and a pricing problem. With column

generation method, we do not need to consider all CLPs at the same time but only

check potential ones sequentially. Thus, it saves memory and computation time.

3.5.1 Introduction of the Column Generation

Column generation is an efficient algorithm for solving larger linear programs, which

can be deemed as an extension to Simplex method [122]. The key idea is that many

linear programs are too large to consider all the variables explicitly. Since most of the

variables will be non-basic in the optimal solution, only a subset of variables need to

be considered. Column generation uses this idea to generate only the variables which

have the potential to improve the objective function. Original optimization problem

is decomposed into two problems: master problem and pricing problem. The master

problem is the original problem with only a subset of variables. The pricing problem

is a new problem created to identify a new variable. The objective function of the

pricing problem is the reduced cost of the new variable with respect to the current dual

variables, and the constraints require that the variable obey the naturally occurring

constraints.

The master problem is solved first with a subset of variables, dual price can be

obtained for each constraint. This information is utilized in the objective function of

the pricing problem. Then, the pricing problem is solved. If the objective value of the

pricing problem is negative, a variable with negative reduced cost can be identified.

This variable is then added to the master problem, and the master problem is re-solved.
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Re-solving the master problem will generate a new set of dual values, and the process

is repeated until no negative reduced cost variable is identified. That is, the master

problem reaches the optimal solution.

3.5.2 Solution for Scenario I

We use the column generation method to solve our problems. The master problem of

P1,M is formulated as:

Problem P1,M ′ : min
τ1,τ2,··· ,τM′

M ′∑
m=1

τm , (3.35)

subject to:

K∑
j=1&j 6=i

(xni,j − xnj,i) =


dn, i = S(n), ∀n;

−dn, i = D(n), ∀n;

0, i 6= S(n) or D(n), ∀n;

(3.36)

τm ≥ 0, m = 1, 2, · · · ,M ′; (3.37)

M ′∑
m=1

τm · rmi,j ≥
N∑
n=1

xni,j, ∀(i, j). (3.38)

It is noticed that M in the original problem (3.9) becomes M ′ in the master

problem (3.35). There is M ′ ≤ M , which means the master problem only depends on

part of the CLPs. To solve the master problem, a group of feasible CLPs should be

given. For the problem considered in this work, the initial CLPs contain only the

direct links corresponding to source-destination pairs of the flows. After solving the

master problem, the optimal values of dual variables are obtained for the link demand

constraints in (3.38) as πi,j . Therefore, the reduced cost for a new column (CLP) with

the specific index m′ is:

ξm′ = 1−
∑

(i,j)∈L

πi,j · rm
′

i,j . (3.39)
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The reduced cost in the linear optimization program indicates how much the

objective function value can be reduced with the new basis. Here, the value of the

objective function P1,(M ′+1) of the new master problem including CLP m′ is equal to:

P1,(M ′+1) = P1,M ′ + ξm′ . (3.40)

If the reduced cost ξm′ is negative, it means the new CLP m′ can reduce the current

objective function value P1,M ′ . To minimize P1,(M ′+1), the minimum ξm′ is needed.

That is, the maximum
∑

(i,j)∈L πi,j · rm
′

i,j is needed in (3.39). With (3.7), minimizing

(3.39) can be re-formulated as the pricing problem:

max
vm
′

i,j ,∀(i,j)

∑
(i,j)∈L

πi,j · ri,j · vm
′

i,j , (3.41)

subject to:

K∑
j=1&j 6=i

vm
′

i,j +
K∑

j=1&j 6=i

vm
′

j,i ≤ 1, ∀i; (3.42)

vm
′

i,j + vm
′

u,w ≤ 1 + C[(i, j), (u,w)], ∀(i, j), ∀(u,w). (3.43)

The solution of the pricing problem is a new CLP ψm′ . If the reduced cost ξm′ for

ψm′ is negative, the new ψm′ is added to the bases of the previous master problem and

re-solve it. After several iterations, the reduced cost becomes positive, which means

no CLP can reduce the objective function value of the current master problem. Then,

the objective function value of master problem in current iteration is optimal for the

original P1,M . P2,M can also be solved by a similar method.

3.5.3 Solution for Scenario II

The solution for P3,M comes as follows. The master problem is formulated as

Problem P3,M ′′ : min
f1,f2,··· ,fN

N∑
n=1

−fn , (3.44)
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subject to

fn ≤dn,∀n; (3.45)

K∑
j=1&j 6=i

(xni,j − xnj,i) =


fn, i = S(n), ∀n;

−fn, i = D(n), ∀n;

0, i 6= S(n) or D(n), ∀n;

(3.46)

M ′′∑
m=1

τm · rmi,j ≥
N∑
n=1

xni,j, ∀(i, j); (3.47)

τm ≥ 0, m = 1, 2, · · · ,M ′′; (3.48)

M ′∑
m=1

τm ≤ T. (3.49)

Again, M in the original problem (3.20) becomes M ′′ in the master problem (3.44),

M ′′ ≤ M . This means the master problem only depends on part of the CLPs. After

solving the master problem, we can get the optimal dual variables for (3.47) and (3.49)

as αi,j and β, respectively. Therefore, we can write the reduced cost for a new column

(CLP) with the specific index m′′ as

ξm′′ = 0−
∑

(i,j)∈L

αi,j · rm
′′

i,j − β . (3.50)

The reduced cost in the linear optimization program indicates the amount of objective

function value which can be reduced with the new basis. Here, the objective function

value P3,(M ′′+1) of the new master problem including CLP m′′ can be expressed as

P3,(M ′′+1) = P3,M ′′ + ξm′′ . (3.51)

If the reduced cost is negative, the new CLP m′′ can reduce the current objective value

P3,M ′′ . To minimize P3,(M ′′+1) in (3.51), minimum ξm′′ is needed. That is, the

maximum
∑

(i,j)∈L αi,j · ri,j · vm
′′

i,j + β is needed. With (3.7), minimizing the reduced

cost can be re-formulated as the pricing problem

max
vm
′′

i,j ,∀(i,j)

∑
(i,j)∈L

αi,j · ri,j · vm
′′

i,j + β , (3.52)
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subject to

K∑
j=1&j 6=i

vm
′′

i,j +
K∑

j=1&j 6=i

vm
′′

j,i ≤ 1, ∀i. (3.53)

vm
′′

i,j + vm
′′

u,w ≤ 1 + C[(i, j), (u,w)], ∀(i, j), ∀(u,w). (3.54)

The solution of the pricing problem is a new CLP ψm′′ . If the reduced cost for ψm′′

is negative, we add the new ψm′′ to the bases of the previous master problem and then

re-solve it. After several iterations, the master problem may reach the optimal solution,

which is also optimal for the original problem P3,M . We can solve P4,M by a similar

approach.

3.6 Performance Evaluation

n this section, we first describe simulation setup and simulation parameters. After

that, the numerical results for both scenarios I and II are shown and investigated.

Following acronyms are used in the figures: impartial strategy for practical antenna

model with cooperation (PAC), impartial strategy for practical antenna model without

cooperation (PANC), conservative strategy for ideal antenna model with cooperation

(CSC), conservative strategy for ideal antenna model without cooperation (CSNC),

and aggressive strategy for ideal antenna model with cooperation (ASC), aggressive

strategy for ideal antenna model without cooperation (ASNC).

First, the effect of cooperation is shown by comparing cooperative and

non-cooperative cases. Second, the effect of minor-lobe is shown by comparing PAC

and ASC. Third, the effect of perfect information is shown by comparing PAC and

CSC. Fourth, the proposed cooperative scheme is compared to its counterpart in [2].

The cooperative scheme in [2] is designed for 60 GHz WPAN and considers

multi-hop relay service. This is the reason that the scheme in [2] is chosen as

benchmark. The difference between scheduling strategies is shown in Fig. 3.3.
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Figure 3.3: Difference between scheduling strategies.

3.6.1 Simulation Parameter

C++ and CPLEX [123] are used for simulations. Network topologies are generated

using C++. Then, the constraints of linear programming problem is generated

according to the studied topology. After that, CPLEX is used solve the linear

programming problem. Throughput gain is defined as the ratio between throughput

under different schemes or antenna models. The simulation configuration is as

follows. The DEVs are randomly deployed in a square area of side 15 meters. As

shown in Table 3.2, we use the modulation and coding schemes (MCS) in [121].

Transmission power is fixed at 10 dBm. Noise factor and implementation loss are set

as 10 and 5 dB, respectively. 50 networking topologies are randomly generated. The

simulation results are then averaged and shown.
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MCS Modulation Code Rate Data Rate (Mbps)

0 DBPSK 1/2 27.5

1 π/2-BPSK 1/2 385

2 π/2-BPSK 1/2 770

3 π/2-BPSK 5/8 962.5

4 π/2-BPSK 3/4 1155

5 π/2-BPSK 13/16 1251.25

6 π/2-QPSK 1/2 1540

7 π/2-QPSK 5/8 1925

8 π/2-QPSK 3/4 2310

9 π/2-QPSK 13/16 2502.5

10 π/2-16QAM 1/2 3080

11 π/2-16QAM 5/8 3850

12 π/2-16QAM 3/4 4620

Table 3.2: Modulation and coding scheme for single carrier
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3.6.2 Simulation Analysis of Scenario I

In Scenario I, we assume that transmission time does not reach the maximum DTP

length in Fig. 3.2. Thus, we maximize the throughput of WPANs via minimizing

transmission time. Four aspects are discussed, namely, antenna beamwidth, number of

DEVs, number of flows and data demand per flow. The proposed scheduling scheme

is also compared to that used in [2].

In Fig. 3.4, the effect of antenna beamwidth on transmission time is shown. 20

DEVs are randomly deployed. 4 flows are initialized and amount of data per flow is

set as 0.5 Mbits. Since all flows are end-to-end data flows, which can lead to flows in

different links. The number 4 is chosen, since there are only 20 DEVs in this WPAN.

If a large number is used, the simulation becomes very time-consuming.

Transmission time increases with wider beamwidth for all cases. For CSC, the

throughput gain between using 15◦ and 90◦ antenna is about 100 times. This is due to

the fact that wider beamwidths provide smaller spatial reuse ratios, and the

consequential fewer concurrent links lead to smaller capability for data transmission.

The need for cooperative transmission is low with 15◦ antenna, since the direct links

possess good qualities. Cooperative transmission also does not help much with 90◦

antenna, because the cooperative scheme needs more concurrent active links. Larger

throughput gains between cooperative and non-cooperative transmission schemes are

attained at moderate beamwidths. For example, cooperative transmission scheme is

10 times better with 45◦ beam as compared to non-cooperative scheme.

In Fig. 3.5, the effect of different numbers of DEVs on transmission time is

shown. The antenna beamwidth is set as 30◦. 4 flows are initialized and amount of

data per flow is set as 0.5 Mbits. Generally, cooperative schemes provide shorter

transmission time as compared to the corresponding non-cooperative schemes. For

CSC, ASC and PAC, the transmission time decreases with number of DEVs. This
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result is as expected because WPANs have better cooperation choices with more relay

DEVs. Moreover, we observe that the transmission time fluctuates for the

non-cooperative schemes. This demonstrates that number of DEVs does not have an

obvious effect on throughput for non-cooperative transmission. The reason is that

additional idle DEVs do not bring benefit to the direct transmissions.

In Fig. 3.6, the effect of different numbers of flows on transmission time is

shown. 20 DEVs are randomly deployed. The antenna beamwidth is set as 30◦ and

amount of data per flow is set as 0.5 Mbits. Our first observation is that transmission

time increases for larger number of flows for all cases. Then, we see that cooperative

transmission schemes provides shorter transmission time as compared to their

counterparts. The figure also shows that the difference of transmission time between

cooperative and non-cooperative schemes becomes larger as the number of flows

increases. That indicates that the network capacity is improved by using cooperative

transmission schemes.

In Fig. 3.7, the effect of different amounts of data per flow is shown. 20 DEVs

are randomly deployed. The antenna beamwidth is set as 30◦. 4 flows are initialized

in the studied WPAN. It is observed that the transmission time for each line increases

almost linearly with amount of data per flow. Since the best routes for given flows are

fixed in the corresponding WPAN, the end-to-end data rates for these flows are also

fixed. Thus, transmission time increases linearly with amount of data per flow. For

transmitting the same amount of data, ASC needs the shortest time. PAC can achieve

almost the same performance as ASC, which means minor-lobe of the used antenna

model is not strong.

In Fig. 3.8, we compare different cooperative schemes with different antenna

models. 20 DEVs are randomly deployed and antenna beamwidth is set as 30◦. 4

flows are initialized and amount of data per flow is set as 0.5 Mbits. The throughput

under the practical antenna model is close to the throughput under the ideal antenna
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Figure 3.4: Transmission time with different antenna beamwidths in Scenario I. (The

sequence of the numbers in the text boxes is consistent with that in the legend.)

model with aggressive strategy. The reason is that the side-lobe gain of the realistic

antenna model used in this work is low as shown in (3.1). If an antenna with larger

side-lobe gain is used, throughput will be closer to that using conservative strategy with

ideal antenna. Moreover, the cooperative strategy in [2] requires more time to transmit

the same amount of data as compared to the method described in this work. This is

due to the reason that the scheme used in [2] is limited to two-hop device cooperation,

and furthermore, the link scheduling and relay assignment are treated as independent

problems.

3.6.3 Simulation Analysis of Scenario II

In Scenario II, the length of DTP is fixed at 1 micro-second in the simulations. We

maximize the throughput of WPAN via maximizing the received amount of data for

given demands. Effects from four aspects are discussed, namely, antenna beamwidth,
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Figure 3.5: Transmission time with different numbers of DEVs in Scenario I.
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Figure 3.6: Transmission time with different numbers of flows in Scenario I.
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Figure 3.7: Transmission time with different amounts of data per flow in Scenario I.
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Figure 3.8: Comparison among non-cooperative algorithm, cooperative algorithm in

[2], and optimal cooperative algorithm in Scenario I.
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number of DEVs, number of flows and data demand per flow. Again, the scheduling

schemes in this work are compared with [2].

In Fig. 3.9, the effect of different beamwidths is shown. 20 DEVs are randomly

deployed. 4 flows are transmitted and amount of data per flow is set as 4 Mbits. It is

observed that the amount of data received is larger when cooperative transmission is

used as compared to the case when non-cooperative transmission is used. The

throughput gain between the cooperative and non-cooperative scheme is in the range

1.5 to 3. The largest gain is attained when the antenna beamwidth is 45◦. For narrow

beams, the need for node cooperation is low due to the good quality of direct links.

For wide beams, cooperative transmission is less effective due to low spatial reuse

ability.

In Fig. 3.10, the effect of different number of DEVs is shown. The antenna

beamwidth is set as 30◦. 4 flows are initialized and amount of data per flow is set

as 4 Mbits. For cooperative scheme, the amount of data received increases with the

number of DEVs. The throughput gain between 30 and 10 DEVs is about 1.2 in CSC.

Moreover, we observe that number of DEVs has a limited effect on the amount of data

received in WPAN with non-cooperative transmission.

In Fig. 3.11, the effect of different numbers of flows is shown. 20 DEVs are

randomly deployed. The antenna beamwidth is set as 30◦. Amount of data per flow

is set as 4 Mbits. It is clear that the amount of received data increases with number

of flows. It is also observed that the gradients for all the lines decrease with number

of flows. This is because that the WPAN is saturate. Moreover, it is observed that

the cooperative transmission generally provides 50% larger throughput than the non-

cooperative transmission.

In Fig. 3.12, the effect of different amounts of data per flow is shown. 20 DEVs

are randomly deployed and the antenna beamwidth is set as 30◦. 4 flows are initialized.

The overall amount of received data increase with demand, and the gradients of the
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lines decrease during this process. For all cases, the throughput gain is around 1.5 or

2 times between cooperative and non-cooperative schemes. When the amount of data

per flow equals 4 Mbits, PAC, CSC and ASC received about 40% to 80% more data as

compared to the non-cooperative schemes.

In Fig. 3.13, we compare various cooperative schemes with different antenna

models. 20 DEVs are randomly deployed and the antenna beamwidth is set as 30◦.

4 flows are initialized and amount of data per flow is set as 4 Mbits. Since there is

no other work discussing bursty data demand, the scheme in [2] is simply extended to

comprise bursty demand and used as a benchmark. As in [2], a relay is selected within

feasible region for a direct link, when LOS path is blocked. The throughput of the

benchmark is in the middle of the throughput with non-cooperative and cooperative

schemes proposed in this work. For the three spatial reuse strategies in the figure,

the cooperative scheme in this work transmits 21%, 34% and 27% more data than

the benchmark. This shows that the scheme proposed in this work provides better

cooperative service.

3.6.4 Discussion

First, cooperative schemes generally outperform the non-cooperative ones. We

observe that the throughput gain between the cooperative scheme and the

non-cooperative scheme in Scenario I is larger than that in Scenario II. The reason is

as follows. In Scenario I, all data has to be received, thus the transmission time is

mainly determined by the worst flow. It is clear that cooperative transmission may be

more helpful for the worst flow. In Scenario II, not all data needs to be received. To

maximize the amount of received data, both cooperative and non-cooperative schemes

schedule the best flow first. For the flows with best throughput, the difference in

end-to-end data rates between cooperative and non-cooperative schemes may not be
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Figure 3.9: Amount of received data with different antenna beamwidths in Scenario II.

(The sequence of the numbers in the text boxes is consistent with that in the legend.)
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Figure 3.10: Amount of received data with different numbers of DEVs in Scenario II.
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Figure 3.11: Amount of received data with different numbers of flows in Scenario II.
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Figure 3.12: Amount of received data with different data demand per flow in Scenario

II.
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Figure 3.13: Comparison among non-cooperative algorithm, cooperative algorithm

in [2], and optimal cooperative algorithm in Scenario II.

that large. This is the reason why the throughput gain is around 10 in Scenario I,

while it is usually less than 2 in Scenario II. Second, we observe that the performance

of PAC is within 10% lower than ASC, which means that the minor-lobe effect is not

very strong. Third, we observe that the performance of PAC can be 20% better than

that of CSC, which shows the tradeoff between perfect and imperfect information.

Fourth, column generation method can reduce computation time from hour to minute

level, but it is still too long to implement in real system. Therefore, heuristic

algorithms with cooperation which can provide real-time scheduling are needed, and

the optimal methods proposed here can provide the guideline to the design of

heuristic algorithms.
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3.7 Chapter Summary

In this chapter, we propose the use of cooperative transmission to improve the

throughput of directional 60 GHz WPANs. Both achievable and bursty data demand

scenarios are studied. The throughput maximization objectives are formulated as

linear programming problems and solved by the column generation method. We have

the following observations. First, throughput increases with larger number of DEVs,

larger data amount per flow, larger number of flows or smaller antenna beamwidths in

the studied cooperative WPANs. Second, the throughput ratio of PAC to ASC is

usually around 95%, this indicates that the side-lobe of the realistic antenna model

used in this work does not have strong effect in throughput. Third, the proposed

cooperative transmission scheme may provide around 20% to 45% higher throughput

than the protocol used in [2] in the studied scenarios. In summary, the proposed

cooperative transmission scheme can significantly improve the throughput of 60 GHz

WPANs.
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Chapter 4

Cooperative Multi-Channel

Directional Medium Access Control

for Ad Hoc Networks

In this chapter, we propose a cooperative multi-channel directional medium access

control (CMDMAC) protocol incorporating minor-lobe interference for directional

ad hoc networks. While most existing MAC protocols require either extra equipment

or clock synchronization to solve deafness and directional hidden terminal problems,

CMDMAC needs neither to conquer these problems. Observing that directional

transmission assumes single-data-channel in most instance, CMDMAC incorporates

directional and multi-channel transmission to provide superior networking

performance. Theoretical analysis for CMDMAC is provided and its performance is

validated via NS2 simulation.
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4.1 Introduction

Since directional transmission can provide higher data rates, omni-directional

networks are falling into disfavor especially in new networking applications, such as

high definition video streaming. Moreover, due to high spatial reuse ratio, directional

networks offer advantage in dense environments, such as Internet-of-Things (IoT)

and Machine-to-Machine (M2M) networks. To reap the benefits of directional

transmission, efficient directional Medium Access Control (MAC) protocols are

needed. New standards like 802.11ad and 802.15.3c have been proposed, but both

work in a centralized manner.

In this chapter, we work on directional MAC protocols for ad hoc networks. Two

key challenges in designing directional MAC protocols for ad hoc networks are the

hidden terminal and deafness problems. Existing solutions are generally based on one

of two approaches, namely i) network-wide synchronization and ii) multiple radios

with one radio dedicated for control messages. However, synchronization is difficult

to achieve in ad hoc networks. Besides, we can not expect all terminals to be equipped

with two or more radios in the emerging IoT, M2M or other heterogeneous networks,

as smart phones with multiple Wireless Fidelity (WiFi) radios are seldom seen in the

market. Another scenario where multiple radios may not be available for each terminal

is sensor network, since there will be strict concern about hardware size and power

consumption.

The main focus of this chapter is on designing a directional MAC that can solve

hidden terminal and deafness problems without network-wide synchronization and

multiple radios for directional ad hoc networks. With the objective of improving

aggregate throughput for directional ad hoc networks, we propose a Cooperative

Multi-channel Directional Medium Access Control protocol (CMDMAC).

Multi-channel and directional transmission are two known multiplexing techniques
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that can be used to improve networking performance. However, they are studied

separately in most literature on MAC protocols due to complexity considerations.

CMDMAC incorporates multi-data-channel transmission to further improve

networking performance. Each terminal is assumed to be equipped with a single

half-duplex radio, which may be tuned to different channels. To solve hidden terminal

and deafness problems under a multi-channel directional environment, CMDMAC

operates with one control channel and multiple data channels and uses cooperation

among neighbors. All control messages are exchanged omni-directionally in control

channel while data packets are transmitted directionally in data channels. Moreover, a

single radio is not a necessary condition for CMDMAC. Terminals equipped with

multiple radios may also perform CMDMAC.

The rest of this chapter is organized as follows. In Section 4.2, related work is

reviewed. In Section 4.3, the system model is introduced. In Section 4.4, we discuss

the problems and challenges in directional and multi-channel MAC design. In Section

4.5, we present the details of the proposed CMDMAC protocol. In Section 4.6, we

present a theoretical analysis for CMDMAC. In Section 4.7, we evaluate the

performance of CMDMAC and compare to other MAC protocols via simulations.

Conclusions are drawn in Section 4.8.

4.2 Related Works

In the area of directional MAC protocols, Takai et al. have done pioneering work

[124], in which they first proposed methods like directional virtual carrier sensing.

In [125], the authors summarized the key design problems in directional MAC but not

all issues were solved satisfactorily. In [126], it was argued that directional MAC with

practical antenna models needed more attention, but global position system (GPS)

sensors were needed to provide accurate location information for each terminal. In
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[127], it was found that existing solutions rarely deal with the impact of minor lobes

and they proposed a MAC protocol for multi-hop networks based on network-wide

synchronization. In [128], a radio dedicated for control messages was used to solve the

hidden terminal problem. In [129], the authors proposed a protocol using sector sweep

to overcome the hidden terminal problem and proposed a method to collect neighbor

information for directional networks. In [130], double radios were used to identify

deaf terminals. In [131], data frames were fragmented to reduce packet collisions but

only hidden terminals in the main sectors of the communicating pairs were eliminated.

In [132], a protocol was proposed where an additional busy tone equipment was needed

for each terminal. In [133], a contention window is used for terminals to negotiate

and solve the hidden terminal problem. There also exist research papers on providing

efficient directional MACs for 60 GHz personal networks [31, 37, 44].

In existing multi-channel MAC works, there are two main approaches to solve

hidden terminal and deafness problems. The first one is using multiple radios and

dedicating one of them for control channel messages [69, 70, 134]. It is clear that the

hardware complexity is increased for this approach and hence cost and energy

consumption. We also cannot expect that all terminals will be equipped with multiple

radios in a heterogeneous network. In fact, we seldom find a smart phone with two

WiFi devices. The other approach is regulating the irregular nodes’ behavior by using

well-known approaches based on contention time slots [71–73], or channel hopping

sequences [135]. However, this approach requires network-wide synchronization

which is a difficult task for multi-hop ad hoc networks [136]. In [3], CAMMAC was

proposed and cooperation was used to solve the multi-channel collision problem in

omni-directional networks. In CAMMAC, nodes use two-hop topology information

to tell whether two omni-directional links can co-exist in certain channel. Since

directional transmission is taken into consideration in CMDMAC, the condition for

two links to co-exist becomes different. The contribution of CMDMAC is to extend
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CAMMAC to solve hidden terminal problem in directional networks. Nodes with

CMDMAC have to jointly consider channel usage information, direction information,

and topology information to decide whether a new link under negotiation procedure

can be established or not. There are also some approaches trying to provide efficient

multi-channel MACs for cognitive ratio networks [137–140].

Based on the literature review, we observe the following. Regardless of whether

it is for directional or multi-channel MACs, most researchers depend on either

additional hardware or network synchronization to solve the associated problems.

Moreover, while incorporating multi-channel and directional transmission may

improve networking performance, there are few works that have studied these two

aspects together. In this chapter, we propose CMDMAC combines directional and

multi-channel transmission. It does not need any extra hardware for control message

exchange and may work asynchronously.

4.3 System Model

In this section, we introduce the network and antenna models employed in this chapter.

4.3.1 Network Model

An asynchronous ad hoc network which works in the unlicensed band, for example

Industrial, Scientific and Medical (ISM) band, is considered. Terminals are randomly

located and each of them is equipped with a single half-duplex transceiver. Terminals

and nodes are used interchangeably henceforth. As shown in Fig. 4.1, multiple

independent channels are available: one is dedicated for the exchange of

omni-directional control messages; others are used for the transmission of directional

data packets. We further assume that radios can work in both omni-directional and
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Figure 4.1: System model and the multi-channel hidden terminal problem.

directional modes [126, 127] and that radios can be tuned among different

channels [137, 138].

A two-ray propagation model is used. The reception power PR is given by

PR =
PT ·GT ·GR ·H2

T ·H2
R

D4
, (4.1)

where PT is transmission power; GT is the antenna gain of transmitter (Tx); GR is the

antenna gain of receiver (Rx); HT is the height of Tx’s antenna; HR is the height of

Rx’s antenna; and D is the distance between the Tx and Rx.

4.3.2 Antenna Model

We employ the most widely used directional antenna model [141] as shown in Fig.

4.2(a). The antenna gain for minor-lobe is a non-zero value 0.4 in this example, while

the antenna gain for main-lobe is much larger than 1. Both minor- and main-lobes

have uniform antenna gains. The antenna consists of M non-overlapping sectors. For

example, M is equal to 6 in Fig. 4.2(b). Moreover, the antenna is capable of switching

among different sectors without any switching delay [129, 133]. Direction of Arrival
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(a) Antenna gains model.

(b) Antenna sector model.

Figure 4.2: Antenna model.
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(DoA) technique is assumed to be used and terminals can estimate the direction of the

received signal [127].

4.4 Problems in Multi-Channel Directional MAC

In this section, we introduce the challenges in multi-channel directional MAC design,

taking minor-lobe interference effects into consideration.

4.4.1 Vulnerability of Receivers

Vulnerability of receivers means interference from all directions can interrupt the on-

going data reception. The case using ideal antenna model is shown in Fig. 4.3(a). B

is receiving from A. As C is in Rx B’s minor-lobe Sector 2 and the antenna gain for

Sector 2 is 0, there will be no interference from C to B, thus no packet collision taking

place. The case considering minor-lobe effect is shown in Fig. 4.3(b). B is receiving

from A. The interference from C to B is non-zero, which potentially results in packet

collision.

4.4.2 Multi-Channel Directional Hidden Terminal Problem

The directional hidden terminal problem with a single data channel is illustrated as

follows. In Fig. 4.4(a), nodes A, B, C and D are engaged in data transmission while

nodes E and F establish their link. After transmissions in links 1 and 2, B wants to

transmit to C. Without knowing the existence of link 3, the new directional link may

cause collision to E. This kind of problem is defined as directional hidden terminal

problem. The multi-channel hidden terminal problem with omni-directional

transmission is discussed as follows. In Fig. 4.1, nodes A and B are carrying out the

negotiation in the control channel without knowing that C and D are communicating
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(a) Interference-free receiver with ideal antenna model.

(b) Vulnerability of receiver with considering minor-lobes.

Figure 4.3: Minor-lobe interference to receivers.
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in data channel 1. Meanwhile, data channel 2 is free. If A and B switch to data

channel 1 for data transmission, it is obvious that they may bring collision to the

current link of C and D. Therefore, it is important to coordinate different terminals in

the network. This kind of hidden terminal problem is defined as multi-channel hidden

terminal problem.

The situation studied in this chapter is a combination of above two cases. We term

it ”multi-channel directional hidden terminal problem”. Direction and channel together

determine whether a node may become hidden terminal towards another terminal. For

the case shown in Fig. 4.4(b), let’s assume there are two data channels. The grey curve

indicates the transmission range of node B. If the new link 4 is in data channel 2 while

link 3 is in data channel 1, there will be no collision. For the case in Fig. 4.1, let’s

assume A, B, C and D are located as two parallel link, like links 4 and 5 in Fig. 4.4(a).

Even if the link of C and D is in data channel 1, there will be no collision since A and

B are not in the interference range of C and D hence the two links can co-exist.

4.4.3 Deafness Problem

In the multi-channel directional networking environment, deafness is caused when the

negotiation information of the intended Rx is missed. The Tx may keep sending

requests. This wastes control channel resources and reduces system performance.

4.4.4 Collision Due to Different Gains

For the reason that transmission and interference ranges in directional and

omni-directional mode are different, a node may interfere with another node much

farther than its omni-directional transmission range. This is due to the coexistence of

omni-directional and directional modes [129]. The transmission power adaption may

also lead to a more efficient power usage.
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(a) The directional hidden terminal problem.

(b) An example to further illustrate the feature of cooperation.

Figure 4.4: Illustration of terminals’ cooperation.
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Figure 4.5: Negotiation procedures and data channel handshake of CMDMAC.

4.5 CMDMAC Protocol Design

In this section, CMDMAC will be presented in detail. The basic idea of CMDMAC is

information sharing. A dedicated control channel is used while multiple data channels

may exist. A four-step negotiation procedure is designed to work on the control

channel as shown in Fig. 4.5. With successful negotiation, terminals switch to the

selected data channel for data transmission. The terminals will switch back to control

channel after the data transmission is completed. The unique feature of CMDMAC is

that terminals use their local channel usage records to help Txs and Rxs make

decisions and prevent packet conflicts. Moreover, power adaption is used to ensure

the transmission ranges in control and data channels to be the same to reduce the

collision due to different gains.

In remaining part of this section, related designs for CMDMAC are described

along with detailed negotiation procedure and algorithms.
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4.5.1 Neighbor Information Table

A Neighbor Information Table (NIT) which contains two-hop neighbors’ relative

location information is maintained by each terminal. An example is shown in Fig. 4.1

according to node G in Fig. 4.4(b). A to G are all wireless nodes. Take C(8, 1) in

Node Index G’s row as an instance: 8 means that C is in G’s Sector 8, and 1 means C

is G’s up-close neighbor. We say that two neighboring nodes are up-close if they can

interfere with each other through their minor-lobes (and set up-close = 1). Now, let’s

assume C is transmitting in the data channel with sector 6 and G is receiving in the

data channel with sector 4 in Fig. 4.4(b). That is, they do not use their main-lobes to

point towards each other. As they are up-close nodes, the minor-lobe of C can still

interfere with G’s current reception. A node can build its one-hop NIT by receiving

frames from neighboring nodes with DoA, and broadcast this information within the

management frames. Thus, all the nodes can build the two-hop NIT.

For the static topology in this work, we assume that two-hop neighbor

information is provided by the management frames of an upper layer protocol. For

the mobile topology, we assume that initial two-hop neighbor information is only

provided once by the management frames at the beginning of network establishment.

After the initial set-up, nodes update the sector information for their neighbors using

control frames. In RTS/CTS, transmitter TX ADDR indicates the relative direction

SEC NO for neighbor RX ADDR. Thus, terminals that receive RTS/CTS can update

the corresponding neighbor information for this transmitter TX ADDR. Similarly, if

DYSA/DYSB is received, neighbor information for TX ADDR can be updated based

on UP ADDR and UP SEC. That is, terminal UP ADDR is in sector UP SEC of

transmitter TX ADDR. Same information update procedure is also implemented in

CFA/CFB. Each node keeps a local table to record non-updated duration for all its

neighbors. We use two factors to decide which neighbor to be updated in the current
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Node Index 1-Hop Information: Neighbor Index (Sector, Up-Close)

G E(2, 0), F(4, 0), B(7, 0), C(8, 1)

E F(5, 0), G(6, 0), C(6, 0), D(8, 0)

F E(1, 0), G(8, 0), C(8, 0)

B C(2, 0), E(2, 0), G(3, 0), A(8, 0)

C D(1, 0), E(2, 0), G(4, 1), F(4, 0), B(6, 0), A(7, 0)

Table 4.1: Neighbor information table.

frame: 1) whether the neighbor’s direction information changed recently; 2) time that

has lapsed since last update. If there is no neighbor that satisfies factor 1), then 2) can

finalize the decision. If there is one neighbor that satisfies factor 1), then this neighbor

is updated. If there are multiple neighbors that satisfy factor 1), the one that has

waited for the longest time is updated.

4.5.2 Frame Structure

The formats of all frames are shown in Fig. 4.6. Request to send (RTS) and clear

to send (CTS) frames are used to initialize negotiation. In RTS/CTS, the expected

data channel and sector are included in channel number (CH NO) and sector number

(SEC NO), respectively. The neighbors who hear the RTS/CTS may know which data

channel and sector the negotiating pairs expect to use. Moreover, they also update

NITs based on the received information. Confirm type A (CFA) and confirm type

B (CFB) are used to confirm reception of CTS and CFA. In CFA/CFB, the duration

of link is included in TIME. The neighbors who hear these frames can update their

DNAV according to their local clocks. Further, updated node address (UP ADDR)

and updated node sector (UP SEC) are used to update the NITs. Deny signal type
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Figure 4.6: Frame structures of CMDMAC.

A (DYSA) and deny signal type B (DYSB) are used by cooperators to stop current

negotiation. In DYSA/DYSB, reason node address (RS ADDR) identifies the active

node who leads to this “veto” frame and left time (LTIME) shows the remaining active

time of the corresponding link. Acknowledgment (ACK) is the same as in IEEE 802.11

protocol. In some special cases, Tx sends CFA but receives no CFB, which means this

is an unsuccessful negotiation. Then, cancel signal (CLS) is sent by Tx to announce the

cancellation of confirmation, e.g. CFA, to Tx’s neighbors. CLS has the same structure

as ACK.

4.5.3 Negotiation Procedure for Link Establishment

Cooperation is used in CMDMAC to solve the directional multi-channel hidden

terminal problem. The basic idea of cooperation is information sharing among Tx, Rx

and cooperators. If a cooperator knows that Tx or Rx is negotiating for an occupied
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channel resource, it may deny this negotiation and provide suggestion on channel

selection.

A four-way handshake procedure is performed in the control channel as shown in

Fig. 4.5. A Tx with CMDMAC verifies the absence of other traffic before transmitting

based on Carrier Sense Multiple Access (CSMA). A Tx then initializes a negotiation

by sending an RTS. Upon receiving the RTS, the Rx checks its Directional Network

Allocation Vector (DNAV) [124] to see whether this RTS should be accepted. If the

Rx identifies that there are active nodes in the expected sector, it prepares a DYSA;

otherwise, it prepares a CTS. At the same time, the Tx’s other neighbors, who hear the

RTS, also check their DNAVs and the NIT. If a neighbor recognizes that the current

negotiation will build a link which may collide with certain on-going data transmission,

it prepares a DYSA; otherwise, it keep silent. Then, the Tx’s cooperators with DYSAs

enter the Cooperation Backoff Period (CBP) and execute a CSMA-based mechanism.

They randomly back off and the earliest one sends out its “veto” frame. If the medium

is busy after the CBP, the Rx cancels its CTS.

If Tx does not receive CTS, the negotiation ends; otherwise, the Tx prepares the

CFA to announce the establishment of a new link. Meanwhile, the Rx’s neighbors who

hear the CTS also check their DNAVs to see whether they should veto to block the

expected link. If a neighbor identifies that this expected link may collide with an on-

going data transmission, it prepares a DYSB. After the CTS, the Rx’s cooperators with

DYSBs enter the second CBP. If there is no DYSB and CFA is correctly received by the

Rx, the Rx sends CFB to confirm link establishment. In a few cases that Tx sends the

CFA but receives no CFB, it needs to send CLS to invalidate previous CFA. Reception

of both RTS and CFA (or both CTS and CFB) with no CLS implies successful link

establishment. The nodes, which hear the new link establishment, update their DNAVs.

With successful negotiation, certain pairs of nodes switch to the data channel and start

to transmit after a Short Inter-Frame Space (SIFS). As in the original 802.11, if a data
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packet is received, the Rx replies with an ACK.

A negotiation which consists of potential hidden terminals is stopped by DYSA or

DYSB. This solves the multi-channel directional hidden terminal problem. Moreover,

with reception of DYSA or DYSB, the Tx knows the reason why it cannot start this

link and can take further decisions. This solves the deafness problem.

4.5.4 Algorithm Details

The pseudo codes for Tx, Rx and cooperators are shown in Algorithms 1, 2 and 3,

respectively. A terminal is defined to be engaged in a negotiation period (NP), when

it is cooperating or negotiating as shown in Fig. 4.5. Any attempt to enter multiple

NPs is forbidden to protect the on-going negotiations, regardless of whether it is a Tx,

Rx or cooperator. There are two ways to exit the current NP: i) wait for it to end; ii)

receive or send a DYSA/DYSB.

Algorithm 1 Pseudo code for Tx operation
1: if (Medium is free) then
2: Send RTS and enter negotiation period;
3: if (Receive CTS after CBP) then
4: Defer for CBP;
5: if (Medium is free) then
6: Send CFA;
7: if (Receive CFB after SIFS) then
8: Switch to expected sector in the proposed data channel;
9: Defer for SIFS and send DATA;

10: else
11: Backoff and send CLS;
12: end if
13: else
14: Cancel CFA;
15: end if
16: end if
17: end if
18: Exit current negotiation period and start RTS retransmission backoff.
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Algorithm 2 Pseudo code for Rx operation
1: Receive RTS;
2: if (Rx is not cooperating or negotiating) then
3: Enter negotiation period;
4: if (The expected sector in the data channel proposed by RTS is not available)

then
5: Defer for a random period within CBP;
6: if (Medium is free) then
7: Send DYSA;
8: else
9: Cancel DYSA;

10: end if
11: else
12: Defer for CBP;
13: if (Medium is free) then
14: Send CTS;
15: if (Receive CFA after CBP) then
16: Defer for SIFS and send CFB;
17: Switch to expected sector of the data channel proposed by RTS;
18: end if
19: else
20: Cancel CTS;
21: end if
22: end if
23: end if
24: Exit current negotiation period and start RTS transmission backoff.

4.5.5 Node Cooperation

An example is shown to illustrate how CMDMAC works in Fig. 4.4(b). Link 3 was

established in data channel 1 during the transmissions of links 1 and 2. After the

transmissions of links 1 and 2, B wants to initialize a new transmission to C. Thus, B

broadcasts an RTS in the control channel and expects to start the transmission in data

channel 2. Upon hearing this RTS, C checks its DNAV and accepts this request with

preparing a CTS. At the same time, neighbor G checks its DNAV and NIT, and finds

that E is active in B’s expected sector of the expected data channel. Thus, G backs off

and replies a DYSA. Upon receiving the DYSA, B and C know that E is working and

may still work for LTIME. Then, B can make its further decision based on the current

channel usage situation. As illustrated in this example, neighboring nodes actively

cooperate in the process of negotiation to identify the potential hidden terminals and
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Algorithm 3 Pseudo code for Cooperator operation
1: Receive packet P;
2: if ( P == RTS && cooperator is not cooperating in another incomplete negotiation)

then
3: Enter the cooperation period for this negotiation;
4: if (The expected transmission of RTS may lead to channel conflicts) then
5: Defer for a random time within CBP;
6: if (Medium is free) then
7: Send DYSA;
8: else
9: Cancel DYSA;

10: end if
11: else
12: Defer for 2*(CBP+SIFS)+TimeLength(CTS+CFA

+CFB);
13: end if
14: else if ( P == CTS && cooperator is not cooperating in another incomplete

negotiation) then
15: Enter the cooperation period for this negotiation;
16: if (The expected transmission of CTS may lead to channel conflicts) then
17: Defer a random time within CBP;
18: if (Medium is free) then
19: Send DYSB;
20: else
21: Cancel DYSB;
22: end if
23: else
24: Defer for 2*SIFS+TimeLength(CFA+CFB)+CBP;
25: end if
26: end if
27: if (P == RTS/CTS/DYSA/DYSB) then
28: if (Cooperator is in negotiation period) then
29: Exit current negotiation period;
30: end if
31: Start RTS transmission backoff;
32: end if
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Figure 4.7: Exclusion region of omni-directional and directional transmission.

deaf nodes. This helps to solve the hidden terminal and deafness problems

asynchronously without additional devices.

4.6 Protocol Analysis

In this section, we present a theoretical analysis for CMDMAC via three propositions.

First, we discuss how minor-lobe interference affects the co-existence condition for

directional links. Second, we demonstrate how different antenna beamwidths affect

potential spatial sharing gain. Third, we demonstrate that a single dedicated control

channel can support multi-channel directional transmissions.

Proposition 4.1: Minor-lobe effects of directional antennas change the

co-existence condition for directional links.

Proof: Co-existence means that two links can be active simultaneously in the

same location. We define exclusion region as a spatial region in a certain channel

where no other active terminals exist except the current active pair of transceivers.
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The co-existence condition for different links is that they do not lie in other links’

exclusion regions. A general case of exclusion region of a link is shown in Fig. 4.7,

where two terminals are located at A and B. The exclusion region of this link in omni-

directional mode is covered by OA,R and OB,R. The exclusion region in directional

mode is covered by the grey area, which is determined by beamwidth and up-close

range. Pt is omni-directional transmission power. Gm andGs are the main- and minor-

lobe gains of directional antenna, respectively. h is the height of antenna. IF THRESH

is the power threshold of interference range. The up-close range r of antenna with

minor-lobe can be obtained by

r =
4

√
Pt
Gm2 ·Gs

2 · h4

IF THRESH
, (4.2)

given the conditions that PR = IF THRESH, GT = GR = Gs, HT = HR = h,

PT = Pt
Gm2 in (4.1). For any two terminals from different active links in the same

channel, if they are in a distance less than or equal to r, they may interfere with each

other resulting in packet conflict. Using ideal antennas with Gs being 0, r is 0 and this

terminal’s exclusion region is fan-shaped. Using non-ideal antennas with Gs being

non-zero, r is non-zero and this link’s exclusion region is the grey area in Fig. 4.7.

Proposition 4.2: Larger beamwidths provide smaller possibility of spatial sharing

for directional ad hoc networks.

Proof: This proposition illustrates the benefit of using directional transmission.

A main feature of directional transmission is its higher spatial sharing gain (SSG) as

compared to omni-directional transmission. We define a metric called possible spatial

sharing gain (PSSG), which reflects the possible SSG that directional transmission

can provide as compared to omni-directional mode. We use the exclusion region ratio

between omni-directional and directional transmission to estimate PSSG. As expected,

we find that larger beamwidths lead to smaller PSSGs, as shown in Appendix B.1. With

the parameters in our simulation, the PSSG with 30◦ beamwidth is 2.57 as shown in
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Figure 4.8: Illustration of control channel analysis.

Appendix B.2. In the simulations, we find that the SSG is about 1.4 in saturation,

which is smaller than PSSG. This is because that PSSG only estimates the possible

gain. Real SSG is a case-by-case index and can be affected by many factors, such as

network topology and traffic flow.

Proposition 4.3: One dedicated control channel can be used to coordinate multiple

concurrent directional links in a multi-data-channel scenario.

Proof: This proposition illustrates the capability of using directional and

multi-channel transmission altogether. Using a dedicated channel facilitates terminals

to exchange control messages. However, the drawback is that a single control channel

may face congestion and become performance bottleneck when there are many

terminals in the network. Without losing generality, we suppose a complete

communication process comprises of clear channel assessment (CCA), control

channel link-establishment handshake, and data channel handshake as shown in Fig.

4.8.

1. Tcca: duration of a CCA period.

2. Tccl: duration of a successful control channel link-establishment handshake.
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3. Tdata: duration of a successful data channel handshake.

Tcca and Tccl are overhead due to the use of CMDMAC. Assume there are N data

channels, the use of control channel leads to bandwidth loss by 1
N+1

. The bottleneck

problem of control channel is analyzed as follows. We assume that there are a large

enough number of data channels in this area. We also assume that there are a large

number of terminals which are trying to establish links in this area. We define a metric

modc (mddc) to be the maximum number of omni-directional (directional) data channels

that can be simultaneously used for a given protocol. For modc, we assume that data

transmission is done in omni-directional mode. Based on Fig. 4.8, we have

modc =

⌈
Tdata

Tcca + Tccl

⌉
. (4.3)

As there are a large enough number of data channels, thus Tcca = Tmincca . As Tmincca and

Tccl are fixed for CMDMAC, modc is mainly determined by Tdata, which is dominated

by the data payload size. For the directional case, we assume that there are SSG

concurrent links in one data channel in the given area. We can estimate mddc as

mddc =
modc

SSG
. (4.4)

According to the PHY parameters in our simulation [142], we have Tccl = 138.5 bytes,

Tcca = 37.5 bytes, Tdata = 1573.5 bytes. Thus, we get modc = 8.94. If we take

SSG = PSSG, then mddc is 3.47. However, we find that the SSG is around 1.40 and

the corresponding mddc is 6.38 in the simulations. Moreover, if we increase the value

of data payload length or use shorter PLCP preamble and headers, CMDMAC can

support larger number of data channels. Since both 3.47 and 6.38 are larger than 1,

this result demonstrates that one control channel is capable of coordinating multiple

directional links in a multiple data channel network as described in Proposition 4.3.
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Simulator NS2

Tx power (CC/DC) 24.5 dBm/ 4.5 dBm

Rx threshold -64.375 dBm

Capture threshold 10 dB

Transmission rate 1 Mbps

Cooperation backoff period 40 µs

Gm/Gs 10 dB

Propagation model two-ray model

Topology dimensions 500 m * 500 m

Simulation time 120 s

Table 4.2: Simulation parameters for CMDMAC.

4.7 Performance Evaluation

In this section, we evaluate the performance of CMDMAC using NS-2. For

comparison, we define a non-cooperative version of CMDMAC called

Non-Cooperation Directional MAC (NCDMAC). The only difference between

CMDMAC and NCDMAC is whether or not the neighboring nodes cooperate in

solving the hidden terminal and deafness problems. Specifically in NCDMAC, the

neighboring nodes do not send DYSA/DYSB to cooperate. We also compare against

with omni-directional 802.11 protocol provided by NS-2.

4.7.1 Simulation Configuration

The simulation parameters are shown in Table 4.2. The transmission and interference

range are determined by the value of Gm
Gs

for the two-ray propagation model. By
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adapting Tx powers for control and data channel, the transmission ranges in both

control and data channel are made 250m. K nodes are randomly located and K

non-disjoint User Datagram Protocol (UDP) flows with constant rate are generated as

data sources, where each node is the source and destination of one flow. UDP flows

mean that the protocol used in transport layer is UDP. Non-disjoint means that nodes

cannot participate as both sources and sinks in the network. The capture effect is

implemented based on the comparison of reception power in NS-2. Other parameters

not mentioned are set as default values in NS-2.

In the field of MAC protocol design, simulations are usually used to support the

argument and proposed protocols. First, results of simulations are usually used to

compare and study the benefits of the new protocol. Second, the overall performance

of network can be affected by a lot of factors, especially the topologies. However, no

one can simulate all the topology settings. Thus, researchers usually generate random

topologies. It is commonly accepted to average results on 10 to 20 simulations and set

simulation duration to be around 100 seconds, such as in the popular

benchmarks [3, 125, 129] in the field of MAC protocol design. The duration is set as

200 seconds, because 200 seconds are enough for network initialization and entering

into data transmission period. Since the network initialization is quick in NS2

simulations, 200 seconds are long enough for testing the accurate throughput with

constant flow rates for a topology. This setting is also consistent with [3, 125, 129]

which are popular benchmarks in the field of MAC protocol design.

Two performance metrics are examined to compare CMDMAC and NCDMAC:

i) end-to-end (aggregate) throughput, defined as the total data delivered from source to

destination divided by the simulation duration; ii) packet error rate (PER), defined as

the ratio of number of packets not correctly received to number of packets sent in MAC

layer. We use average aggregate throughput as it is a popular metric. It also reflects

the average end-to-end delay for the unsaturated networking cases. We use PER, as it
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Figure 4.9: Impact of traffic load in single-data-channel scenarios.

is a one-hop metric and can reflect how much our cooperation reduces the data packet

collisions. We also talk about saturation break point, as the point before which all the

data demands can be satisfied. Packets may accumulate and queue occupancy may

grow at some nodes after this point.

4.7.2 Single Data Channel Scenario

In this subsection, we show the simulation results of scenarios with single data channel.

Impact of traffic load, packet sizes and beamwidths are examined.

In Fig. 4.9, we show the impact of different traffic loads. We randomly deploy

50 nodes and vary the traffic load of each flow from 1.2 Kbps to 240 Kbps.

Beamwidth is set as 30◦ and data payload size is 1500 bytes. When traffic load is

light, throughput is nearly the same for CMDMAC and NCDMAC. Then, we see that

802.11 quickly saturates at around 0.5 Mbps while CMDMAC and NCDMAC keeps

going up. As traffic load increases, the throughput difference between CMDMAC and

NCDMAC becomes larger. CMDMAC reaches saturation with heavier traffic load
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Figure 4.10: Impact of node density.
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Figure 4.11: Impact of packet size in single-data-channel scenarios.
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Figure 4.12: Impact of beamwidth in single-data-channel scenarios.

and gets 15% larger throughput as compared to NCDMAC. We observe that the

maximum throughput is about 2 Mbps which is smaller than 5 Mbps. This is because

the network is saturate around 100 Kbps.

In Fig. 4.10, we show the impact of different node densities. We randomly deploy

10 to 60 nodes and set the traffic load of each flow to be 100 Kbps. Beamwidth of

antenna is set to be 30◦ and data payload size is 1500 bytes. It is clearly seen that

CMDMAC outperforms NCDMAC. We see that difference between CMDMAC and

NCDMAC is smaller when node density is low as compared to that when node density

is high. It is expected that there will be fewer packet conflicts when node density is

low, thus CMDMAC may not bring much benefit. A simple scenario is that there is no

conflict if there is only a pair of nodes. There is no need for cooperator in that case. If

there is no cooperator, CMDMAC is the same as NCDMAC. However, we may expect

cooperators to exist and help eliminate packet conflicts, if density is high.

In Fig. 4.11, we show the impact of different data packet sizes. We randomly

deploy 50 nodes and vary the data payload size from 500 to 5500 bytes. Beamwidth is
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set as 30◦ and traffic load is 240 Kbps. First, the end-to-end throughput keeps

increasing with using larger packet sizes. Both CMDMAC and NCDMAC benefit

from larger data packet sizes because the larger packet size offsets handshake

overheads more effectively. Second, we notice that the throughput difference between

CMDMAC and NCDMAC becomes larger as packet size grows. With larger size

packets, the number of packets reduces. Meanwhile, the collision of one packet

becomes more harmful to throughput. The throughput reduction of 802.11 is due to

similar reason. For the case of packet size equals to 5500 bytes, CMDMAC

outperforms NCDMAC by 20%.

In Fig. 4.12, we show the impact of different beamwidths. We randomly deploy

50 nodes, set the data rate of each flow at 240 Kbps (50 flows) and vary the

beamwidths from 15◦ to 90◦. We notice that CMDMAC always outperforms

NCDMAC. Moreover, we see that the throughput with wider beamwidths are smaller

than that with narrower beamwidths. This is because that narrower beamwidths

provide larger link co-existence possibilities as explained in Proposition 2, and more

co-existence links support larger throughput. Further, we find that the largest spatial

sharing gain for CMDMAC with 15◦ sector to omni-directional 802.11 is about

350%.

4.7.3 Multiple Data Channels Scenario

In this subsection, we show the results of the simulations for the multiple data channels

scenario. We study the impact of traffic load, data packet sizes and channel numbers.

In Fig. 4.13, we show the impact of different traffic loads. We randomly deploy

100 nodes and fix the number of data channel as 4. Beamwidth is set as 30◦ and

packet payload size is 1500 bytes. In Fig. 4.13(a), the basic trends of throughput

performance are very similar as those with a single data channel. However, we see
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(a) Throughput with different traffic loads.
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(b) Packet error rate with different traffic loads.

Figure 4.13: Impact of traffic load for multiple data channel scenario.
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(a) Throughput with different data payload sizes.
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(b) Packet error rate with different data payload sizes.

Figure 4.14: Impact of data payload size for multiple data channel scenario.
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(a) Throughput with different data channel numbers.
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(b) Packet error rate with different data channel numbers.

Figure 4.15: Impact of number of data channels for multiple data channel scenario.
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that the difference between CMDMAC and NCDMAC is much larger than that in the

single-data-channel scenario. The reason is as follows. In the single-data-channel

case, a Tx with CMDMAC reaps benefit only from DYSA/DYSB by canceling its

wrong negotiation. Then, the Tx does nothing but waits for the on-going links to

end. However, in the multi-data-channel case, this Tx reaps benefit in two fold: i)

cancel current negotiation; and ii) back off and then initialize a new negotiation for

another potentially free channel immediately. We observe that CMDMAC outperforms

NCDMAC by 42% at saturation break point and 56% at heavy traffic load of 240 Kbps

per flow. In Fig. 4.13(b), we see that CMDMAC outperforms NCDMAC for all cases

and NCDMAC’s PER keeps increasing as traffic load becomes higher. It is also noticed

that 802.11 is better than both CMDMAC and NCDMAC in terms of PER. This is

because 802.11 is so conservative that a node keeps silent as long as there is another

active node inside its carrier sensing range, which also leads to worse spatial sharing

and throughput performance.

In Fig. 4.14, we show the impact of different data payloads. 100 nodes are

randomly deployed and traffic load is set as 240 Kbps. Data channel number is 4,

beamwidth is 30◦, and packet payload size is 1500 bytes. In Fig. 4.14(a), we see that

the end-to-end throughput keeps increasing with using larger packet sizes. Both

CMDMAC and NCDMAC benefit from larger data packet sizes because the larger

packet size offsets handshake overheads more effectively. We also notice that the

throughput difference between CMDMAC and NCDMAC becomes larger as packet

size grows. With larger size packets, the number of packets reduces. Meanwhile, the

collision of one packet becomes more harmful to throughput. In Fig. 4.14(b), PERs

are stable around 5% for both CMDMAC and 802.11. For NCDMAC, it first

increases and then slowly decreases. This phenomenon is due to two contradicting

factors: longer data packets are more susceptible to channel conflicts; longer data

packets keep nodes on data channels longer hence fewer nodes will be able to start
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new communication which reduces the possibility of channel conflicts.

In Fig. 4.15, we show the impact of different data channel numbers. One hundred

nodes are randomly deployed and traffic load per flow is set to 240 Kbps. Beamwidth

is set as 30◦ and packet payload size is 1500 bytes. In Fig. 4.15(a), we see that

aggregate throughput increases with the number of data channels. This is as predicted

in to Proposition 4.3. Since aggregate throughput is an end-to-end issue and can be

affected by topology, routing protocol and many other factors in addition to MAC, we

are not surprised that the increase is not linear with the number of data channels. In Fig.

4.15(b), we show PER for CMDMAC, NCDMAC and 802.11. While 802.11 provides

nearly 2% PER, that of CMDMAC is around 5%. For NCDMAC, PER increases with

more data channels at first. As the number of data channel keeps increasing to 5,

the PER starts to reduce slightly. To understand this, we assume there are an infinite

number of data channels. Then, the collision possibility should be zero as each link

can get a free channel. This special case gives the hint for the slight decrease with 5

data channels.

4.7.4 Mobile Scenario

In Fig. 4.16, the impact of mobility is studied for both single and multiple channel

scenarios. The traffic load per flow is set to 240 Kbps. The number of nodes are 50

and 100 for 1 and 4 data channels, respectively. The beamwidth is set as 30◦ and the

traffic load is 240 Kbps. The topology dimension is 500 meters by 500 meters. The

packet payload size is 1500 bytes. The NIT updating mechanism in Subsection 4.5.1 is

used. As compared to static scenario (in Fig. 4.15(a)), the performance degradation is

about 11% for the single-data-channel case and 15% for the multi-data-channel case, at

a speed of 4 m/s. This is due to the reason that the cooperators do not have the correct

location information. Thus, they may fail to recognize the potential hidden terminals
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Figure 4.16: Impact of mobility.

or they may deny the negotiation which should be permitted. Both these two actions

may harm the performance.

4.7.5 Comparisons with DMAC, CDMAC, MMAC and CAMMAC

We compare CMDMAC with other benchmark directional MACs and multi-channel

MACs. As we cannot compare to all the existing protocols, we perform a comparison

with the more popular benchmark protocols, which provide clear algorithm description

and simulation settings. Therefore, it is convenient for future researchers to compare

our work with other non-mentioned protocols who also compare to those benchmark

works. All of the comparisons use a single half-duplex transceiver while CDMAC

[133] and MMAC [71] require clock synchronization. For the purpose of comparison,

all results are with the same parameters settings as reported in the relevant papers.
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Figure 4.17: Comparison with DMAC. (channel capacity: 2 Mbps; packet size: 1000

bytes; traffic load per flow: 25 packets/second; Gm/Gs: 30 dB; number of nodes: 25;

number of flows: 25; number of data channels: 1.)
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Figure 4.18: Comparison with CDMAC. (channel capacity: 2 Mbps; packet size: 1000

bytes; topology dimensions: 645 m * 645 m; Gm/Gs: 30 dB; number of nodes: 25;

number of flows: 25; number of data channels: 1.)
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Figure 4.19: Comparison with MMAC and CAMMAC. (channel capacity: 2 Mbps;

packet size: 1024 bytes; number of channels: 4; topology dimensions: 500 m * 500

m; number of nodes: 100; number of flows: 40; Gm/Gs: 10 dB; sector width: 30◦.)

4.7.5.1 Comparison with DMAC [124]

DMAC is proposed for asynchronous directional networks and often used as

benchmark for studying other directional MAC protocols. The number of nodes is

fixed while the network size is adjusted according to the nodes densities in this

comparison. In Fig. 4.17, M represents the sector number. 25 nodes are deployed

randomly and 25 flows are initiated. It is assume that there is only 1 data channel and

channel capacity is 2 Mbps. Packet size is 1000 bytes and Traffic load per flow is set

as 25 packet/second. It is clear that CMDMAC outperforms DMAC in terms of

throughput with both 45◦ and 90◦ beamwidths for all the nodes densities. As a

benchmark in directional MAC design, the shortfall of DMAC is mainly in the carrier

sensing scheme. Although directional virtual carrier sensing is proposed in DMAC

design, this function is not comprehensive and DMAC mainly depends on pure carrier
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sensing to determine whether the channel is available. With this kind of carrier

sensing approach, DMAC cannot solve the deafness and hidden terminal problems

properly, which leads to lower performance as compared to CMDMAC. We also

notice that only one channel is needed to implement DMAC, while at least two

channels are needed to implement CMDMAC. We observe that there are multiple

channels available in the unlicensed band, for example 802.11a has twelve channels.

Therefore, it is no problem if one of them is dedicated as the control channel.

Moreover, our CMDMAC can work in a multi-channel scenario and benefit from the

multiple data channels, while DMAC does not do that.

4.7.5.2 Comparison with CDMAC [133]

CDMAC is proposed for synchronous directional networks by using contention

window to solve hidden terminal problem. The packet generation rate is varied from 5

to 50 in this comparison. In Fig. 4.18, M represents the sector number. 25 nodes are

deployed randomly in a 645 meters by 645 meters area. There is 1 data channel with

capacity as 2 Mbps. Packet size is set as 1000 bytes. Ratio of Gm towards Gs is set as

30 dB. And the flow number is 25. For both CMDMAC and CDMAC, it is not

surprising that narrower beamwidths provide better performance by providing higher

spatial sharing possibilities. Also, it is shown that CDMAC quickly saturates with

higher packet generation rate, while CMDMAC can provide about 56% and 60%

larger throughput performance than CDMAC (M=8) and CDMAC (M=4)

respectively. Again, we want to point out that CDMAC works on a single channel

while CMDMAC works with separate control channel and data channel. However, we

also notice that the advantage of CMDMAC also comes with solving the hidden

terminal problem. In CDMAC, the network is divided into a master-slave structure.

While the deafness and hidden terminal problems are solved within a local group

hosted by a master, there will be packet collisions at the borders of different groups.
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Moreover, to deliver a packet from one group to another, a node has to wait for a long

time to join another group. Further, since CDMAC uses clock synchronization and

divides the time into master node selection window, slaves iterative contention

window and data transmission window, it is hard to decide the optimum values of the

window sizes. For example, a long contention window will be wasted under light

load, while the time may not be enough for the slaves to reserve data links if the

contention is severe.

4.7.5.3 Comparison with MMAC [71] and CAMMAC [3]

We compare our CMDMAC to two multi-channel MACs, MMAC and CAMMAC. In

this comparison, CMDMAC and CAMMAC use 3 data channels to maintain the

fairness towards MMAC. CMDMAC uses a 30◦ antenna beam. MMAC needs clock

synchronization. In Fig. 4.19, 100 nodes are randomly deployed in a 500 meters by

500 meters area. 40 data flows are initiated in the network. Gm/Gs for each antenna is

10 dB and sector width is 30◦. There are 4 channels with capacity being 2 Mbps.

Packet size is 1024 bytes.We see that these three MACs have the same throughput for

light-load networking scenarios. For the saturated case, CMDMAC achieves about

2.23 times the throughput of MMAC. While CAMMAC can be understood as an

omni-directional version of CMDMAC, CMDMAC with 30◦ achieves about 1.40

times the throughput of CAMMAC. This is due to the spatial sharing gain provided

by directional transmission.

4.8 Chapter Summary

Observing that multiple radios or network-wide synchronization may not be available

in directional ad hoc networks, we propose CMDMAC which employs single radio to

solve deafness and hidden terminal problems asynchronously. In CMDMAC, idle
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terminals in the control channel actively participate in the negotiation procedures of

their neighbors and help them identify available data channels. Theoretical analysis is

provided and NS-2 simulations are used to validate the protocol’s performance.

Comparison with popular benchmarks shows that CMDMAC reduces PER effectively

and provides better throughput performance.
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Chapter 5

Conclusions and Future Work

In this chapter, we summarize the main contributions of this thesis, and present some

suggestions for future work.

5.1 Conclusions

In this thesis, we have focused on studying link scheduling and MAC techniques with

an aim to improve throughput performance by cooperation in wireless networks. Since

cooperation is a very broad concept, we confined it within MAC sublayer in this thesis.

Several topics have been investigated and the results of performance analysis have

shown that cooperation helps improve throughput.

In Chapter 2, we considered using cooperative relay service in cellular networks.

In such cellular networks, we proposed that UEs might be served by multiple MTs

from same or different cellular providers. With cooperative relay service among

neighboring MTs, UEs might have better networking experience by employing

bandwidth aggregation. We extended the opportunistic link scheduling algorithm to

maximize overall throughput of cooperative cellular networks, and formulated it as an

optimization problem. The optimal solution was provided and the various proofs were
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established. Besides theoretical analysis, comprehensive simulations were performed.

The results have demonstrated that the proposed cooperative opportunistic scheduling

algorithms can achieve better throughput performance as compared to the

non-cooperative schemes. We also observed that the fairness requirement was met for

all UEs no matter whether they were served by single or multiple MTs. In summary,

this work has provided a promising scheduling algorithm which introduces

cooperation in cellular networks.

In Chapter 3, we investigated using cooperative relay service in 60 GHZ

WPANs. In the studied 60 GHz WPAN, we proposed to use cooperative data relay

service to improve networking throughput performance. The reasons for studying 60

GHz WPAN are as follows. First, transmission in 60 GHz frequency band

experiences severe path loss due to the channel property. Second, transmission in this

band possessed weak signal strength once the line-of-sight path get blocked by

obstacles. We delved into the throughput maximization problem with considering

different traffic demands, namely achievable and bursty demand. With joint treatment

of relay assignment and link scheduling, throughput maximization issues in

cooperative 60 GHz WPAN were formulated as linear programming problems. The

problems were then solved by the column generation method, and comprehensive

simulations were performed for both cooperative and non-cooperative WPANs.

Further, the effects of using different spatial reuse strategies and antenna models were

demonstrated. The results have shown that cooperative WPANs outperform

non-cooperative ones in terms of throughput in all cases. The proposed cooperative

scheme was also compared to an existing benchmark and demonstrated better

throughput performance. This work has provided a pioneering investigation on

throughput maximization with jointly considering relay assignment and link

scheduling in cooperative 60 GHz WPANs.

In Chapter 4, we studied the use of cooperative information sharing to design an
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efficient MAC protocol which eliminates packet conflicts in multi-channel directional

ad hoc networks. The main challenges in designing MAC protocols for ad hoc

networks are the hidden terminal and deafness problems. The mainstream solution

towards these problems is either using a radio dedicated for control messages or time

synchronization for regulating terminals’ behavior. Observing that multiple radios or

network-wide synchronization might not be available in multi-channel directional ad

hoc networks, we proposed CMDMAC which employed single radio to solve

deafness and hidden terminal problems via the use of asynchronous cooperation. In

CMDMAC, idle terminals in control channel actively participate in negotiation

procedures of their neighbors and assisted them in identifying available data channels

based on local channel usage records. Theoretical analysis was provided and NS2

simulations were used to validate CMDMAC’s performance. The results have shown

that CMDMAC can significantly reduce packet conflicts and effectively improve

throughput performance as compared to non-cooperative NCDMAC. Further,

comparison with popular benchmarks has demonstrated that CMDMAC may provide

better throughput performance. This part of work has deepened the understanding of

using cooperation and information sharing in multi-channel directional ad hoc

networks.

5.2 Future Work

In the future, we propose to research following aspects to investigate cooperation in

wireless communication. Below four topics are highlighted which the researchers may

work on in the near future.
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5.2.1 Cooperative Uplink Scheduling in Cellular Networks

In this thesis, we investigated cooperative downlink scheduling in cellular networks.

However, in practice, there are also cases when uplink transmission is needed. For

example, people may update their Twitter or Facebook by writing or uploading photos

in their mobile terminals. To further improve uplink transmission rate, we would like

to study the scenario when idle mobile terminals can be used to participate in the uplink

transmission of other terminals in cellular networks.

5.2.2 Link Scheduling with Physical Interference Model

In this thesis, we assumed that protocol interference model is used when we study the

throughput maximization problems in 60 GHz WPAN. However, in practice,

interference from different devices may get accumulated in such cases, protocol

interference model may not be accurate in calculating SNRs for transceivers. To

overcome this inaccuracy, we would like to investigate throughput maximization

problem in 60 GHz WPAN with a physical interference model.

5.2.3 Energy-Efficient Cooperative Directional MAC

In this thesis, the main focus of using cooperation in CMDMAC was to reduce packet

conflicts and improve networking throughput. However, in practice, another

important concern in designing MAC protocol for directional ad hoc networks is

energy efficiency. With all devices trying to participate in solving hidden terminal

problem for neighbors, the energy consumption can be large because they cannot

enter the idle mode. We would like to design and develop a scheme which can make

CMDMAC more energy-efficient.
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5.2.4 Cooperative Transmission in Multi-Homing Environment

In this thesis, we have focused on using cooperation in homogeneous networks. In

practice, one mobile device may have multiple access interfaces, and this device is

often termed as a multi-homing device. For example, there are usually at least one

WiFi radio and one cellular radio in most smart phones. We also observe that different

wireless technologies are usually used separately. This makes having multiple access

interfaces less meaningful. We would like to investigate schemes which can make

multiple interfaces cooperate in data transmission.
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Appendix A

Appendices to Chapter 2

A.1 Proof of Proposition 2.1

Q] is used to represent the schemes except Q∗ to gain the supported rate of UEj . As

mentioned in Section 2.3, for any timeslot of any UE with SMMTSU, we have

Rj = max
(
Di · 1{MTi∈UEj}

)N
i=1

. (A.1)

With Q], we have

R
′

j = D{i=Q](Di·1{MTi∈UEj})
N
i=1}. (A.2)

Here, we have changed the problem of scheduling MTs with some of them serving

the same UEs into the problem of scheduling UEs. We could treat UEs as MTs, because

data rate of each UE at any timeslot has been specified. For j = 1, 2, ...,M , we set

Hj = Rj , H
′
j = R

′
j , ϕj = ϕ

′
j = τj , where H and H ′ are the supported data rate

vectors for two set of MTs and ϕ and ϕ′ are the fairness requirements. Based on [1],

it is known that their scheduling policy Q′′ is optimal for the scenario where there is

no UE B, we have

E

[
M∑
j=1

Rj · 1{Q=j}

]
= E

[
N∑
i=1

Di · 1{Q=j & Q∗=i}

]
= E

[
M∑
j=1

Hj · 1{Q′′=j}

]
, (A.3)

120



A.2 Proof of Proposition 2.3

E

[
M∑
j=1

R
′

j · 1{Q=j}

]
= E

[
N∑
i=1

Di · 1{Q=j & Q]=i}

]
= E

[
M∑
j=1

H
′

j · 1{Q′′=j}

]
. (A.4)

Based on Hj ≥ H
′
j ,

E

[
M∑
j=1

Hj · 1{Q′′=j}

]
≥ E

[
M∑
j=1

H
′

j · 1{Q′′=j}

]
. (A.5)

Thus,

E

[
N∑
i=1

Di · 1{Q=j & Q∗=i}

]
≥ E

[
N∑
i=1

Di · 1{Q=j & Q]=i}

]
. (A.6)

For we do not specify Q], our policy is optimal.

A.2 Proof of Proposition 2.3

We assume that there are N MTs and M UEs in this system and M < N which means

there exist UE Bs. The Di, Rj , Rj and Cj are defined the same as in Section 2.3. For

the overall system, we have

E

[
M∑
j=1

Rj · 1{Q=j}

]
=

N∑
i=1

E
[
Di · 1{Q=j & Q∗=i}

]
. (A.7)

Setting mj =
∑N

i=1 1{MTi∈UEj} and Cj =
∑N

i=1Di · 1{MTi∈UEj}, we have

N∑
i=1

E
[
Di · 1{Q=j & Q∗=i}

]
=

M∑
j=1

1

mj

· E
[
Cj · 1{Q=j}

]
(A.8)

+
M∑
j=1

1

mj

· E
[
(mj − 1) ·Rj · 1{Q=j}

]
−

M∑
j=1

1

mj

· E
[
sum(Rj · 1{Q=j})

]
.

Equation (A.8) achieves its minimum value when all the elements in Rj are with the

same value of Rj . Therefore, we have

E

[
M∑
j=1

Rj · 1{Q=j}

]
>

N∑
j=1

1

mj

· E
[
Cj · 1{Q=j}

]
. (A.9)
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A.3 Proof of Proposition 2.5

In Fig. 2.4, UEj is randomly located (with uniform distribution) in the grey cell. We

use s to represent UEj’s location. We define

Cj(s) =
N∑
i=1

Di(s) · 1{MTi∈UEj} . (A.10)

Further, we divide the MT Bs serving UEj into serving two virtual UEs, namely UEj1

and UEj2 . For the case of using the same provider A, the expectation of the throughput

of UEj (located at s) in terms of time is

E [RA,j(s)] =E

[
N∑
i=1

DA,i(s) · 1{Q=j&Q∗=i&MTi∈UEj}

]

=E

[
CA,j(s).1{Q=j} −

N∑
i=1

DA,i(s) · 1{Q=j&Q∗ 6=i&MTi∈UEj}

]
. (A.11)

For the purpose of later proof procedure, we now assume UEj1 and UEj2 are

independently scheduled by provider A. Moreover, we use D
′
·,i to represent the

supported data rate in this “2-UE” case for the convenience of explanation. The sum

of their throughput expectation in terms of time is

E
[
R
′

A,j1(s) +R
′

A,j2(s)
]

= E

[
N∑
i=1

D
′

A,i(s) · 1{Q=j1&Q∗=i&MTi∈UEj1}

]

+E

[
N∑
i=1

D
′

A,i(s) · 1{Q=j2&Q∗=i&MTi∈UEj2}

]
. (A.12)

Rewrite this equation,

E
[
R
′

A,j1(s) +R
′

A,j2(s)
]

= E
[
C
′

A,j1(s) · 1{Q=j1} + C
′

A,j2(s) · 1{Q=j2}

]
−E

[
N∑
i=1

D
′

A,i(s) · 1{Q=j1&Q∗ 6=i&MTi∈UEj1}

]

−E

[
N∑
i=1

D
′

A,i(s) · 1{Q=j2&Q∗ 6=i&MTi∈UEj2}

]
. (A.13)

We notice that

C
′

A,j1(s) · 1{Q=j1} + C
′

A,j2(s) · 1{Q=j2} ≤ CA,j(s) · 1{Q=j}. (A.14)
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Moreover, for the indicator functions in (A.11) and (A.13), we have

1{Q=j&Q∗ 6=i&MTi∈UEj} = 1{Q=j1&Q∗ 6=i&MTi∈UEj1} + 1{Q=j2&Q∗ 6=i&MTi∈UEj2}. (A.15)

When UEj is scheduled as one unity and 1{Q=j&Q∗ 6=i} = 1, MTi cannot be the MT with

best supported data rate. In other words, if UEj is scheduled, the unselected MTi with

DA,i cannot be the one with maximum DA among those MTs serving UEj . However,

when 2 virtual UEs are scheduled independently, fairness constraint is kept between

the UEs. This means, the unselected MTi with D′A,i may be the maximum data rate

among the D′As. Therefore,

E

[
N∑
i=1

DA,i(s) · 1{Q=j&Q∗ 6=i&MTi∈UEj}

]

≤E

[
N∑
i=1

D
′

A,i(s) · 1{Q=j&Q∗ 6=i&MTi∈UEj}

]
. (A.16)

Combining (A.14)(A.15)(A.16), we have

E [RA,j(s)] ≥ E
[
R
′

A,j1(s) +R
′

A,j2(s)
]
. (A.17)

For the case that the services are provided by different (two) cellular providers, we

assume that UEj1 is served by provider A while UEj2 is served by provider B.

E
[
R
′

A,j1(s) +R
′

B,j2(s)
]

= E

[
N∑
i=1

D
′

A,i(s) · 1{Q=j1&Q∗=i&MTi∈UEj1}

]

+E

[
N∑
i=1

D
′

B,i(s) · 1{Q=j2&Q∗=i&MTi∈UEj2}

]
. (A.18)

Comparing the right hand side in (A.18) with that in (A.12), we notice that the only

difference is betweenD′A,i(s) andD′B,i(s). Recall that the cell of A and B are absolutely

the same, and UEj2 is randomly located in the cell (of A or B). Thus, if we take the

expectation in terms of location (ES[·]), we have

ES[E(R
′

A,j2(s))] = ES

[
E
(
R
′

B,j2(s)
)]

. (A.19)
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Combining (A.17) and (A.19), we have

ES [E (RA,j(s))] ≥ES[E(R
′

A,j1(s) +R
′

A,j2(s))]

=ES

[
E
(
R
′

A,j1(s) +R
′

B,j2(s)
)]

. (A.20)

This supports our proposition. The main focus of this chapter is on

two-cellular-providers case. However, this proof can be extended to multiple (more

than two) providers case.
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Appendices to Chapter 4

B.1 Proof of Proposition 4.2

OA,R and OA,r are used to represent the concentric circles with their centers at A.

OB,R and OB,r are used to represent the concentric circles with their centers at B. For

simplicity, we set R equals 1. With α being arccot(D
2

), the area SA,B covered by OA,R

and OB,R is

SA,B(D) = 2π − 2α +D · sin(α) . (B.1)

The grey area, which is the exclusion region of this link, is symmetrical about both X

and Y axis. For the grey part in the range of x ∈ (−∞, D
2

] and y ∈ [0,+∞), it is 1
4

of

the whole grey area and is named as SCS . SCS is determined by r, D and θ. In the Fig.

4.7, it is clear that the function of line AC is

y = f1(x,D, θ) : y = (D − x) · tan(θ) . (B.2)

The function of OA,R is

y = f2(x,D) : y2 + (x+D)2 = R2 . (B.3)

125



B.1 Proof of Proposition 4.2

The function of OB,r is

y = f3(x) : y2 + x2 = r2 . (B.4)

We set

y = f4(x,D, θ) : y = max(f1(x,D, θ), f2(x,D), f3(x)). (B.5)

For D (or x) outside certain function’s definition domain, the value of this function is

deemed as 0 in (B.5). For the reason that SCS is related to D, we have

SCS(D, θ) =

∫ D
2

min(−r,D−R)

f4(x,D, θ)dx . (B.6)

For certain x ∈ (∞, D
2

], D ∈ [0, R] and θ1 ≥ θ2, we have

f1(x,D, θ1) ≥ f1(x,D, θ2) . (B.7)

Therefore, we have

f4(x,D, θ1) ≥ f4(x,D, θ2) , (B.8)

and

SCS(D, θ1) ≥ SCS(D, θ2) . (B.9)

For the PSSG, we have

SA,B(D)

SCS(D, θ1)
≤ SA,B(D)

SCS(D, θ2)
. (B.10)

For the averaged PSSG, we have

fPSSG(θ) =
1

R
·
∫ R

0

SA,B(D)

4 · SCS(D, θ)
dD . (B.11)

Based on (B.10) and (B.11), we have

fPSSG(θ1) ≤ fPSSG(θ2). (B.12)

(B.12) means the PSSG becomes smaller with larger θ, which illustrate why wider

antenna beams bring smaller spatial sharing gains.
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B.2 Possible Spatial Sharing Gain

D is the distance between OB,R and OA,R. For the simplicity, we assume R to be 1.

With our system model and based on (4.2), we get r is 0.5619. The beamwidth is now

30◦. The function of the OB,r, lAC and OA,R above x axis is as below.
g1(x) =

√
r2 − x2 ,

g2(x) = tan( π
12

) · (D − x) ,

g3(x) =
√

1− (x−D)2 .

(B.13)

The exclusion region of directional transmission withD ∈ [0, 0.4381) is similar to Fig.

4.7 and its area is as follows.

f1(D) =4 ·

[∫ x0

x1

g1(x)dx+

∫ x1

x2

g2(x)dx

+

∫ x2

x3

g3(x)dx

]
, (B.14)

where 

x0 = D
2
,

x1 =
2D·tan2( π

12
)−
√

4D2·tan4( π
12

+1)·(D2·tan2( π
12

)−r2)
2·(tan2( π

12
)+1)

,

x2 = D − cos( π
12

),

x3 = D − 1.

(B.15)

For D ∈ [0.4381, 0.4671), the exclusion region is

f2(D) =4 ·

[∫ x
′
0

x
′
1

g1(x)dx+

∫ x
′
1

x
′
2

g2(x)dx

+

∫ x
′
2

x
′
3

g3(x)dx+

∫ x
′
3

x
′
4

g1(x)dx

]
, (B.16)
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where 

x
′
0 = D

2
,

x
′
1 =

2D·tan2( π
12

)−
√

4D2·tan4( π
12

+1)·(D2·tan2( π
12

)−r2)
2·(tan2( π

12
)+1)

,

x
′
2 = D − cos( π

12
),

x
′
3 = D2+r2−1

2D
,

x
′
4 = −r.

(B.17)

For D ∈ [0.4671, 1], the exclusion region is

f3(D) = 2πr2 − 2r2 · acos(D
2r

) + r ·D · sin(acos(
D

2r
)) (B.18)

The exclusion region of the omni-directional transmission link is

f4(D) = 2π − 2 · acos(D
2

) +D · sin(acos(
D

2
)) . (B.19)

Based on (B.11), the PSSG with 30◦ beam is

PSSG =

∫ 0.4381

0

f4(D)

f1(D)
dD +

∫ 0.4671

0.4381

f4(D)

f2(D)
dD

+

∫ 1

0.4671

f4(D)

f3(D)
dD . (B.20)

With MATLAB, we get the numerical value is 2.57.
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