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Summary

This thesis aims to develop micro-unmanned aerial veh{®f®/s), which will be utilized in
indoor projects, such as spying, mapping and surveillambe. MAVs developed will be fully
autonomous, with less than 50 g take-off weight in total. @ator platform is first selected
as the MAV platform. The use of quadrotor platform is justfiecom the ease of control law
implementation and the scalability of the platform. Once fatform has been selected, four
major aspects for development are considered: structugigrgeavionics design, model-based
controller design, and autonomous flight path generatiamuctiral analysis is important to
aircraft implementation, especially when dimension andjfteare the main constraints to the
design. In general, the lighter and smaller the structurénhis lower is the natural frequency
of the structure. The aircraft platform is to design in a wasttthe vibration frequency caused
by the motor rotation is much lower than its natural freqyerinite element analysis will be
presented with the aid of MSC Patran and Nastran simulatiograms. Next, avionics de-
sign details the selection of hardware and electronics tidl lauquadrotor MAV. In order for
autonomous control, sensors like inertial measurementamei camera are essential to the on-
board system. Each of the components is selected with te-ufi between weight, cost, and
performance. For further weight reduction, these compienare redesigned and customized
into a single circuit board. Subsequently, a model basett@anethodology is adopted for the
MAV control. A nonlinear model of the aircraft is first derive Method of identifying param-
eters of the model is then proposed and verified. Based onetfieed model, inner and outer

loop controllers are designed. The quadrotor system idifiesirized via feedback linearization,

Xi



then a linear control law based on linear quadratic reguldt@®R) design is implemented to
control its orientation. Position control is designed adowy to the robust and perfect tracking
(RPT) controller. Once the stability and controllabilitftbe MAV are guaranteed, a minimum
jerk trajectory is generated. With limitation on maximunteleration and velocity of the MAV,
an optimal path can be pre-generated, based on user sgewifigpoints. This guarantees the
resulting reference path is continuous up to its accetaragich that RPT control law could
work well. Finally, an application of the MAVs is proposeddarealized in a flight demo in

Singapore Airshow 2014.
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Chapter 1

Introduction

1.1 Introduction

Unmanned aerial vehicles (UAVs) are playing major rolesaisks such as reconnaissance for
search and rescue, environment monitoring, and securniteifance [66]. Their mobile ca-
pability, which is unavailable in ground vehicle, makesnthan ideal platform for exploration,
mapping, and monitoring tasks. Also, they are used to dghiggloads in complex three dimen-

sional (3D) environments.

Today, they are further realized in small scale [9]. The $swlle UAV, often being called
the micro-unmanned aerial vehicle (MAV), can be used inavaioutdoor and indoor environ-
ments [74]. They present a minimum risk for the environment the people living in it as
compared to the normal size UAV [43, 44]. However, to reafimeh operations, conventional
navigating systems relying on global positioning systerR8pinformation are no longer suf-
ficient. Fully autonomous operation in cities requires th&Wo fly at low altitude or indoor
environments where GPS signals are often unavailable,aagpiore unknown environments
while avoiding collisions and creating maps [2, 20]. Thigiwes a number of challenges on all

levels: platform design, power supply, actuation, navagatand control [22, 23, 61].



1.2 Literature Review

The blooming trend in developing UAV, especially for sullagice and reconnaissance missions
in obstacle-rich areas which ultimately constrained tize sif the aircraft, has triggered much
research in the area of micro air vehicles, or MAVs. Micrpesaircraft designs become real-
izable as sensors and actuators are becoming smaller amtbsfii&]. In 1997, the Defense
Advanced Research Projects Agency (DARPA) initiated a ianogto develop and test MAVs
for military surveillance and reconnaissance missionsofding to DARPA's definition of the
MAV, the maximum dimension of the aircraft in any directidmosild not be greater than 15 cm,
the gross weight should not exceed 100 g, with up to 20 g déuvoteayload, and the aircraft
should be able to reach an altitudes of 100 m [31]. As a resoith the emerging technolo-
gies that enable the flight of small vehicles, many institusi began investigating various MAV
concepts, in the form of fixed-wing, rotary-wing (rotordjatind flapping-wing configurations.
Although realizing a true MAV is far from success, DARPA h#égipted another program to
develop even smaller nano air vehicles (NAV) with a wingsp&i.5 cm [70]. However, no

NAVs meets the specifications to-date.

1.2.1 Platform Types

In the past decade, many variations of fixed-wing, rototceafd flapping-wing flight concepts
have been explored. MAVs proposed by various research teamsversities generally adopts
one of these three configurations, with each being used ftareint purposes. Fixed-wing
aircrafts require higher forward flight speeds and theeeéoe use in missions that cover longer
distances [16]. Rotorcrafts, with its vertical take-oftidanding (VTOL) and hovering abilities,
are being used in navigating in complex situation such asanénvironment. Flapping-wing
aircraft, if fully realized, would boast a maneuverabilibat is superior to both fixed-wing and
rotorcraft designs because of the high wing loadings. Ih@yever, yet to reach the same

maturity level in their development as compared to the ogatforms. Fig. 1.1 to Fig. 1.3

2



(a) Black Widow

(c) Flexible-Wing (d) NPS

Figure 1.1: Examples of fixed-wing MAV: (a) Black Widow; (b) MLB; (c) Fléle-Wing; (d) NPS

show some examples of MAV in different platforms.

Fixed-Wing

Based on the current development, the most advanced MAdat®use fixed-wing platform,
where much work has been done by the researchers around tite[M8]. A widely suc-
cessful fixed-wing MAYV, Black Widow is developed by AeroVimment as a part of DARPA's
MAV initiative [25]. It has a 15 cm (6 in) wingspan. This platin was designed to deliver
real-time images via a custom-made camera and transniliter.Black Widow claimed to be
of fully autonomous. Its avionics include a two-axis magnetter to sense compass heading,

pressure sensors to sense altitude and dynamic pressuezoalpctric gyro for angular rate

3



(a) muFly (b) Mesicopter

Figure 1.2: Examples of rotory-wing MAV: (a) muFly; (b) Mesicopter

measurement, a command uplink receiver (2 g), a flight coenputiich consists of two micro-

processors, and customized control actuators (0.5 g).derao deliver live color video images,
it was installed with a commercially off-the-shelf (COTSyl@o transmitter and a COTS black-
/white complementary metal-oxide-semiconductor (CMQC&hera (total of 5.5 g) which then
were modified into a custom video transmitter and a custowr @WOS camera (total of 3.1 g).

Overall, it has a total mass of 80 g and flight endurance of 3utas.

Other than the Black Widow, there are several other popuameles such as MLB Tro-
choid, NPS MAV, and Flexible-Wing. The MLB Trochoid had a 26 evingspan and was
able to fly for 20 minutes at speed up to about 100 kph (60 m]) {be NPS MAV, measures
25 cm in wingspan and weighed 12.4 g [68]; and the FlexiblegMAV from the University of
Florida with wingspan of 16 cm, which is slightly above thgui#ement set by DARPA [3]. In
general, due to the wing loading requirement for all fixedgndircraft, the size of the wingspan

has to be much larger than other platforms.

Rotory-Wing

Other than the fixed-wing MAV, rotorcraft is currently one thle main platforms many re-

searchers preferred, due to its VTOL and hovering abilg&3}. A co-axial MAV codenamed
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(@) Nano Hummingbird (b) Entomopter

(d) DelFly

Figure 1.3: Examples of flapping-wing MAV: (a) Hummingbird; (b) Entormep (c) MicroBat; (d)
DelFly
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(@) muFly components layout (b) muFly swash plate design

Figure 1.4: muFly MAV: (a) its components layout; (b) its swash plateiges

muFly was built by a research team in ETH Zurich in 2007 [67uRW was designed to carry
out fully autonomous flight in a dimension of 12 cm rotor diaenewith the weight of 77 g in
total. It has a flight time of about 4 minutes. The mechanitrakcsure of muFly MAV is differ-
ent from the usual co-axial platform. The rotors are cotetbby two different motors without
gears, while the lower rotor is attached to a swash platead by four linear actuators. As
shown in Fig. 1.4, the avionic system of muFly consists ofreamtial measurement unit (IMU),
a sonar range sensor, and two customized printed circuitdbd®CBs). The research team
from ETH has also included an omni-directional camera fergation in their later prototypes,
resulting in a bigger dimension of MAV which weighted 90 g.

Another famous example of rotorcraft MAV is the MesicoptgrSianford University. It has
an impressive total weight of 3 g, with a quadrotor platfottrwas, however, never able to lift

the weight of its own energy source due to the inefficientgtesf the rotor blades [39].

Flapping-Wing

Recently, being inspired by how insects and birds navigaemy research teams have started
their development of MAV by adopting to this natural flappingng platform [4]. The most

successful example so far would be the Nano Hummingbird MAVetbped by AeroViron-
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ment [1]. It was claimed to be the world’s first successfulhigf the smallest self-powered,
rudderless aircraft with flapping wings [32,62]. This MAWi®deled after hummingbird, and at
current development, it is able to hover, take-off/landiifiging in forward and lateral direction
under remote control. It is weighted 19 g including a poweay last up to 8 minutes flying
time, with a wingspan of 16.5 cm (6.5 in). Unlike the convenél rotorcraft and fixed-wing, the
mechanical structure of flapping-wing MAV, are usually desid according to control require-
ments. As such, the Nano Hummingbird MAV operates by usiryg two flapping wings with
each of them attached to a direct current (DC) motor, funatig as rudder, elevators, ailerons,
and engine. Besides the motors, the bot carries a video easmnmunication modules, and a
battery.

Other successful examples are the Microbat by AeroVironp&3hcm wingspan with 12.5 g
weight, which has an endurance of 22 minutes under remoteot@hi7]; and DelFly Micro with

an impressive 10 cm wingspan and 3 g weight [19].

1.2.2 Challenges on Flight Control

Generally, MAV control can be stratified into two levels: si@n control and flight control.
Mission control operates the payload on the MAVs to accoshptiertain tasks, while flight
control takes care of the stabilization of the aircraft. He bther words, it is to fly the aircraft
autonomously like what radio-controlled (RC) modelersendane.

In the current literature, no MAV has achieved a true missistonomous flight. Most of the
autonomous control discussed is referred to the flight cbatone, or just the aircraft attitude
stabilization. As a result, experienced pilots are needegain the high level control of the
MAV for guidance and navigation. This, however, is impreatias the MAV will be out of the
pilot's sight beyond certain range. To overcome the linsight problem, the inclusion of an
on-board camera was first demonstrated in the AeroVironmBrack Widow, where it can be
remotely piloted by observing the live images transmittethe ground station. However, since

most of the MAV cannot carry on-board transmitters powegiubugh to allow tele-operation,
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many researchers have focused on developing a fully autousrivlAV. An example which
has been designed from its inception as a fully autonomou¥, id4Ahe Entomopter originally

developed at the Georgia Institute of Technology under a PABontract [49].

In an ideal situation, the MAV should be able to attend thdssion regardless of weather
conditions. Here, stability and control of MAVs pose a greancern to the researchers due to
the lack of power, mass, or control surface area to fly in extrenvironments such as with
turbulence and wind gusts. A simple solution to minimizedffect of local wind gusts would
be flying at a higher velocity. This, however, makes them lesful in certain close-in recon-
naissance. On top of that, the fixed-wing configuration isapisble to roll perturbations. Even
if it is flown by a ground pilot, roll stability augmentatios needed. As for the flapping-wing
platform, flapping flight is more complicated than any othiesraft due to the high nonlinearity
of the flapping wings. In such a platform, it is necessary tmloime the wing structures and
flight controls to perform the desired maneuvers. In brigjhflcontrol of MAVs presents more
challenges, which involves all motion and air data senglgét actuators and control surfaces,

even mechanical structures, all driven by an automatic aitd the flight control system [27].

In order to build an aircraft system with higher degree obaatny, increasing demands are
being placed on the hardware and software that compriseuidarce and control system. As
the aircraft becoming more autonomous, guidance and d@ystems must support advanced
functions such as automated decision making, obstaclal@voe, target acquisition, target
tracking, artificial vision, and interaction with other nmed or unmanned systems [60, 73]. The
acceptable form factors of these systems are decreasitige shme time performance require-
ments are also increasing. Current miniaturization tejes may accommodate these changes,
however, the main challenge is still presented in the psmrespeed and storage capacity. Cur-
rently, it is believed that advances in software technologye the potential to revolutionize the

control system design.

For flight control, it is common to divide the control problénio an inner loop that con-

trols attitude and an outer loop that controls the trarwhati trajectory of the aircraft [46]. At
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the lowest level, inner loop flight control is simply to maiint the vehicle in the correct orien-
tation (roll, pitch, yaw) while maneuvering through envimental perturbations such as wind
and precipitation [72]. Therefore, its reference is eithgyroscopic reference, integrated ac-
celerometers, or external passive (infra-red sensor)gtovea(radar/sonar sensor) cues. For the
outer loop control, GPS is an ideal reference so long as t@dable. However, GPS-reference
control system has its limitation as GPS signal is unavkslabindoor environment, or it may
be denied on the battlefield. For very small MAVS, the abii@ycarry an efficient GPS antenna
is not possible because the vehicle itself falls well belbe/wavelength aperture of the L1 and

L2 GPS frequencies (1575.42 MHz and 1227.60 MHz, respédgtioeabout\ = 22 cm) [15].

Many control methods have been applied to MAVS, in eitherusation or actual imple-
mentation [52]. Dynamic inversion and neural-networkdmhadaptations have been used to
improve the performance of the attitude control system$, [A8d a pseudo control hedging
(PCH) method has been used to protect the adaptation privoessctuator limits [34]. This
results in the introduction of adaptation to uncertaintyhie attitude and the translational dyna-
mics to minimize the effects of flight control model error ithsix degree-of-freedom (DOF),
and thus leading to a more accurate position tracking. @lpliow sensing is a technique that
allows a moving observer to sense the proximity of its surdigs and its relative motion. It
becomes another control technique that has gained pdyusance the advent of MAVs [65].
The method was motivated by how some insects, such as thg beee observe the bilateral
flow of objects in their field of view in order to assess theieeg and trajectory relative to
objects [26]. Besides, vision-based state estimation antescommonly used control tech-
niques such as PID, linear quadratic gaussian (LQG), fedbsearization, backstepping, are

all evaluated on MAVs [21, 30, 76].

Regardless of the flight control methods employed, the alinresult must be a system
capable of responding to the high bandwidth maneuveringimements posed by the MAV's
mission. For instance, in the indoor flight scenarios, thessinibe able to sense and react to

avoid disaster in an obstacle-rich environment. Relativéhe speed of flight, the on-board
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Parts Weight Portion  Weight (g)

Hardware system 40% 20
Electronics 30% 15
Power supply 30% 15
Total 100% 50

Table 1.1: Target weight distribution of the MAV

sensors must be able to detect obstacles and provide enioogtior the control system to
re-plan the trajectory [37]. The system has to then commanshtors that are able to follow
the commanded path before collision occurs. These dynaamécene of the most challenging
control problems for any flight vehicle. Given that MAVs caadontrolled by fully autonomous

means, significant test and evaluation issues continueigb[8%

1.3 Thesis Outline

The major aim for this thesis is to develop MAVs which are ¢dpaf full autonomous flight in
indoor environments. According to the literatures, wellaleped fully autonomous air vehicles
for indoor navigation are rather large in size (above 30 camditer), which ultimately fall out
from the MAV definition set by DARPA. While small scale MAVs vah satisfy the require-
ments are widely available, most of them has limited autgndoe to the size limitation.

This thesis aims to develop small scale autonomous MAV§irggairom structural analysis
and design, followed by avionic circuit board customizati®A model based control method-
ology is also included to achieve different autonomousagrarance based on the applications.
Power supply is also needed to power the entire MAV for 8 naadlight. The targeted weight
of the MAV is set as 50 g, while largest dimension below 15 cime proposed weight distribu-
tion of the MAV systems is shown in Table. 1.1.

This thesis is divided into 9 chapters. This chapter intoeduthe state-of-the-art UAVs and
the aim of this thesis in developing fully autonomous MAV$iapter 2 discusses the platform

selection criteria. Chapter 3 highlights the importancdimfe element analysis on different
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aircraft structure to obtain an aircraft frame that is fneaf potential vibration problems while
maintaining its low weight. A guideline to design MAV aviasi circuit board is proposed in
Chapter 4 to integrate the essential sensors and procesSbiepter 5 details the derivation
of the dynamics model of the MAV systems, together with sstgpk methods to identify its
parameters. Controller design on the identified MAV modelissussed in Chapter 6, followed
by flight trajectory generating algorithm based on minimwarkjoptimization in Chapter 7.
An application of the MAV and its realization are discussedChapter 8. Finally, concluding

remarks and projected future work are discussed in the hexiter.
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Chapter 2

Platform Selection

2.1 Introduction

In general, based on current review on the market discuss€thapter 1, there are three main
aircraft platforms to be considered: the rotory-wing (F&1); the fixed-wing (Fig. 2.2); and

the flapping-wing (Fig. 2.3). Besides these conventionatfpims, there are also various un-
conventional platforms including tail-sitter aircraftcarolling-wing platforms. However, these
platforms are mainly developed to achieve specific flightsiois such as having both the abili-
ties of vertical take-off and long range cruise flight. As sulg these unconventional platforms

will not be considered in the design of the MAV.

Rotory-wing aircraft can be further broken down into thréféedent types: the single-rotor
vehicle, also known as helicopter (Fig. 2.1(a)); the cabrotorcraft (Fig. 2.1(b)); and the

multi-rotor vehicle, with quadrotor (Fig. 2.1(c)) domiira this type of platform currently.

In this chapter, five aforementioned platform types (fixadgy flapping-wing, helicopter,
co-axial, and quadrotor) will be considered and discussedrding to the proposed specifica-
tions. They will be evaluated based on their maneuverags|itveight and size factors, and the

complexity of the platforms.
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(b) Co-axial helicopter

(c) Quadrotor

Figure 2.1: Rotory-wing platforms
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Figure 2.2: Fixed-wing platform

Figure 2.3: Flapping-wing platform
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2.2 Maneuverability

Requirement for aircraft maneuverability is strongly domised by the surrounding environ-
ment. Most of the applications of the proposed MAV are indetated, as its proposed size and
weight allow it to navigate freely even in a cluttered indeavironment. Also, the aircraft must
be fully controllable for its 6 DOF motions, i.ex;, y-, z-translation and rotation. Furthermore,
the platform must also be easy to operate for a human pilotis,Tih requires the platform to
have high control margin at its hovering state with a cenpaipload.

Although having quick responses, the fixed-wing aircrafh@vever, not suitable for indoor
missions. A fixed-wing aircraft has no fixed-point hoverirglity which is very important or
essential for indoor navigation. Also, it generally needsuge turning radius to change its
heading direction, thus it is not recommended to maneuvan inbstacle rich environment.

The signatures of all rotory-wing platforms are the abildytake-off vertically and hover at
a fixed point. Particularly, helicopters and quadrotorsvee#-known for their agility maneu-
verability in confined space. Although such aggressive mmardés are not essential in indoor
navigation, the high maneuverability bandwidth makes sulatforms the ideal candidates for
MAV development.

Besides the rotory-wing, flapping-wing aircrafts are aldeal for guidance and navigation
in buildings with cluttered obstacles. Like the helicoptbe flapping-wing has high maneuver-
ability at any direction of flight. However, the technologfsoch a platform is yet to be mature

enough to operate in practical cases today.

2.3 Size and Weight

According to the criteria set by DARPA on MAYV, it has to be lighthan 100 g, with a largest
dimension of 15 cm. With these stringent restrictions ornlibe size and weight of the MAYV,
the platform choices are limited.

For rotory-wing platforms, conventional helicopter logssadvantage in terms of size factor
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as a tail-rotor is always needed to compensate yaw reactiqonds. To shorten its tail, the main
rotor needs to reduce its size, resulting in a lower paylagtybt. On the other hand, with the
contra-rotating main rotors sharing the same shaft, thexeal-platform has its advantage in the
size factor as a tail-rotor is no longer needed. As for a qutadrdue to its highly symmetry
design, it can be shrunk or expanded depending on the pagfahé platform. This makes it
another suitable candidate to develop MAVS.

In literature, the smallest platforms with the lowest weighe not the rotorcraft, but the
fixed-wing and flapping-wing platforms. These platformsngtieir lift forces from the wings,
which are usually made from lightweight materials. Howewasrthe lift generated by the wings
are either through airfoil (for fixed-wing) or flapping matidfor flapping-wing), it is generally
weaker as compared to the lift generated by the rotatinggtlieap of the rotory-wing platform.
As their wings area get further restricted due to the sizatraimt, the lifting force produced by
them will be lowered. This ultimately restricts the paylazdhe platform, which is not desired

in the MAV design.

2.4 Structure Complexity

Complexity of the platform structure will result in commited aerodynamics during flight. This
will in turn complicates the controller design of the ailftias the aerodynamics of the aircraft
need to be taken care of. A simple structure with straighw&od working principle is desired.

Among the selected platforms, flapping-wing has the mosipticated aerodynamics during
flight. With only a pair of wings and a tail rudder control sagé€, a flapping-wing platform is
an under-actuated system and thus can only be controllessinthan six DOF. For flapping-
wing to achieve full six DOF control, it needs to be modifiedcmanically to a more complex
structure.

On the other hand, fixed-wing aircraft has the simplest antlirastructure, with aileron

control surfaces on its wings, rudder and elevator contidiases on its tail. It is one of the
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Figure 2.4: Changes in collective pitch of the blade

ideal candidates in terms of structural complexity.

For rotory-wing, both helicopter and co-axial need collecpitch to control the direction of
travel (see Fig. 2.4). Current state-of-art collectivelpicontrol mechanism uses a swash plate
attached with two to three servo motors as control inputse Opper body of the swash plate
will be linked to the blades and spin together with them, witile lower body of the swash plate
stays at certain desired orientation (Fig. 2.5). The swéatk pomplicates the MAV mechanical
design, and introduces extra unmeasurable states to thdevelinamics in the control point
of view. The other type of rotory-wing platform, the quadn, utilize four fixed pitch blades
without the need of any swash plate. The direction of motisuch vehicle is sorely controlled
by the combination of different rotating speed of the mat&sch a simple mechanical structure

and working principle of the quadrotor will also ease up theiaturization work.

2.5 Summary

A summary of the discussion can be seen in Table 2.1. Acopitditthe advantages shown on
each requirement, a quadrotor platform appears to be thededidate to realize the proposed
MAV system design. The quadrotor has high maneuverabiitit ean take-off and land verti-

cally, hover, and even to perform agility movements. It carshrink down easily to small and

light while maintaining its core structure and working miple. It has also one of the simplest
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Figure 2.5: A swash plate of a small scale RC helicopter

Maneuverability Size Structure Complexity
Fixed-wing Not suitable dueto  Small but low Simple
large turning radius payload
Flapping-wing Good Small but low  Complex
payload
Helicopter Good Large dueto  Complex
tail-rotor
Co-axial Good Small Complex
Quadrotor Good Small Simple

Table 2.1: Advantages and disadvantages of each platform

structure among the aircrafts. The system design of the MAVbe realized on a quadrotor

platform.
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Chapter 3

Airframe Design

3.1 Introduction

The restriction in size of the MAVs has several implicatiamstheir performance capabilities.

One of them is the structural stability of the aircrafts. Bngral, a small-scale model is struc-
turally weak and vulnerable to variety of potential struatwibration problems especially the
structural resonance. In this condition, the vibration Hfied to a maximum amplitude when

forcing frequency matched the natural frequency of thectire.

For a small-scale quadrotor platform, slender bodies ssitheaquadrotor arms are typically
susceptible to this harmful threat. This excessive vibrats more likely to occur as the frame
is made of composite materials which are much lighter. Thesethe quadrotor frame needs
to be carefully designed to avoid any potential structuedliral frequencies within the range of

quadrotor operating speeds.

3.2 Material

After careful consideration on the material of the main bddyne, carbon fiber-reinforced

polymer appears to be one of the optimum choice as it has aigilé strength-to-weight ratio.
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Figure 3.1: Carbon/epoxy T300/5208

It is also used extensively in aerospace and automotive field
Two typical types of carbon fiber used in the aerospace inglasé the bi-directional plain

weave carbon fiber and the uni-directional carbon fiber.

3.2.1 Bi-Directional Plain Weave Carbon Fiber

The bi-directional plain weave carbon fiber (Fig. 3.1) istth@st commonly selected fabric style
for lightweight aerodynamic parts. It delivers uniformestgth in both horizontal and vertical
directions, which is ideal for most flat or slightly curvedpéipations. To maximize its strength
properties, each carbon fiber layer can be added at an diteyr5 degree angle during the
lay-up process.

The material properties of this material depends on thestgfearbon and its epoxy. Ac-
cording to [63], the bi-directional plain weave compositade of carbon and epoxy of type
T300 and 5208 respectively, with fiber volume fractidf, of 0.4, has the material properties

shown in Table 3.1.

3.2.2 Uni-Directional Carbon Fiber

Unlike the bi-directional plain weave composite, the uinedtional carbon fiber (Fig. 3.2) is

extremely stiff on one direction while relatively weak oretbther direction. It can be used
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Description Unit Value

In-plane Young’s modulus GPa 53.1
Out-of-plane Young's modulus GPa 8.0

In-plane Poisson ratio 0.055
Out-of-plane Poisson ratio 0.074
In-plane Shear modulus GPa 3.79
Out-of-plane Shear modulus GPa 3.70
Density kgnm3 1465

Table 3.1: Material properties of bi-directional plain weave cartepuxy T300/5208

Figure 3.2: Carbon/epoxy T300/976

for a variety of applications such as aircraft and rockeelfages with long body parts. In the

qguadrotor fuselage design, it is especially useful for gotad arms design.

The material properties of the uni-directional carbon apdxg of type T300 and 976 is
shown in Table 3.2 [38].

3.3 Vibration Analysis Formulation

Once the material of the platform is selected, vibrationymia will be carried out to determine

a suitable size and shape of the structure. Limited by theinegent for MAVs, the quadrotor
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Description Unit Value

Young’s modulus along grain GPa 135.2
Off-grain Young’s modulus GPa 9.24
Poisson ratio along grain 0.32
Shear modulus along grain GPa 6.28
Density kgnmt3 1480

Table 3.2: Material properties of uni-directional carbon/epoxy TAIX®b

arms length are bounded to a maximum of approximately 7 cnilevdue to the vibration
caused by the rotating rotors, the natural frequencieseo$tiucture need to be higher than the
maximum rotating frequency. Thus, analysis is carried ofilfill the two requirements stated

above.

In this section, mathematical formulation of the vibratiamalysis will be derived. It in-
cludes the natural mode analysis which calculates the aldt@quencies of the material, and
the frequency response analysis which shows the amplitudiérequency of the vibration due

to oscillating load.

3.3.1 Natural Mode Analysis

For a full system, the natural mode analysis, also known edrdée vibration analysis, is a
vital preliminary study in order to investigate the vibeatal characteristics of the structure. For
normal mode analysis, there are no external forces thanabieossystem and hence the equation

of motion is presented in [14] as

Mii + Ku = 0, (3.1)

whereM andK are mass and stiffness matrices of the structure. Alsogtineit andw are the
displacement and acceleration of the system. As the fulésyss constructed, Equation (3.1) is

then solved in order to obtain the natural frequenciesind the modesy’, of the free vibration
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for a structure. For free vibrations, a general solutiomithe form of

@ = ' coswt, (3.2
and thus Equation (3.1) becomes
K — w?*M]d = 0. (3.3)
By replacing the.? = )\, we have
K — A\M]z@’ =0, (3.4)

which is commonly known as the general matrix eigenvaluélera. Using the existing method
among eigensolution techniques, one may obtain the sollsyosolvingdet [K — AM] = 0
where the roots (also called eigenvalues),for i = 1,2, ... can be calculated. Subsequently,

the corresponding eigenvectofg, can be computed once the eigenvalues are found.

3.3.2 Frequency Response Analysis

For complete structural model, the equation of motion indigun (3.1) can be extended and

presented as [14]

Mii + Cii + K = P(w)e’?, (3.5)

where C is the damping matrix and is the velocity of the system. Meanwhilé(w)e/*!
is a vector of external forces in complex form. The forces lbarreal or imaginary, or both.

Assuming the harmonic motion of the system, harmonic smiutin be expressed as

i = a(w)e™t, (3.6)
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whereu(w) is a complex displacement vector. Thus, the first and secendatives are pre-

sented as

0 = jwi(w)e™, (3.7)

i = —wla(w)e™t. (3.8)

Substituting them into the equation of motion, gives

[~w?M + jwC + Ki(w) = P(w), (3.9)

which can be solved as matrick$, C, andK are known. Thus, the displacement response can

be determined according to the lo&dfor a specific forcing frequency.

3.4 Finite Element Analysis

Although closed-solutions can be obtained, analyticahws to solve the vibration frequencies
and amplitudes are impractical in the platform design pecés the platform may consist of
multiple irregular shape structures, numerical approadmd solution by utilizing commercial
softwares will be more accurate and efficient. Finite elensralysis (FEA) is a numerical
approach in solving structural problems. The main idea dtefielement method (FEM) is to
discretize the problem where the domain to be analyzed idetivinto a number of discrete
elements. Using this approach, it offers great flexibildymiodel complex geometries which
would be impossible by taking analytical approach. Thewefthe MSC Nastran, one of the
most widely used FEA commercial software is utilized in thesign of the micro quadrotor
platform.

Nastran is a useful tool which simulates static and dynarages for a wide variety of
complicated structural problems. Therefore, the realcstral behavior of the model can be

examined. Accompanied with Nastran, modeler softwareedadiISC Patran is employed for
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finite element modeling. Patran provides geometry modgefimgshing, boundary condition and
material properties setup for Nastran. It is also used fet-poocessing purpose. The process of
modeling and simulation using Patran and Nastran is iistrin Fig. 3.3. Provided in Nastran,

Lanczos method is utilized for eigenvalues and eigenve@xiraction purpose.

To simulate the quadrotor platform in a systematic way, Isirgm and full configuration
model are constructed in Patran with composite materiafjiaasd before Nastran is used to
investigate the structural resonance. In corresponditigigoesearch, the study is concentrated
on natural mode analysis to determine the natural freqeeramd mode shapes of the model,
then the frequency response analysis will be simulateddbasehe results. The natural mode
analysis leads to the prediction of resonance for the streetnd the type of resonance that may
occur. Meanwhile, the displacement response of the modebealetermined using frequency

response analysis when external steady-state oscillai@iyation is applied.

3.5 Case Study

Two case studies were conducted. The first case studiesnigie sirm configuration, followed
by the second case, the full quadrotor configuration. In milation, the structures will be
tested for the normal mode and the frequency response @nalysan effort to explore the
suitable structure for the quadrotor arms, models with fifferént cross-sections were tested.
The cross-sections are the commonly used rectangulagngadar hollow, circular hollow, T
shape and N shape. The geometry of the cross-sections avedhothe Fig. 3.4. As the force
of the system exerts only on the tip of the beam, uni-direeticarbon fiber with fiber direction
parallel to the beam is utilized. the material used in thecstiral analysis is the uni-directional

carbon/epoxy T300/976 which has been discussed in thequegection.
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MSC PATRAN

Pre-processing

e Import/create geometry
Create finite element mesh
Apply boundary condition
Apply loads
Create material properties
Create element properties
Submit model to solver

!

MSC NASTRAN

Solver
*  Solve for displacements
e Compute strains
e Compute stresses

!

MSC PATRAN

Post-Processing
¢ Deformation plots
e Stress fringe plots
e  Reports

Figure 3.3: Modeling and simulation process using MSC Patran and Nastra
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Figure 3.4: Cross-section of beams
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Figure 3.5: Thin plate model in MSC Patran

Length Frequency (Hz)

(mm) Model1l Mode2 Mode3 Mode 4
50 614.60 3656.7 3803.4 10518
60 426.85 2546.1 2642.6 7313.4
70 313.62 1873.6 1942.1 5377.1
80 240.30 1437.1 1491.3 4137.1
90 189.73 11354 1175.3 32554
100 153.68 920.14 952.05 2637.5

Table 3.3: Natural frequencies of thin plate with varying length

3.5.1 Single Quadrotor Arm

Itis well known that slender bodies are more easily expos&ibtration. Thus, shorter structure
is stiffer and this is proven in the simulations using Nastrilere, thin plates (Fig. 3.5) with
varying length between 50 mm to 100 mm are tested. In Patnanthin plate model is built
using two dimensional (2D) four-node quad elements withemtorientation of {50, —450, 0].
Using the models constructed, the normal mode analysisydumed via Nastran. For this ana-
lysis, the discrete element employed has six DOF per nodethmddes at the one of the tip
are assumed to be fixed. In Table 3.3, summary of the Nastedpsisiresults obtained for this
study is given.

Based on the simulation results, it is evident that the ahtuequencies for all first four
mode increased as the structure is shorter. Thereforeteshmodel is preferable to form the

quadrotor arm. Further study is then directed to the othestatsowith different cross-section.
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Type of Cross Weight  Frequency (Hz)

Section (9) Mode 1 Mode 2
Rectangular 0.5328 426.85 2546.1
Rectangular hollow 1.7760  3032.4 17318
Circular hollow 1.3949 2647.9 15624
T shape 0.9768 1902.8 2622.7
N shape 1.4208 27175 3215.6

Table 3.4: Natural frequencies of beam with different cross-sect{@m®m thickness)

Following the defined cross-sections, the models are agaistaicted in Patran. Here, the
model for each cross-section was constructed with leagth60 mm, widthw = 6 mm, height

h = 6 mm and thicknes¢ = 1 mm. By following the similar procedure for normal mode
analysis, the natural frequencies for the first two modesamélated in Table 3.4.

It is noted that rectangular shaped beam has the lowestahfitegquencies for the first two
modes among the five. For the first mode, the natural freqesrior open shape (T shape and
N shape) beams are comparable to those with closed shapan@elar hollow and circular
hollow). Meanwhile, the natural frequencies for closedpghlbeam are much higher in mode 2
with 17318 Hz and 15624 Hz for rectangular hollow and circtlallow beams. Overall, mod-
els with closed shape cross-sections have higher nate@lidncies, thus they are more rigid.
Using similar approach, the simulation is repeated for ksewith thickness; = 0.5 mm and
the natural frequency results are shown in the Table 3.5hignciase, the weight of the beams
is greatly reduced (between 45 to 50%) while maintainingrétatively high natural frequen-
cies. These results show that in most of the shape that hasedperimented, decreasing the
thickness of the beams will cause low effects on the natucales of the structure. The resulted
mode shapes for the first two modes for these five shaped besittuatrated in Fig. 3.6-3.10.

Referring to Table 3.4 and 3.5, one can notice that in geniabeam having a closed cross-
section shape, i.e., rectangular hollow and circular mglt@as better natural modes as they have
much higher natural frequencies compared to others. A metegled study is conducted on the
effect of cross section geometry variation toward the parémce of the beam. Next, the effects

of width and height of these selected beams are investigated
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Type of Cross Weight  Frequency (Hz)

Section (9) Mode 1 Mode 2
Rectangular 0.2664 213.45 13225
Rectangular hollow 0.9768  3270.7 18312
Circular hollow 0.7670  2851.6 16495
T shape 0.5106  1845.3 2713.2
N shape 0.7548  2810.4  3458.7

Table 3.5: Natural frequencies of beam with different cross-sect{@ mm thickness)

\*x

49.572Hz 313.29Hz
908.38Hz 1230.5Hz

Figure 3.6: Mode shape for rectangular shaped beam
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1932.8Hz 1939.6 Hz

10915.9 Hz 10929.9Hz

Figure 3.7: Mode shape for rectangular hollow shaped beam

1534.3 Hz 1539.0Hz

9220.0Hz 9245.4Hz

Figure 3.8: Mode shape for circular hollow shaped beam
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739.0 Hz 1326.4 Hz

1449.1Hz 2868.2Hz

Figure 3.9: Mode shape for T shaped beam

850.6 Hz 1490.7 Hz

3279.6 Hz 4059.3 Hz

Figure 3.10: Mode shape for N shaped beam
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Height Width  Frequency (Hz)
(mm) (mm) Model Mode?2

3 3 1538.5 1538.5
3 4 1588.9 2036.4
3 5 1625.9 2515.8
3 6 1651.8 2979.7
3 7 1670.3 3430.8
3 8 1683.5 3871.3
3 9 1693.0 4302.7
3 10 1699.4 4725.6
4 6 2218.0 3105.6
5 6 2756.0 3199.4
6 6 3270.7  3270.7

Table 3.6: Natural frequencies of the rectangular hollow beam witfedént width and height (0.5 mm
thickness)

It can be seen from Table 3.6 that the height variation ofélstangular hollow beam affects
the 1st mode frequencies more severely than the 2nd modaefieizs. On the other hand,
the width variation of the beam affects the 2nd mode fregigsmmuch more than the 1st mode
frequencies. In conclusion, utilizing a square beam witheéfeight and width will give similar
frequencies for 1st and 2nd mode. This is further proven bi€rd.7 where the circular hollow
beams were analyzed.

Based on the single quadrotor arm simulation results, thellest simulated rectangular
beam of 3 mmx 3 mm has the lowest natural frequency of higher than 1500 Hiiwis more
than twice the maximum rotating speed of the motor of 2291srat 729 Hz (see Chapter 5).
Thus, it gives relatively high margin for the full quadrotesign, which will be simulated in

the next section.

3.5.2 Full Quadrotor Configuration

Due to structure stability shown by closed shape beams,uthednfiguration is then tested
using rectangular hollow beam and circular hollow beam tonféhe arms attached to each

corner of the main frame. The main frame is designed 2828 x 28.28 mm with thickness of
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Radius  Frequency (Hz)

(mm) Model Mode?2
2.0 1839.3 1839.3
2.5 23475 23475
3.0 2851.6  2851.6
3.5 3349.6  3349.6
4.0 3840.1 3840.1
4.5 4322.0 4322.0
5.0 4794.3  4794.3
55 5256.1 5256.1

Table 3.7: Natural frequencies of the circular hollow beam with diffiet width and height (0.5 mm
thickness)

Figure 3.11: Quadrotor model with rectangular hollow beams

2 mm. For simulation purpose, the main frame is made of alumiwith modules of elasticity
70 GPa and Poissons ratio 0.3 with density 2700 Kg/Meanwhile, 60 mm long carbon fiber
beams are employed as the quadrotor arms. Again, uni-dinattcarbon/epoxy T300/976
is used. The main frame is modeled as 2D shell element whélejtladrotor arm using one
dimensional (1D) beam, as shown in Fig. 3.11.

For this analysis, the main frame is assumed to be rigid aurs] flxed in all three translation
DOF. For a quadrotor model with arms of 3 mm3 mm x 6 mm rectangular hollow beam,
the resulted natural frequencies for 1st and 2nd mode ar®®&hd 5843.3 Hz respectively.

On the other hand, the natural frequencies for quadrotoreinging circular hollow beam with
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outer diameter of 3 mm with length 6 mm are at 940.35 Hz for firele and 5070.7 Hz for
second mode.

Subsequently, dynamic analysis is performed to invesitfae response of the quadrotor
to oscillatory excitation produced by the propeller. As thegeted weight for the full MAV
system is below 50 g, 0.1225 N force is applied on each armeofjtradrotor. The analysis
is performed over frequency range of O to 4000 Hz. Resultaioéd from the Nastran are
displayed in Fig. 3.12.

The results show the displacement amplitude at the tip ofgtredrotor arm. From the
response spectrum, the frequency at peak for both quadraidels matches the first natural
mode simulated earlier. Based on the simulation resulty baidels are suitable for miniature
guadrotor design as the maximum vibration frequency (72d9d4-Har from the natural frequency
(971.92 Hz and 940.35 Hz) for the first mode. Therefore, usioged shape beam as the

guadrotor arm can guarantee extreme stability for the whosalrotor model.

3.6 Experimental Validation

Two test-bench experiments were carried out to verify tharahfrequency simulated by Nas-
tran. The first experiment uses an aluminum beam of 200 mmHefgnm width and 1.5 mm
thickness, with an electrical motor mounted at the tip oftieam. The motor was then powered
up to the speed where the aluminum beam starts to vibrateebgvim the second experiment, a
carbon fiber beam of 70 mm length, 6 mm width and 1 mm thicknessaxamined. To obtain
the vibration frequency and amplitude of the structure esthexperiments, an external laser
range sensor was used to detect vibration motion of the heath the experiment results are
tabulated in Table 3.8.

From the validation results, one can conclude that the Blasimulation resembles the real
structure up to at least 95% accuracy. The simulation resah therefore be used as a guideline

to design the structure of the quadrotor MAV.
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Displacements, Translational

Displacements, Translational

150-003
125-003
1.00-003
7E0-004
E00-004
2E0-004
0.
0. 7.00+002 1.40+003 2.10+003 2.80+003 3.50+003 4204003
Fraquancy
(a) Quadrotor model with rectangular hollow beam
150-003
125003
1.00-003
750-004
500004
250-004
0. T T T T T 1
i} 7.00+002 1.40+003 2.10+003 2 80+003 350+003 4.20+003
Frequency
(b) Quadrotor model with circular hollow beam
Figure 3.12: Displacement response at tip of the arm

Material Experimental Nastran Simulation Accuracy

Aluminum 117.2 Hz 123.34 Hz 95%

Carbon fiber 68.85 Hz 71.57 Hz 96%

Table 3.8: Comparison of the first natural mode between experimentiamalation results
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3.7 Quadrotor Body Design

The previous sections have illustrated the structuralyaisafor several beam candidates. It is
noted that closed shape beams yield higher natural fregegertbus outperforming the others.
Oscillatory steady-state excitation representing thegamduced by propeller is experimentally
determined along with its working frequency. The extermaté is then applied on the tip of
each quadrotor arm for frequency response analysis. Thégehow quadrotor models with
either rectangular hollow or circular hollow cross-seatigive significantly low displacement
amplitude. Also, the natural frequency for both model arevab40 Hz which is far away
from the working frequency of the proposed micro quadroitrerefore, rectangular hollow or
circular hollow beams are the most suitable structuresro the quadrotor arms. In fact, they
are widely available.

According to the results from the beam analysis, four cafimer tubes with the dimension
of 60 x 3 x 3 mm are utilized to connect four motors to the base frame. Hse lframe is
designed with the aid of a 3D mechanical design software daBwidWorks. SolidWorks
develops efficient and quicker designs of mechanical pitsdaued components, facilitating the
design tasks for the platform. This 3D software is chosemaslesign and analyzing software

over other mechanical design tools for the following adages:
1. In-built intelligence design tools increase design &fficy and minimize design error;
2. Better visualization of the design with intuitive intetian with the 3D model;
3. Easy one click creation of 2D drawing from 3D objects fdorfeating and manufacturing;

4. Weights, center of gravity (CG), moment of inertia andeotheometric data can be ob-

tained directly from the evaluation functions;

5. Vibration and resonant frequencies simulation can bewcted with aid of SolidWorks

simulation softwares.
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Figure 3.13: Fabricated quadrotor body and its counterpart designedlid\8orks

? 9

Figure 3.14: Motor holder designed in SolidWorks
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Figure 3.15: Full micro quadrotor body designed in SolidWorks with dirgi@m (in mm)

Figure 3.16: Fabricated MAV platform
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The base frame is designed such that it holds four carbontfibes, forming a symbolical
cross shape of the quadrotor. Two partitions were createdownt the avionic circuit and to
hold the battery. It can be visualized in Fig. 3.13.

Four light weight holders are designed to mount the eleatiator to the end of each beam
(see Fig. 3.14). Together with the base frame, they areciated with acrylonitrile butadiene
styrene (ABS). Although the ABS material is not as stiff as tarbon fiber, as the base frame
and the motor holder have no slender parts, the overall alattequency of the system will
not be affected much. The ABS material is not only light weidfut it can also be fabricated
easily by shaping from mould or 3D printing. The completarfeadesign for the quadrotor
MAV can be visualized in Fig. 3.15. Once the design is confanrtee MAV is fabricated as
shown in Fig. 3.16. Note that this mechanical design alldvesdarbon rod to be inserted into
the middle layer of the center frame, where only part of tltkappears outside the frame. The
total diagonal length of the aircraft is thus 142.54 mm.

Vibration analysis is again carried out in simulation foe tpuadrotor frame design. Fre-
guency analysis of these assembly parts are shown in Fig, \Btiere the fundamental resonant
frequency of the current structure is estimated in simaitedis 1199.6 Hz, which is much higher
than the working frequency of the motors. Flight tests offigicated MAVs are also carried
out to verify that the whole platform design is free from ation problems. A complete work

of this chapter is documented in [57,59].
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Figure 3.17: Vibration analysis of quadrotor frame
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Chapter 4

Avionics Design

4.1 Introduction

To construct a quadrotor MAV capable of autonomous flyingessd essential hardware and
electronics are required. Besides the aircraft bare bauyAV also consist the following

hardware:
1. Motors and propellers to create the main lift for the aircraft;

2. Electronic speed controllers (ESCsjo precisely control the rotational speed of the mo-

tors;

3. Microprocessor to process control algorithm and to output control signah® speed

controller;
4. IMU to measure attitude changes of the MAV for control purpose;
5. Camerato provide local position information for navigation puge
6. Radio frequency (RF) receiverto receive control command from the ground station;

7. Data loggerto log flight data.
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Figure 4.1: Essential hardware and electronics needed for a quadraigr M

The overview of the quadrotor MAV hardware and electronimsnection can be viewed in
Fig. 4.1. In this chapter, each hardware and electronidseitliscussed in detail, followed by
a customized avionic circuit board that integrates moshefdlectronics. In the last section,

software implementation of the MAV system will be briefed.
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4.2 Motor and Propeller

Motor and propeller are the main actuators of the quadrotA¥.Ms each quadrotor consists
of four sets of motor and propeller, they need to be carefililysen as their characteristics must
satisfy the design requirements [5, 40]. A few importantiglesequirements of the quadrotor
MAV, which are directly related to the characteristics o€ tmotor and propeller, are listed

below:

1. Operating VoltageDifferent motor has different maximum input voltage, dege mainly
on the size of the motor, and the torque produced by the miotgeneral, smaller motor
has lower operating voltage, where the torque produced tly swtor is also relatively
lower. In RC aircrafts, the motor operating voltage is comiaeated in the multiple of
3.7 V, similar to the output voltage of a single cell Lithiymtymer (LiPo) battery. In
the MAV design, since majority of the components can be pedidy voltage as low as

3.3V, asingle cell powered motor will be ideal to the design.

2. Current ConsumptianAs motors are the main power drains for the MAV, the current
consumption of the motor directly affects the capacity eflilattery needed for the MAV

to fly in a specific amount of time.

3. Weight Four motors contribute four times its weight to the MAV srst and thus affect

the overall weight of the system heavily.

4. Maximum Thrust The maximum thrust of four rotors could produce must be astle
greater than the overall weight of the MAV, for MAV to takekofideally it must be at

least 1.5 times the weight of the quadrotor to realize moggessive maneuver.

Based on the requirements stated above, a 8000 kV singléreslhed DC motor is uti-
lized. Combined with four propellers, two with clockwisedaanother two with anticlockwise
spinning blades, the total weight of a single motor and piepset is approximately 4 g. The

propellers used are made of plastic, 56 mm in length. Thipgiler is readily available in the
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Figure 4.2: Motor and propeller of the MAV

market, as it is also used in many hobby-range RC quadrotdr as Walkera QR Ladybird,
Hubsan mini Quad, and TRAXXAS QR-1 (see Fig. 4.2). Test bexgeriment has proven that
the combination could produce a maximum thrust of 20 g eadticlwcombined is approxi-

mately 1.5 times larger than the proposed weight of MAV at 50 g

4.3 Micro-Processor

In avionics, processor is the crux of the entire system. Withis compact MAV design, the

functions of the processor are
1. Toread IMU data at 100 Hz;
2. To read command from the receiver in the form of pulsetfmrsmodulation (PPM);
3. To decode IMU and receiver’s data;
4. Run data filtering and control algorithm;
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(a) ATmega328P (b) VN-100 SMD

(c) ATtiny13A (d) DelTang Rx31d

(e) Sparkfun OpenLog

Figure 4.3: Components used in avionic system design
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Parameter Value

Flash memory 32 Kbytes
Pin count 32

Max. operating frequency 20 MHz
CPU 8-bit AVR
SPI 2

12C 1

UART 1

PWM 6

ADC channels 8
Operating voltage 1.8-55v

Active current consumption (1 MHz, 1.8 v) 0.2 mA

Table 4.1: Key parameters of ATmega328P

5. To output pulse-width modulation (PWM) signals to ESCs;
6. To log data to the external logger.

In order to perform these tasks, ATmega328P (see Fig. 4,2&(&jigh performance Atmel

8-bit AVR microcontroller is selected due to the presenctheffollowing characteristics:
1. Availability of various ports sufficient for MAV use;
2. Low power consumption;
3. Programming convenience with Arduino libraries.

Key parameters of ATmega328P are listed in Table 4.1.

4.4 Inertial Measurement Unit

IMU is an indispensable sensor to all autonomous aerialcleshi It is attached to the aircraft
to provide vital real-time motion data such as acceleratiamgular rates, and magnetic values.
In addition, 3-axis Euler angles measurements are negefwaaircraft orientation control.
However, IMU does not necessarily need to provide angulasmm@ment of the aircraft as it

can be estimated using an extended Kalman filter (EKF) [3%Joonplimentary filtering. The
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Parameter Value

Yaw/Roll range + 180 deg

Pitch range + 90 deg

Angular rate range + 500 deg/s

Acceleration range +8¢

Power supply 3.2-55V

Current drawn 50mA @ 3.3v

Communication UART, SPI

Dimension 24 x 22 x 3 mm

Weight 39

Output data Raw IMU data, Filtered Euler angles

Highest output data rate 200 Hz

Table 4.2: Important specifications of VN-100 SMD

primary disadvantage of these filters is - they are compnally intensive, which add extra
burden on the on-board Atmel AVR microprocessor. One of tetions is to select a small,
light yet powerful IMU with in-built EKF algorithm.

The VN-100 SMD (Fig. 4.3(b)) from VectorNAV is selected as tin-board IMU. It is light
weight (3 g) and miniature2¢t x 22 x 3 mm) high performance IMU with Attitude Heading
Reference System (AHRS). It is also built-in with 3-axis @ecometers, 3-axis gyros, 3-axis
magnetic sensors as well as a 32-bit processor to computeudndtt a real time plus drift-free
3D orientation solution.

Apart from that, VN-100 SMD also comprises a quaternion dasit compensated Kalman
filter operating with full 32-bit floating point precision lyilizing the on board 32-bit processor,
which updates at 300 Hz according to the data provided. dt@igvides both raw and corrected
sensor measurements as well as the estimated angles at 2@hidlz is more than sufficient

for the MAV system. Important specifications of VN-100 SMDslsown in Table 4.2.

4.5 Brushed Electronic Speed Controller

ESC is the fundamental component for each brushed motor inséet MAV design. The

purpose of ESC is to convert PWM signal to analog signal, tig waveform accepted as the
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input of the motor. Four 8 pins processors ATtiny13A (Fi(4)) are utilized as individual ESC
to the motors. A customized program is uploaded to the psacego convert low frequency
(50 Hz) PWM signal from the main processor to the high fregye(®»000 Hz) PWM signal

output. Such high frequency PWM signal is effectively fit@rto approximate analog voltage
to the motor. As the output current of the processor’s piroig Imetal-oxide-semiconductor
field-effect transistor (MOSFET) is used to boost the curdrthe analog signal such that it
drives the motor directly from the power supply. In totalyf@rocessors and four MOSFETSs

are included in the circuit board design which will be disaein Section 4.9.

4.6 Radio-Frequency Receiver

Typically in RC flights, an RF receiver is used to receive ardadle RF signals sent from a
transmitter controlled by a remote pilot. Receiver is nat@uisite in a fully autonomous flight

control system as no remote pilot is required. However, rabgte UAV designs today retain

the receiver component for failsafe purposes, where theahupilot has higher authority to

remotely control the UAV during emergencies.

In the proposed quadrotor MAV system, the receiver is impleted for a different objective.
Apart from being able to receive control signal from a renplat, the receiver is used to receive
control signals from a ground station in autonomous mode éffective especially operating
in indoor environment with the aid of Vicon motion technojoghere the system measures the
position and velocity of the MAV. Next, the Vicon system witithnsmit the control signals or
the measurement values to the aircrafts on-board proceisstire transmitter-receiver link.

This communication link can be realized using a PCTx cabjgpduct by Endurance R/C
(see Fig. 4.4). The PCTx cable connects the ground statesk{ap or laptop) to the transmitter
which transmits the RF signal wirelessly to the on-boareikes. PPM signal is sent to the on-
board processor for processing upon receiving the signas fhe ground station. The Rx31d

manufactured by DelTang is selected for system integradiom to its ultra tiny package of
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Figure 4.4: PCTx cables from Endurance R/C

10 x 10 mm with 0.21 g (see Fig. 4.3(d)). It is capable of providiqgto 7 channels of PPM

signals, which is sufficient for a full control of the MAV.

4.7 Data Logger

Important flight data such as state variables of an MAV arendex for post flight observation
and analysis, thus requiring a data logger. In order to fit ihe MAV avionics, the data logger
needs to be small, light and reliable. An open source dagelogom Sparkfun - OpenLog (see
Fig. 4.3(e)) is utilized for this purpose. OpenLog weighfydn70 g and fits perfectly into the
MAV design. It starts logging any serial data up to 115200dbate to the micro SD card upon
powered up. In addition, Sparkfun provides OpenLog firmvaaré design files which can be

redesigned into the main PCB of the avionic system.
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.1Cell3.7V
35C (Burst 60C)

. Max Discharge 13A

Figure 4.5: Battery for the MAV

4.8 Power Supply

The main consideration in designing the power supply is tetrtiee overall system and flight
duration requirements. The choice of power supply is inguras it usually constitutes approx-
imately 30% of the overall weight of the MAV, and the power dee to lift the MAV will be
increased due to its own weight. As all on-board componearsbe powered up with 3.3V, a
single cell LiPo battery is considered.

To efficiently power the MAV system for 8 minutes flight timénet current consumption
of each components need to be considered. Table 4.3 showstaheurrent consumption of
the MAV electronics. It is clear that the main power drains fiom the motors. To achieve 8

minutes flight time, we need

, 8
Current capacity = 2111.8 x 50

= 281.57 mAh

Assuming 80% efficiency of the system, we needs a batterycldte to the current capacity as
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Component  Amount Total Current
Consumption (mA)

Motor 4 2000
ATmega328P 1 6.6
ATtiny13A 4 35.2
VN-100 SMD 1 70
Total 2111.8

Table 4.3: Total current consumption of MAV system

shown below:

281.57
0.80

= 351.97 mAh

A short survey on the market, a LiPo 3.7 V battery with currespacity of 360 mAh is
utilized to power the avionics and to drive the motors (sep F.5). A 3.3 V regulator is
included to provide a clean voltage to the components, asgescell LiPo battery has output
voltage from 4.2 V when fully charged to lower than 3.4 V whersiused up. The battery is
as light as 9.80 g and is also tested experimentally to peogitbugh energy for an 8 minutes

flight duration.

4.9 Avionic Circuit Board Design

In this section, the design process of the PCB for the aviepitem of the MAV will be de-

scribed in detail. Among the five components to be includethéoavionic system, the IMU,
flight control processor and four ESCs will be incorporatetd ithe design, while the receiver
and the logger will be attached to the designed PCB. A gemgiideline to design avionics
PCB for quadrotor MAV using Altium Designer is shown in Fig64They will be discussed in

the following:

1. Logic development Before the start of the design, circuit logic must be madtri

The connection between each electronics should be idehtiBenal transmission type
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Figure 4.6: Flow chart for MAV PCB design



(b) Processor

Figure 4.7: Schematic diagrams
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Figure 4.8: PCB layout

between each components is analyzed. For example, comationibetween the receiver
and the processor is in the form of PPM signals, while the IMUJ #ne processor are link

through a serial port.

2. Component selection and schematic designschematic diagram of the design must be
drawn in Altium Designer with all the components needed, bee ATmega328P, one
VN-100 SMD, four ATtiny13As, and four MOSFETSs. Also, fouatits indication LEDs
are introduced to the design, with one of them connectedttjreo the power supply as
the power indicator, while the rest of them connected to #wegal output pins of the
flight control processor for user configurable purposes. IAthese components can be
powered up with 3.3 V, a voltage regulator with 3.3 V outpuinisluded. Connections
between each of the components can be viewed in the schernbBESC (see Fig. 4.7(a))

and the micro-processor (see Fig. 4.7(b)).

3. Design verification by circuit simulationA physical circuit prototype is built at this stage
with breadboard. The system must work well once it is powaped-or example, the ESC
should run the motor once a throttle signal is given from #raate transmitter.

4. Rules developmentNote that the default distance measurement in Altium Desigs in
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unit mil (one-thousandth of an inch). In default, the nonimeower routing is set to have
a width of 10 mil, while the main power routing (3.7 V directiom power supply) is

manually set to be 30 mil width to allow higher flow of current.

. Board size and shape selectiomo satisfy the dimension and weight constraints, a square
shape of 4x 4 cm PCB layout is imposed. As only a few components are usken t

design, this dimension of the PCB should well be enough toepédl components.

. Circuit layout design The layout of the components on the PCB is important as tacesd
the electromagnetic interference between the componehte first component to be
placed on the PCB is VN-100 SMD, as it must be placed in the kaidfithe design to be
as closed to the CG as possible. Its orientation is also aartianpt issue to care of, as the
x-axis of the component must be pointed to the front. Nextfligbt control processor,
ATmega328P is placed in the middle of the opposite side oPtBB, while the four ESCs
(one ATtiny13A and one MOSFET each) are placed at the foureroof the same side.
Lastly, the four LEDs are placed beside the VN-100 SMD sottiney are clearly visible

to the user during flight.

. Routing- The final step of designing PCB is the routing to connect eamhponent
according to the connection assigned in the schematic pfiiaigerouting could be easily

done (see Fig. 4.8) in a 2-layer-PCB setup.

Once the design is done, it can be sent to PCB manufacturdalbaication. With PCB

thickness of 1 mm, the fabricated product is approximategyri€luding all components, within

the dimension ofl0 x 40 x 1 mm.

4.10 Camera Subsystem

While the IMU is one essential sensor to provide orientaéistimation of the MAYV, it can also

estimate the position of the aircraft relative to its staytiocation by integrating the measured
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Parameter Value

Weight (g) 2
Resolution (lines) 420
Pixel 400000
Lens (mm) 2.78

Power supply (V) 3.5-5
View angle (degree) 62

Table 4.4: Specifications of the analog camera

Parameter Transmitter (on-board) Receiver (ground)
Module code TX5813 RX5808
Weight (g) 3.4 6.6
Frequency range (MHz 5705-5945 5705-5945
Power supply (V) 3.5-5 3.5-5
Dimension (mm) 22 x 20 X 3 28 x 23 x 3

Table 4.5: Specifications of the video communication modules

accelerations twice. However, the naive approach of iateyy the accelerations introduce
drifting that would cause serious issue to the MAV positiatireation. In the environment
where the position of the MAV can be accurately estimatedutyn external sensor, such as
under the Vicon motion tracking system, position of theraiftccan be obtained. In practical
situation where no external sensors are installed, oneecfdlution to the localization problem

of the MAV can be solved by utilizing vision motion estimatio

In order to realize vision localization, a stand-alone carsubsystem consisting of an
analog camera, an analog transmitter and a 40 mAh LiPo pagietesigned and fabricated.
Table 4.4 lists the specifications of the analog camera wh#éespecifications of the analog
video transmitter and receiver are highlighted in Table A.BO mAh LiPo battery was selected
to provide sufficient power supply to the camera system afonep to 10 minutes. All the
components were integrated on a single customized PCB &y maunting on the platform.
Table 4.6 lists the total parts in the design of the quadrgtdy together with the actual weight

of the manufactured components.
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Component Amount  Weight (g)
Battery 1 9.80
Motor and propeller 4 14.36
Quadrotor arm 4 3.72
Quadrotor frame 1 2.13
Avionic system 1 7.32
Camera system 1 6.25
Miscellaneous 1.70
Total 45.28

Table 4.6: Weight breaks down for quadrotor MAV

Initialization

Read IMU data Data Logging

Read PPM Output PWM
Command from 100 Hz Signals to
Receiver Motors
Decode IMU Run Data Filtering
and receiver and Control
data Algorithm

Figure 4.9: Tasks to be carried out on MAV's processor

4.11 Software Realization

cially useful for Atmel processors.

can be visualized in Fig. 4.9.
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The avionics is not complete without its software. By utilgz Arduino C++ Library, the autopi-
lot software is drafted and implemented from scratch. Amduinvironment provides a platform

to realize embedded system programming in a straight fahaad user friendly manner, espe-

In this section, several key events of the program will beutised. The flow of the software



4.11.1 Read and Decode IMU Data

The measurement data from the IMU can be transferred viaal pert. With the baud rate of
115200, the measurement can be transmitted to the maingsarcat 100 Hz. The communica-

tion data includes
1. Quaternion data of current measurement;
2. Angular rate data of current measurement;

3. Checksum value for error detection.

While angular rate data can be used directly for controlyemions are needed to transform

the quaternion to Euler angles. They can be converted eaaily

- -

6 = tant | (QOq21 + q22Q3) . (4.1)
195 — a5 — 91 + g5 |

0 = sin ' [~2(q0q2 — @301)], (4.2)
-y -

6 — tan |- (qo(123 + €722Q1) . (4.3)
193 + 45 — 91 — qp

whereqo, q1, g2, g3 are the quaternion variables obtained from the IMU dataoiigin the con-
versions, the main program is able to retrieve Euler angleaagular rate measurements every

10 ms.

4.11.2 Read and Decode Receiver Data

The selected receiver has two output modes: PWM and PPM tsutiWM output requires
each channel (Total of 5: Aileron, Elevator, Throttle, ReddSwitch) to have its own pin,
where as PPM output requires only one pin, where all the adasutputs are queued up and
sent out one after another. Although the PPM output has Itiwer resolution as compared to
PWM output, it is ideal for the MAV system as the main proces$ss limited PWM ports.

As PPM signal uses the width between pulses as signal maxtuyldéhe value of the data

can be retrieved by recording the time taken between easke pAh example of PPM signal is
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Figure 4.10: PPM signal from receiver

Interrupt
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Store timer last
value

Falling Timer reset
edge

detected?

Figure 4.11: Flow of program in getting PPM reading

shown in Fig. 4.10, wherg, to — t1, t3 — to, t4 — t3 andts — t4 correspond to the time taken
between the consecutive pulses, which ultimately reptabervalues of the data on channel 1
to 5. To obtaint; to t5, a timer and an interrupt pin from ATmega328P is utilized le@s in

Fig. 4.11. According to the flow chart, the PPM data is decatethe stored timer value.

4.11.3 Generate PWM Signals

To receive PPM signals from the receiver, one timer is reskrieft only two more for gener-
ating PWM outputs. As there are total of four PWM signals tasbst out from the processor,

both the timers need to be utilized well.
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In the MAV software design, the PWM signals are set to 50 Hatler words, there are 20
ms time-lapse between the pulses. In general, the pulse&/bf signal are in the range of 1 ms
to 2 ms, where the width of the pulse indicate the data of ttpeasisent. Due to this property,
it only utilize less than 10% of the duty cycle for each PWMmsil$, and thus it can be realized

using just two timers, as shown in the steps below:

1. According at the time flow shown in Fig. 4.12, at timpe P\WIL signal will be pulled up,
Ti mer 1 will be initialized to 5 ms, whileTi mer 2 will be initialized to (¢} — ¢1), where

its value is determined by the controller output for motor 1;

2. At time ¢, Ti mer 2 will overflow and hence interrupt the program. At this instan

PWML signal will be pulled down;

3. Attimets which is 5 ms aftety, Ti mer 1 will overflow and hence interrupt the program.
At this instancePWMR signal will be pulled up and@i ner 2 will be initialized to (¢}, —t2),

where its value is determined by the controller output fotan@;

4. Similar procedure will be carried out every 5 ms duririgrer 1 overflow interrupt. This

algorithm ensure all four PWM outputs are generated withtjue timers.

A flow chart graphical view of the algorithm is shown in Figl3.

4.11.4 Total Program Run-Time

Multiple tests were conducted to ensure ATmega328P miatoaiter is capable of running the
software and perform the tasks mentioned above within aifegpéme. Fig. 4.14 shows the
total program run-time in the conducted experiment. Thennt@op of the program which run
the control algorithm is able to complete each loop withing ihe software main loop is thus
set to 100 Hz, so that the processor will never be overloaaedhere will be more than 50%

margin for each loop of processes.
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Figure 4.12: Synchronization of four PWM outputs
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Figure 4.13: Flow of program in generating PWM outputs
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Figure 4.14: Total program run-time
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Chapter 5

Dynamics Modeling

5.1 Introduction

As the quadrotor MAV has relatively simpler dynamics coneplio helicopter or co-axial ro-
torcraft, a model based controller design is desired. Mbasked controller design allows a
systematic design process such that specific control peaiace of the system can be achieved.
Mathematical model of the platform is essential to the MAgtsyn design.

In this chapter, a nonlinear model for quadrotor MAV is dedvo describe the dynamics of

the aircraft. A few assumptions are made in deriving the rhode
1. The origin of the body-frame is coincident with the CG & tjuadrotor;

2. Axes of body-frame coincide with body principal axes ofriig, i.e. the moment of

inertia of aircraft body)J, is diagonal;
3. Propellers are assumed rigid due to its small size, iohjade flapping occurs.

These assumptions are valid as the proposed quadrotor MiAdrisvay symmetry and of small
size.
A model system overview of the quadrotor is presented in Bifj. Noted that the outputs

are displayed on the right of each block, while the inputssamvn on the left.. In the next few
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(c) Yawing

Figure 5.2: Pitching, rolling and yawing of a quadrotor MAV

sections, mechanism in each major block will be derivedtistafrom the right-most block.
The author’s contributions on the dynamics modeling of thadjotor MAV can also be found

in [42, 55, 58]

5.2 Working Principle

Before deriving the model, a basic working principle of theadrotor MAV will be briefly
explained. For a quadrotor, the four spinning rotors createt lift and thus controlling the
vertical acceleration of the body. The difference in ratadil speeds of the rotors will result
in pitching, rolling and yawing of the quadrotor (see Fig.2)5. Note that in the following
derivation, rotor numbet = 1,2, 3,4 correspond tdront right, bottom right, bottom left, front
left rotor respectively. Rotors 1 and 3 rotate counter-clockwighile rotors 2 and 4 rotate

clockwise. Basic main movements of the MAV is tabulated ibl&&.1.
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Movement Rotor 1 Rotor2 Rotor3 Rotor4
Pitching Forward Slow Fast Fast Slow
Pitching Backward Fast Slow Slow Fast
Rolling Leftward Fast Fast Slow Slow
Rolling Rightward Slow Slow Fast Fast
Yawing Leftward Slow Fast Slow Fast

Yawing Rightward Fast Slow Fast Slow
Upward Movement Fast Fast Fast Fast
Downward Movement  Slow Slow Slow Slow

Table 5.1: Main movements of MAV
5.3 Coordinate Systems

As a common practice of aeronautic analysis, two main coatdiframes will be used in the
derivation. One is the North-East-Down (NED) frame and ttieeois the body frame. While
the NED frame is stationary with respect to a static obseovethe ground, the body frame
is placed at the CG of the quadrotor helicopter, where igimiand orientation move together
with the helicopter fuselage. Note that the badgxis pointed to the front of the aircraft, body
y-axis to the right of the aircraft, and bodyaxis pointed downwards in body frame, as shown
in Fig. 5.2. From this point onwards in this thesis, coortisan NED frame will be denoted in
subscriptn, while coordinates in body frame will be denoted in subgdrip

The equations of motion are more conveniently formulatethan body frame for a few

reasons [11]:
1. The inertia matrix is time-invariant;
2. Quadrotor body symmetry can greatly simplify the equresjo

3. Measurement obtained on-board are mostly given in baaiypdt or can be easily con-

verted to body frame;

4. Control forces are almost always given in body frame.
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5.4 Kinematics

To obtain the translational and rotational motions betwiésenNED and the body coordinate

systems, one has the following well-known navigation eiguat[12]:

I:)n = Rn/be> (5.1)

© = S lu, (5.2)
b

where the rotational matril,, i, and the lumped transformation matr8; ! are given by
CoCyy  SpSHCy — CpSyy  CpSHCyY + S¢Sy
Rn/b = CoSyy  SpSeSy + CHCyp  CpSOSyp — SpCyp | (53)

—Sp S¢Co CyCh

1 S¢t9 C¢t9
st = o Ch —5¢ | s (5.4)

_0 se/co  cy/co

with s, = sin (%), ¢, = cos (), andt, = tan (x).

Noted that the rotational matriR,, 1, is orthogonal, thus its inverse is identical to its trans-
pose, i.e.;Rm/b*1 = Rn/bT. This unique property of the rotational matrix greatly siifiigs

the model of the MAV.

5.5 6 DOF Rigid-Body Dynamics

By using the Newton-Euler formalism which describe the fational and rotational dynamics

of a rigid-body, the following two dynamic equations takéimccount of the mass of the air-
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craft, m, and its inertia matrixJ.

&

me + wp X (me) = , (55)

Jup + wp X (Jwb) = M, (5.6)

whereF andM are the force and moment vectors acting on the bodgndJ are the mass and
the moment of inertia of the aircraft respectively.
As mentioned in the previous section, the inertia matfixis assumed diagonal. It can be

represented as

J. 0 0
J=10 J, 0] (5.7)
0 0 J.

5.6 Forces and Moments Generation

According to [10, 24, 28], the force and torque vectors ofdyators are contributed by two
major sources, more specifically, the gravitational fonecé the main rotor movements. There
is another source of moment generation due to the reactmm{er) torque produced by the
rotating propellers. However, it is usually neglected asiantribution to this block is usually
less than 1% of the total moment generated [11]. For simpliitis simply ignored. As a result,

the force and moment vector is divided into these two parts

F
A= = Agravity + Arotor- (58)
M

5.6.1 Gravitational Force

The first component is the gravitational vecig,.vit, due to the gravity acceleratiop, As

the gravitational force acting only on theaxis of the NED frame, by transforming it to the
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body frame, we have

0 —mgsy
Fgravity = 1q'n/b_1 0 = |mgcese | - (59)
mg mycecy

It is clear that the gravitational acceleration only afégitte force vector but not the moment

vector, thus overall gravitational vector can be formulaas

—mgsg
mygcesg
F gravity mgcpCe

Agravity = = . (5. 10)
0 0

5.6.2 Rotor Movement

The forces and torques directly produced by the main movempats contributed to most of
the forces and moments generated. For each of the rotatiog iocreates a thrusf];, and
a torque,Q;, for i = 1,2,3,4. From the aerodynamics consideration, the thrust and ésrqu

created are formulated as

T, = CrpAR*Q?, (5.11)

Qi = CopARQ, (5.12)

whereCr andCy, are the aerodynamic coefficients of the propejes the density of the aird
and R are the disc area swept by the rotating rotor and the raditieabtor blade, whil€); is

the rotating speed of thieth rotor. In the MAV design, the propellers have fixed pit€hus the
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aerodynamic coefficients can be approximated as a congiarthe rest of the terms are also

constants excef?;, the equations can then be simplified to

T, = ke (5.13)

Qi = kot (5.14)

where kr and kg can be obtained through experiments. We may kalland kg as thrust

coefficient and torque coefficient respectively for easeeafimg.

The summation of thrusts produced by each of the rotor wdlitein a total lift in body

negativez-axis direction, thus

0
Frotor = 0 . (515)

—(Th + Ty + T3+ Ty)

Next, pitch and roll moments will be generated by the thrufemknce of the opposing
rotors, while the yaw moments is generated based on thentotiaents of each rotors, provided

they are installed strictly upright. The moment vector wikn be

l
(=T + Ty — T5 + Ty)

2
Im
M;otor = %(Tl + Ty — T3 — T4) ) (516)
Q1 —Q2+Q3—Qu

wherel,, is the distance from one motor to the CG of the quadrotor. Kwtethis derivation is

only true for a X-configuration quadrotor MAV.
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5.7 Motor Dynamics

The motor dynamics is the most important block of all whicuiees high accuracy in model-
ing, as the dynamics of the quadrotor is highly affected lgyrttotor performance. In order to
accurately capture the motor dynamics, signal changesodiie ESC must also be considered.

Here, the identification work is separated into two différelocks as shown below:

1. Voltage generation blockAnalog voltage output by the ESC based on normalized PWM
input generated by controller. The whole block will be teghts a static system as the

ESC contains no dynamical states;

2. Motor dynamics blockSpeed dynamic of the motor powered with input analog veltag
This system will be first derived from electrical and meclkahproperties of a DC motor,

then the parameters will be identified through bench exparm

5.7.1 Equivalent Analog Voltage

In most motor identification commonly done by many resea;héne output voltage,, is
assumed to be directly driven by the normalized PWM sigrtalthe ESC for simplicity. This,

however, ignored the transformation cause by the ESC.

Intuitively, one might assume that the output voltage fromESC is directly proportional to
the product of the normalized PWM signal and the supply gelta. This relationship depends
on the working theory and the circuitry of the ESC. In this kydhe relationship between the
inputs and the output is unknown, and thus can only be idedtiéixperimentally. In general,

we can write it as

vg = f(vs,9), (5.17)
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where the normalized inputis

UpWM — 1039

0= 1000

(5.18)
such that will always stay within 0 and 1. Here thewy is the PWM input in unifus.

5.7.2 Electrical and Mechanical Dynamics

There is a main restriction on the motor model: The assumgtiat the mechanical friction
is only linear in the motor speed; namely, only viscous iictis assumed to be present in
the motor (such an assumption is approximate since Coulaotioh is usually experienced in
motors). The motor dynamics can be separated into electichmechanical parts [54]. The

analysis on the motor system is also divided into dynamiedyais and steady-state analysis.

Electrical Properties

The rotor is assumed to be a single coil characterized byntthectancel,, and resistancé,,,
but it has to be taken into account the back electromotiveefEMF) e of the motor. The

equation associated with such an electric circuit is given b

di, )
va(t) = Laé + Ryiq + €. (5.19)

The following two equations hold for the back EMFand the torque exerted by the motor

Thr:

Tvy = Ko®ig, (5.20)

e = KopdQ, (5.21)

where K is the magnetic flux constant.

As regards to the flux flowing in the motor, the fldxis constant for a DC motor with
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constant stator magnet, we have

Ty = Kiig, (5.22)

e = KiQ, (5.23)

whereK| = Kg®.

Mechanical Properties

The motor exerts a torque while supplied by voltage on therrdkhis torque acts on the me-
chanical structure, which is characterized by the rotortime/ and the viscous friction coeffi-
cient F'. Since propeller torque is exerted on the motor, thery i the torque produced, the

following equation describes the mechanical system of the®m

Q)
Ty —Q=J— + FQ. (5.24)

As () is produced due to aerodynamic torque of the spinning plexpélcan be represented

as
Q = ko> (5.25)

More detail derivation of aerodynamic torque has been dsediin the previous sections.

Dynamic Analysis

The dynamic of the motor is the combination of its electritghamic and mechanical dynamic.

The electrical dynamic is given by

iq(s) K
va(s) —e(s) 14748

(5.26)
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whereK, = 1/R, andt, = L,/R, are the rotor gain and time constant.

The mechanical dynamic has the similar form:

Q(s) Ky
Ta(s) —Q(s) 1+ 7Tys’

(5.27)

whereK,,, = 1/F andr,, = J/F are the mechanical gain and time constant.

In general, as the electrical dynamic of the motor is muctefafian the mechanical dy-
namic, i.e.7, << 7, the whole motor dynamic is assumed to behave as a first oydtms,
with mechanical dynamic dominate the performance of theesysThus, onlyr,, needs to be
identified, while K,,, and K, will be broken down into different segments due to the aerody

namic torque. They will be discussed in the following steathte analysis.

Steady-State Analysis

In modeling the whole quadrotor as a system, the dynamic af e#otor is found to be much
faster than the dynamic of the rigid-body, and thus the mecaiorbe considered a static system.
This will ease up the identification work as the relationgbghween the speed of the motor to

the input voltage of the motor can be obtained easily.

In equilibrium, taking all derivative terms to zero, we have

vg = Rgig+e, (5.28)
Ty = FQ+ koQ? (5.29)
Combining them, we have
R, F R.kq o
Vq < Kl + 1> + K1
= Ky + K302 (5.30)
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5.8 Parameter Identification

There are a few parameters needed to be identified in ordétaondhe model of the quadrotor.
The proposed parameters identification method and theitifael values will be discussed in
this section.

5.8.1 Measurable Parameters

The mass of the aircraft and the length of the arms can betlireeasured by a weighing scale

and a ruler. Their respective values are:

m = 0.0448 kg,

Iy, = 0.0695 m.

5.8.2 Gravity

For the gravity acceleration, we have the following forntiola to estimatey:

g = 9.780327(1 + 0.0053024 sin% ¢ — 0.0000058 sin2 2¢),

wherep is the latitude of the location. In Singapore~ 2 deg, we have

g ~9.781 ms 2.

5.8.3 Moment of Inertia

According to [29], the moment of inertia for aircraft bodynclae measured by the trifilar pen-
dulum method. The experimental setup is shown in Fig. 5.3thi;mexperiment, the aircraft
is suspended by three flexible strings with equal lerigithe horizontal distances between the
attached points and the CG diel, andl3 respectively. One can slightly twist and release the

platform around the-axis and record the oscillation period. The moment of inertia can then
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Figure 5.3: Trifilar pendulum method

be calculated by:

mgl1l2l3tl2 [1sinaq + lg sinag + I3 sin ag

J pu— . .
N 4A72] lols sinaq + lyl3 sin ag + 11l sin a3

Besides experimental method, the tensor and rotating maofémertia of the mechanical
parts can also be estimated numerically with the aid of S\diks. With the exact density and
scale to the real physical parts, the tensor moment of meftihe quadrotor MAV is calculated

with the mass properties function of Solidworks. They avegiby

J, = 3.0738 x 1077 kgm?,
Jy, = 3.0849 x 107° kgnm?,

J. = 5.9680 x 107° kgn.
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5.8.4 Motor Dynamics

An experiment is set up to estimate the valuergf As explained in the previous section,
the motor dynamics is dominated by its mechanical propartg thus a first order system is
assumed. The time constant of such system can be approgilgtsmeasuring the transient
response of the rotating speed of the motor given a step.inpitcan then be obtained by

finding the time taken from the beginning to 63.2% of the sfestdte value. It is obtained as

™ = 0.0821 s

To determine the relationship between the supply voltagand normalized PWM signal
0 to the motor rotor voltage,, an experiment is performed by varyiagvhile measuring the
output voltage from the ES@,. The experiment is repeated for a few times with different
to the ESC. The results can be visualized in Fig. 5.4. Somepulation was done to the input
data and output data, we have obtained a fairly linear oglaliip between the inputs and output

as shown in Fig. 5.5. The identified equation is

v26 = 1.0864v2 — 0.7031, or w2 = 0.9205025 + 0.6472.

Next, the steady-state property of the motor is identifiede otor was directly supplied
with analog voltage,, and the corresponding rotational speed of the propellaemsured with
a photo-interrupter. The result is plotted in Fig. 5.6. Tegponse of the motor matches fairly

well with the theoretical model of

v = Ko + K302, (5.31)
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Figure 5.4: Steady-state response of the ESC on two different inputs

where

Ky = 1.020 x 1073,

Ky = 2817x107".

5.8.5 Aerodynamics Coefficients

The relationship between the rotor rotational speed wighttiiust produced can be obtained
through an experiment as shown in Fig. 5.7. In this expertreehigh grade force and torque
sensor is used. The Nanol7 F/T Sensor from ATI Industriabation is the smallest com-
mercially available 6-axis transducer in the market (sge%:B). It is designed to measure the 3
DOF force and 3 DOF torque in the small package of 17 mm diamfith this product, accu-
rate z-axis thrust and torque of the motor mounted on it can be oéthivith ease. In the same

setup, a photo interrupter is installed at where the prepelit through when spinning. The
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Figure 5.8: Nanol17 F/T Sensor

time taken between each cut is recorded and the corresgpratating speed can be calculated.

The above results are plotted in Fig. 5.9 and Fig. 5.10. Theesponding aerodynamic

constants are the gradient of the plots, which are resgdgtiv

kr = 3.7901 x 1078 N&?,

ko = 1.8623 x 1079 Nms’.

5.9 Model Verification

The identified parameters with its value and physical mepaie summarized in Table 5.2.
With these identified parameters, the mathematical modleofAV is derived. The dynamics
model of the MAV is further verified to be close to the actuahdsics of the systems.

In the verification flight test, the physical MAV is commandedpitch forward and back-

ward in an oscillating manner, while the oscillating periocreases as time goes. This is equiv-
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Parameter Value Physical Meaning

m 4.48 x 1072 kg Mass of the MAV

I, 6.95 x 1072 m Distance between a motor to the CG of the MAV
g 9.781 ms2 Gravitational acceleration at Singapore
J 3.0738 x 107° kgnm?  Rolling Moment of inertia of MAV

Jy 3.0849 x 107> kgm?*  Pitching Moment of inertia of MAV

J, 5.9680 x 107> kgn?  Yawing Moment of inertia of MAV

Tm 821 x1072s Time constant of motor

K, 1.020 x 1073 Lumped constant off,F/ K ® + Ko ®)
K3 2.817 x 1077 Lumped constant ofR, kg /Ko P)

kT 3.7901 x 10~ N&? Thrust coefficient

kg 1.8623 x 1071 Nms*  Torque coefficient

Table 5.2: Identified parameters

alent to the chirp signal that is commonly used in model ifieation. A chirp input consist
of a band of different frequency inputs to the aircraft, véhire response of the aircraft should
match its frequency response within the band. The Eulereangihd angular rates responses
of the system are recorded in the on-board logger. The egawnt £hirp inputs are also fed to
the simulator that simulates the dynamics of the MAV fromdbeeloped mathematical model.
The angles and angular rates responses from the simulatmdsded as well.

Both the flight data and simulated data are compared. Figl $hbws the perturbation
signal on elevator channel to the MAV, while Fig. 5.12 shols tesponses of the system in
pitch direction plotted together with the simulated resuBesides some random low amplitude
oscillations caused by the disturbances from the air mongrtiee responses match fairly well.
The roll response is assumed to be similar to the pitch resspas the quadrotor MAV is four
way symmetry.

In the other flight test, a chirp-like signal was injectedhe throttle channel of the quadrotor
MAV, resulting in agitated heave movement. In this experima Vicon motion tracking system
is used to measure the position of the quadrotor with reteréo the start up origin. With the
measured:-position, the corresponding velocity respond will be comep. Both the input
signals and computedtaxis velocity are logged and plotted in Fig. 5.13 and Fid.45.In the

latter figure, it can be seen that the derived mathematicaletnan heave movement matches
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Figure 5.13: Input to the MAV system in heave perturbation test

well with the experimental data to a certain perturbatiaggérency, which is approximately
1 Hz. The quadrotor MAV was unable to respond to the pertiwobaignal above this frequency,

as it can be observed with naked eyes during the flight tests.
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Chapter 6

Flight Control Systems Design

6.1 Introduction

In this chapter, an explicit control structure of the MAV Inle proposed and derived. The
control inputs are first defined, followed by feedback liegtion approach to linearize the dy-
namic model of the MAV. Then, an LQR based controller is desibto stabilize the orientation
of the MAV, and an RPT based controller is formulated for MAWsfiion control. Detailed

structure of the inner- and outer-loop layers of the flighttool system can be visualized in

Fig. 6.1.

Intuitively, the control inputs to the system can be writee to us, wherew is the net
body z-axis force of the quadrotor, whilg to u3 are the body moments. With this control inputs
allocation, the control of the MAV now has clear physical mieg. The quadrotor dynamics

derived from Euler formalism can then be rewrite as

¢ = p+gsingtand +rcosptand, (6.1)

0 = gcos¢—rsing, (6.2)

b = qsln¢+rcos¢’ (6.3)
cos 6 cos 0
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Jep = wr+ (Jy — J2)rq,
Jyq = us+ (J. — Jy)pr,

Jr = uz+ (Jp — Jy)pg,

mw = mgcosfcosd—uy— m(vp+ uq).

(6.4)
(6.5)
(6.6)

(6.7)

Control laws can then be implemented to control the inputaigu to ug to their desired

values respectively. The design of the controllers will Bedssed in the next section. Assuming

that the desired reference is reached, the control inputshean be mapped to the pulse width

inputs to the motors. In this mapping, the motors dynamiesigmored as they are relatively

fast compared to the rigid body dynamics and the aerodyrsaafithe MAV.

First, rotational speed of each motor can be calculatedaviyhdesired force and moments,

as follows.
Ug kr kr kr kr
U _ lmk?T lmk?T lka _ lka
1 _ V2 V2 V2 V2
U lka lka _ lka _ lka
2 V2 V2 V2 V2
us kg —kg kg —kg

3.7901 3.7901
—0.18626  0.18626
0.18626 0.18626

o
25
03

0

3.7901
0.18626

—0.18626
0.018623 —0.018623 0.018623

3.7901
—0.18626
—0.18626

—0.018623

o
25
03

0

(6.8)

For the ease of software implementation, a new variable tating speed in the unit of

10000 rad/s is defined to replace the

Q = Q x 10000.
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We then have

U 3.7901 3.7901 3.7901 3.7901 02
u —0.18626  0.18626 0.18626  —0.18626 | |3
= I (6.10)
U9 0.18626 0.18626  —0.18626 —0.18626 | |2
us 0.018623 —0.018623 0.018623 —0.018623| |02
or
02 0.0660 —1.3422 1.3422 13.4243| |ug
032 0.0660 1.3422  1.3422 13.4243| |wy
_ = ) (6.11)
03 0.0660 1.3422 —1.3422 13.4243| |uo
02 0.0660 —1.3422 —1.3422 13.4243| |us

With ignored dynamics of the motor, according to the derdrafrom the previous sections,

the normalized input PWM signal to the motor can be estimased

v, = 10.20Q + 28.17Q2, (6.12)
2
. —0.7031
5 10864%2 0.7031 (6.13)
v

s

With this backwards tracing structure, with the desiredtia@rforce and torquesgg to us,
one can easily trace the rotating spe@gthen to the equivalent analog voltagg, and hence
the required normalized PWM inpuf, can be calculated by compensating the battery voltage,

Vg.

98



6.2 Feedback Linearization

By assigning a linearization feedback

U1l

Uz

u3

we can approximate a linear system for each channel, given by

Similarly for height dynamic,

mw =

Jptg — (Jy - Jz)r%
Jytiy — (J, — Jp)pr,

Joug — (Jo — Jy)pg,

mg cos 0 cos ¢ — ug — m(vp + uq).

(6.14)
(6.15)

(6.16)

(6.17)

(6.18)

(6.19)

(6.20)

Since we could not obtain linear velocity measurements aardy the latter terms are ig-

nored. This is a valid assumption for non-aggressive flightha velocity and angular velocity

of the MAV will be close to 0. With linearization feedback, \Wwave

milg = ug — mg cos 0 cos ¢,
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and we can approximate a linear system for height control

— + o, (6.22)

(6.23)

6.3 Inner Loop Design

As each channel of the MAV’s inner-loop system is a decoufiteghr system, we can now

consider the optimal regulator problem that, given theesystquation
%X = Ax+ Bu, (6.24)
we can obtain a matriK of the optimal control vector
b(t) = —Kx(t) (6.25)
such that the performance index
J= /O OO(XTQX +u'Ru)dt (6.26)

is minimized. HereQ is a positive-semidefinite Hermitian matrix, aRdis a positive-definite
Hermitian matrix. These matrices determine the relativedrtance of the error and the expen-
diture of the energy of the control signals. We can then aefig LQR controller by choosing
appropriateQ andR matrices.

With the chosenQ and R matrices, a positive-definite matriR can be obtained as the

solution to the Riccati equation

AP+ PA -PBR !B'"P+Q=0. (6.27)
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Then, the optimal feedback gain matkkis obtained as

K=R'B'P. (6.28)

6.4 Outer Loop Design

To further investigate the performance of the micro quamr@t position controller is proposed.
In order to realize it, global position measurement neecktolizained for feedback control. For
this micro quadrotor, as it is designed for indoor navigatioo GPS sensor is installed in the
system. In our solution, we utilize an external sensor sogailed the Vicon motion sensor
installed on the wall of the building to provide an estimatif the UAV’s local position in the
building. The estimated measurement is accurate up to adeduerror of 0.1 mm. The Vicon

system setup will be mentioned in the next section.

By treating the closed inner-loop and its command geneesarvirtual actuator (see [12]),
the outer-loop dynamics of the aircraft can be treated séglgrinto 3 channels, namely the,
y- and z-channels, individually without considering the couplieffect between the channels
in the system. Thus in such situation, the dynamical equaifcany one of the channel, for

example thec-channel, can be expressed as

j}'n 0 1 .In 0
= + a/xln, (629)

T:Ln O 0 Un 1

wherezy, vy, axn are respectively the NED position, velocity and acceleratn x-direction.

By applying the RPT approach introduced in [71], we can obgi augmented system of the
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following form:

x = Ax+ Bu+ Ew, (6.30)
y = X, (6.31)
e = Cax, (6.32)
where
Tn,r
Un,r
X = axnr| » W = ax,n,n (633)
Tn
_un_
0 1 0 0 0] 0] o]
00100 0 0
A=10 000 0/, B=|o|, E=|1], (6.34)
0000 1 0 0
00 0 0 0f 1] 0]
sz[—1 00 1 o]. (6.35)

Here, state variables with subscriptrepresent the reference signals that aircraft is tracking.

With this configuration, we can obtain a closed-form solufior the state feedback gain for the
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system that solves the RPT control problem, given by

u = Fuzx, (6.36)
with
w727, x 2Czwn z w727, ¢ 2QCwnz
F = | — 2’ — 2 27 ? 1 s (637)
€2 €x €2 €z

wheree,, is the tuning parametey,, ,, and(, are respectively the nominal natural frequency and
damping ratio of the closed-loop systemeéxis dynamic. Similarly with the same procedure,

the controllers of thg- andz-channels are designed and implemented.

6.5 Flight Control Simulation

Once the mathematical model is derived and the controllexsdasign, a simulator is pro-
grammed in MATLAB for controller fine-tuning. The simulatorcorporate the derived MAV
dynamics shown in Chapter 5 together with the control stinecproposed in the previous sec-
tions. As the system can be separated into three contrelkdadond order linear system, LQR
design can be easily done. Fig. 6.2 shows the simulatedsaagk angular rates responses of

the controlled MAV system with step inputs.

6.6 Flight Control Verification

In practice, the simulated controlled system does not giegato behave as good in actual
world. A best way to fine-tune the control law design of the Mi8\through physical flight test.
A full autonomous MAV control, including three-degree mitigtion control and three-degree
translational control, is realized in the presence of Viowtion tracking system. In this system,
several infrared cameras (see Fig. 6.3) are installed drthenflyable area of the closed room,

where they are used to detect reflective markers mountedeoailttraft fuselage. The system
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Figure 6.2: Simulated responses of the MAV orientation control system
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Figure 6.3: A single infrared Vicon camera

then estimate the orientation and position of the airctzised on the estimated positions of
the reflective markers. In the Vicon setup in the Nationalvdrsity of Singapore (NUS) as
shown in Fig. 6.4, 10 cameras are used to provide up to 0.1 moraxy of the estimated posi-
tion of the markers. The position information is then sentaithe quadrotor MAV for further
processing to realize position control and trajectoryKirag.

The quadrotor is commanded to track a square path with 3.@rmetde length in one
experiment, while tracking a zigzag path in the second éxyat. The orientation of the
quadrotor was stabilized with an LQR controller, while thesition control of the MAV is
realized in RPT control structure. The position respondate autonomous system in both
flight tests are shown in Fig. 6.5 and Fig. 6.6. The MAV is ablérack ther- andy-positions
fairly well, while remainst5 cm error on the-position. This difference is due to the dynamics
of the difference channel, as the and y-channels’ dynamics are much higher than the
channel’s, and thus more prone to surrounding noise.

Besides realizing the flight control in the Vicon system, MAV has also realized au-
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Figure 6.4: The Vicon system setup
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Figure 6.5: Position reference and response of the quadrotor in fullrearhous square path

tonomous flight with mono vision sensor. The algorithm arsiilts are documented in [41].
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Figure 6.6: Position reference and response of the quadrotor in fullrearhous zigzag path
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Chapter 7

Trajectory Planning

7.1 Introduction

Once the control problems are solved, the next layer ofligégit autonomous navigation is the
flight trajectory reference generation. In order to forneila trajectory that could be tracked
precisely, it is necessary to consider the vehicle’s dynams shown in [45, 47], the quadrotor

is a differential flat system with the flat outputs:

o=lz,y 2], (7.1)

whereP,, = [z,, z]T denote the position of the center of mass andilie the heading angle
of the vehicle. Specifically, since a quadrotor MAV can natégto any direction without the
turn of its heading, there is no need to alternate the heaatigde at all time. Therefore, the
smooth trajectory of the MAV could be represented by the spdce of the flat outputs with a

constant heading angle given by

Pn(t) : [tinhtend] — R37 (72)
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wheret;,; andt.,q denote the initial and final time of the desired trajectorjheTrajectory
requires at least’s; smoothness as its feasibility as input to the vehicle isrdeteed by its
derivatives of different orders. As a differential flat syst, it is sufficient to limit the maximum
acceleration or thrust of the vehicle by considering theayic of the MAV in generating a
reference path. According to the work in [51], the feadipitiondition of the vehicle’s thrust is

constrained by

3
max{Z(ﬁi(t) - gi)Q} < fRae VYt E [tinis tend), (7.3)

=1
wherep; = z,ps =y, p3 = z, g IS gravity vector andfimax is the maximum allowable thrust.
To further simplify the formulation, aggressive maneungris assumed not necessary. The

constraint on vehicle’s thrust is thus split into three undlial axis to enhance the computation

speed. The constraint can be simplified to
max{(pz(t) - gi)Q} < a?a Vt € [tiniatend]a (74)

wherei € {1, 2,3} andq; satisfies

3
S 0? < flax (7.5)
=1

It has been proven in [45] that the upper bound of the norm efvithicle’s body angular

rates is proportional to the norm of trajectory’s jerk (sgtative of the acceleration) as

3
max  j;(t)?
_9 =1 tE[tiniytend} jl( )
W = 3 ’
min pi(t) — gi)?
=1 te[tiniytend} (pl( ) gl)

(7.6)

wherej, jo2, andjs are the corresponding jerk of the trajectoryri y- andz-axis. In order to

achieve a smooth response from the vehicle, a minimum jej&diory is naturally considered.

The trajectory planning of the MAV is strongly based on thesi®anentioned above. In

order to realize the trajectory generation for such systemhave divided the problem into
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three different parts. Starting with the normalization lod uniform B-spline, followed by two
approaches to solve the minimum jerk trajectory problem-+esed solution and the more prac-

tical quadratic programming solution.

7.2 Normalized Uniform B-Spline

The normalized uniform B-splines is named after its norpealiand hence equally segmented

knots vector. The base of the B-splines has been defined as[&]recursive function

1, 0w <u<wuign,
Nio(u) = ’ v (7.7)
0, otherwise

U — U U; 1—U
Nip(u) = ————Njp1(u) + —F——

Ni+1,p71(u)> (78)
Witp — Ui Witp+1 — Uit

whereN; ,(u) is the basis function of the generally defined B-splines [@gu;, us, ...] forms
the knot vector of B-splines. Normalization of the uniforrrsBline will thus produce the knot

vector|0, 1,2, 3, ...]. A basis element function of a normalized uniform B-splihas been given

in [69] as
L, if i = j =0,
T o) = 0,0 40,
Ti(s) = 4 7Tinia(s), if j—i>0, (7.9)
i _]Z:+ STJ*l,zél(S) + ! +Z — STj,Z;l(s), ifj=1,...i—1,
0, otherwise.

Thus, a spline function can then be expressed as
M
Se(t) = eBi(t—i+1), ¢ R, (7.10)

i=1
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where

Tk‘—’ks—ja j§8<]+17
By(s) = (e = J) (7.11)

0, otherwise

Here,j = 0, ..., k wherek denotes the order of the spline, ahfldenotes the number of user
specified control points. Notice that in general path optation, ¢; are the trajectory points in
3D space to be optimized later. As we have broken down thecti@jy to its components along
z-, y- and z-directions,c; becomes a scalar in our problem formulation, ice.€ R. Also, as
the trajectory references fed to the outer-loop RPT cdetrahentioned in the previous chapter
is up to the second derivatives of the positions (the acatters), we can specifically formulate

this optimization problem in third order, i.&.= 3.

In order to arbitrarily specify the boundary conditions i @ystem, a cubic clamped nor-
malized uniform B-spline is proposed. This customized Bagphas a knot vector in the form
of [0,0,0,0,1,2,3,...,m — 1,m,m,m, m], where the first three and the last three bases cor-
responding to the vector elements of 0 andare for the initial and the final conditions of the
desired trajectory. Note that in our case= M — 1, and thus the knot vector hag + 6 terms.
From Equation (7.7), we could easily deduce the differestdaccordingly. The expression of

common basis elemeifts(u) is given by

1
6u37 if ue [O, 1),
11 ;1 s 1 :
§—?(u—1) —i—?(u—l) +?(u—1), if uell?2),
Bs(u) = 6+§m—3ﬁ+§m—3f—§W—$,ﬁue@ﬁ% (7.12)
—é(“—4)37 if u e [3,4),
0, otherwise
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whereas the initial three and the final three bases can beelyigxpressed as

(1—w)3, ifuelo,1),

N073(u) = (713)
0, otherwise
4 —3u)(2 — .
u(l —u)? + u lé)( u)7 if uel0,1),
_ (u—2)3 :
Nis(u) = —— if ue[1,2), (7.14)
0, otherwise
2(— 4 23— :
u?( 34u+ )+u(36 u)’ it e [0.1)
—2)2 — u)(—2u? - .
st u(u4 ) N (3 —u)( Zé + 6u 3)’ ifue[1.2), 15,
23(u) = 20 200 .
u”( 3u—|—4)+u(3 u)7 it ue[2,3),
4 6
0, otherwise
and
Nuyss(u) = Nog(—u+ M —1), (7.16)
Nuyras(u) = Nig(—u+ M —1), (7.17)
Nuyyss(u) = Nog(—u+M—1). (7.18)
Finally, we can express the overall cubic spline in
0 M M+3
Sg(t) = Z CZ'Ni+273(t) + Z CZ'Bg(t — 1+ 1) + Z CiNi+273(t), c; € R, (719)
i=—2 i=1 i=M+1

for each individual channel in-, y- andz-direction.

Now, there aré\l + 6 control points where the first three and last three are usdetéwmine

the boundary conditions. Thus in general, if a new basisHerddamped spline is defined, the
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cubic spline can be expressed as

M+5
S3(t) = > mFis(t), 7eR, (7.20)
=0
where
Ti = Ci-2,
N;s(t), ifi € {0,1,2, M + 3, M + 4, M + 5},
Figt) = (7.21)

Bs(t —i+3), otherwise
7.3  Minimum Jerk Trajectory: Closed Solution

We can now formulate the problem of the minimum jerk trajectoased on the clamped nor-
malized uniform B-spline. The formulation of the problensimilar to the documented works
in [45] and [64] but with 6 additional clamped bases as thiainand the final conditions of the

trajectory. If a set of sampled data points is given as

D = {diER:iZI,...,N},

= {t;eR:i=1,..,N}, (7.22)

where D is the set of 1D trajectory data points, is the set of time indicating at what time
each of the above data points are reached, /&ind the total number of trajectory points to

be optimized, then, the minimum jerk trajectory will be amldd by minimizing the criterion

function
foe) N
J = w, / )t + 3 (Ss(t) — di)?, (7.23)
% i=1
wherew, is a weighting factor, and
M+5 d3
o(t) = —= il 3(t), T ER, (7.24)
=0 dt
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is the third derivative of Equation (7.20).

It is further shown in [36] thag(fooo v2(t)dt can be expressed as the form3tG'r, where

T = [0, 71, ..., Tar+5] T, andG can be calculated explicitly. More specifically, the eletsen G
are .

si=a® [ EQOFS wat (7.25)

—0o0
wherea = (M + 6)/Tiue andTiue = tend — tini IS the total time of the trajectory. On the other

hand, by letting

F073(O£751) FLg(Oétl) FM+5,3(O£7§1)
H _ F073(.O£752) FLg(‘Oétz) FM+57.3(O£7§2) , (726)
| Foslaty) Figlaty) ... Fuysg(oty) |

we can express the second termJadis
N
> (Ss(ti) — di)* = (Hr — d)(Hr — d), (7.27)

i=1

with d = [dy,ds,...,dy]T. Note that the dimension of vecterandd are M + 6 and N

respectively.

Now, the minimization of the criterion function in Equati¢n23) can be reformulated as
Jmin = min {w,7'GT + (HT —d)"(HT — d) } . (7.28)

However, in the clamped cubic spline, the first three andttaste elements im are used to
determine the boundary condition. Therefore, they are faratishould not be treated as opti-

mization variable. Here, a transformation matflixs used to separate the fixed pattand the
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programmable partp of r as

P
Then, Equation (7.28) can be rewrite as
T
F TF F TF
Jmin = min w,UTGU + (HU —d)"(HU —d)p, (7.30)
" P P P P
which can be further simplified to
T
TF TF TR
Jmin = min (w,U'GU +UTHTHU) —2d"HU +ddy. (7.31)
” P P P

By letting R = w,UTGU + UTHTHU, S = d" HU then partitionR and S according to

the dimensions ofz and7p as

Rrr R
R=| " T ands = [Sp, Sk, (7.32)

Rpr Rpp

Equation (7.31) can be expressed as
Jmin = HT111311 {rERppTF + TERpPTP + THRPETE
—|—T;>Rpp7'p —28pTER — 2SpTPp + de} . (7.33)
By taking the first derivative with respeei, we will obtain the optimal values for the

programmable part in a closed form as

7h = Rpp(Sp — REpTr). (7.34)
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By using the optimalp, one could easily reconstruct the control points vector thiedB-

spline using the de Boor’s algorithm [6].

7.4 Minimum Jerk Trajectory: Quadratic Programming

Although there is a closed solution for the minimum jerkecpry, it is usually not advisable
in real application as the dimension of the solution masriaee too large to be computed ef-
ficiently. On the other hand, taking a closer look at Equafiti28), it is a typical quadratic
optimization problem which could be solved efficiently wgff-the-shelf optimization solvers
such agjuadprogfrom MATLAB or CPLEXfrom IBM. Also by considering the problem as a
general optimization problem, it allows us to add more a@ists on the trajectory, such as the

maximum velocity or acceleration.

As the MAVs are designed to fly in-door, the flyable area istiui The velocity of the
vehicle will naturally be restricted, it is reasonable tdyolimit the acceleration of the MAV.
For generality, the numerical method presented in this memqt is also suitable to explicitly

limit derivatives of any degrees that is smaller than theepal the B-spline basis.

Reformulating Equation (7.28), we get
Jmin = min {TT(ng +H"H)r —2d"Hr + de} . (7.35)

Note thatw,G + HTH is always positive semi definite which guarantees a uniguennaim
of the quadratic programming problem. Now, in order to caist the derivatives, we first
express the derivatives of the trajectory. Taking the fiesivative of the B-spline trajectory in
Equation (7.20), we have

dSs(t) !
T ;szH,Q(t)a (7.36)
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where

3
;= 7(7’1‘4_1 — Ti). (7.37)
tiva — tiv1

According to [35], to limit maximum and minimum value of thereative trajectory, a

sufficient condition is to let

Szmin <10 < Szmax, Vi ={0,1,..., M +4}. (7.38)

Since here we are focusing on the constraint of acceleratiensecond order derivative of the

original trajectory is examined. From the Equation (7.88) can easily compute a matiixas

6 -9 3 0 0 0 0 0
0o 2 =2 1 0 0 0 0
00 1 -2 1 0 0 0
L_.2|0 0 0 1 -2 10 0
0 0o 1 -2 1 0 0
0 0 o o0 2 F 1 0
0 0 o 0 0 6 -9 3

We can then project the acceleration constraints into thetcaints of control points vecteras
Sz min < LiT < S3max, Vi ={0,1,...., M + 5}, (7.39)

where L; denotes the’s row of L. To satisfy the boundary condition, one should fix the first
three and last three elements7ofThis could be easily formed as an equality constraints f th
form

AeqT — beq7 (740)
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where

Is 0 O
Aeg= |0 . 0
0 0 I3

Equations (7.35), (7.39), and (7.40) form a typical conveadyatic programming problem

which can be solved numerically in an efficient manner [53].

7.5 Implementation on Ground Station

Once the trajectory generation is formulated, it is implated on a ground station running
MATLAB. In order ease the operator’s task of selecting wagfsofor the MAV, a simple user
interface is developed. In this interface, the operatoo imanually click the waypoints on the
coordinate plane which represented theand y-direction of the ground. Fig. 7.7 shows an
example of simple 2 waypoints selected by the operator @tlalots). Once the waypoints are
selected, MATLAB will run a quadratic programming solveiotatain an optimal solution to the
minimum jerk trajectory problem with the waypoints as thiiah state and final state respec-
tively. A trajectory will then be generated (blue line in tseme figure) while the accelerations
and velocities of the path will be displayed as shown in Fig. 7

The software is able to input as many waypoints as the operash to. Other examples
of different path patterns generation, such as square pathlar path, and zigzag path, are
shown in Fig. 7.3 to Fig. 7.8. Based on the accelerations alwmtities generated, the trajectory
is of C, smoothness as discussed earlier in this chapter. The mimijaik trajectory ensure
a smooth trajectory and even velocity references such lieafjiadrotor MAV is able to track
well. As soon as the path is generated, the trajectory meferéogether with its velocity and

acceleration references will be sent to the aircraft td si@rigating.
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Chapter 8

Case Study: UAV Calligraphy

8.1 Introduction

There are a wide range of application for the developed MAV &s tiny and suitable for
indoor navigation. In February 2014, the NUS UAV Researchupris selected to put up a
performance on one application of MAV in Singapore Airshd2. Singapore Airshow is one
of the world’s largest aviation event held biyearly in Sipgee. It has attracted exhibitors from
more than 50 countries to participate and to showcase tbe@lopment in aviation sector.
After much consideration, we have decided to put up an exéng flight show that show-
cases the capability of autonomous calligraphy writinghwMAVs [56]. This performance

presents a few new challenges to the developed MAV:

1. Hardware changes needed to incorporate a calligraptshifrolder to the bottom of the

MAVs;

2. Algorithms to extract user handwritten characters ared thansform it to important turn-

ing points for further path generation;

3. Generated trajectory needs to be further optimized ohtftigme to speed up the writing

process.

125



Figure 8.1: The designed calligraphy brush and its holder

In this chapter, the realization of the calligraphy writimgMAV will be discussed. Solution

to each of the challenges listed above will be discussedeifialfowing sections.

8.2 Hardware Setup

To realize calligraphy writing, a calligraphy brush togathvith the holding mechanism is cus-
tomized. The full overview design of the brush can be viggliin Fig. 8.1. More specifically,

the author wish to highlight an important design considenato realize the system—the linear
bearing joint (zoomed view in Fig. 8.1). A linear bearingnsluded at the base of the brush
holder, while a shaft attached to the brush passes througlisdocked to the bearing. The

installation of such a mechanism enables

1. A free low-friction linear movement alongdirection of the brush with reference to the
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MAV above it. This reduces the disturbance to the airborné&/M&sulted from the contact
between the calligraphy brush and the writing board. Peréoice of the MAV will thus

not be affected during the contact-writing instances;

2. The calligraphy brush can be rotated freely alangxis, resulting smooth and natural

writing along an arc or circular drawing.

Next, an accurate position sensor is needed for each qoadodrack the generated trajec-
tory precisely. Here in this calligraphy writing perforntan the accuracy of the MAV position
measurement is the prime factor affecting the writing resi$ the MAVs will write in a con-
trolled environment, an external source of accurate olgesition estimation is used. A Vicon
motion sensing system is set up for this purpose. Workingciple of the system has been
previously mentioned in Chapter 6. A total of 36 Vicon cansemee installed to the system to
provide object position estimation with a resolution up t610mm. With such accuracy, the

performance of the MAV boils down to its trajectory trackiagd position control accuracy.

8.3 Handwriting Extractions

As the performance allows any user to have their handwritemacters to be written out by the
MAVs, a user interface to extract the handwriting data isettgped in MATLAB (see Fig. 8.2).

User can simply write any Chinese character or English waordhe space provided in the
software using a styler. In order to perform regression abditd a flyable reference trajectory,
the original user input is sampled by finding the moreaningfulpoints. Here, theneaningful

points refer to the starting, ending and turning points whiey usually form the skeleton of the
handwriting. To determine the turning points in a sequeriegoints set, a split-and-merge
algorithm is applied to divide these 2D points into indivédiline segments. The turning points
will then be assigned to the endpoints of these line segnjéhtsThe original sequenced 2D
points set is acquired by recording user’s handwritten tiiprough a tablet via an interface

application we have created. They are sorted in the chrgimborder and sent to the ground
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Pre-selected /T 2L

Figure 8.2: Graphical interface for user handwriting input

station for turning point extractions.
The algorithm is illustrated in Fig. 8.3. The sequence ofdpii-and-merge algorithm is as

follows:
1. Connect the first point A and the last point B.
2. Find point C among all data points that has the longestepetipular distance to line A-B.

3. If this longest distance is within a threshold, then atelug created containing points

between A and B.

4. Else, the input points will be split into two sub-groupsCfand C-B. For each sub-group,

the split-and-merge algorithm will be called recursively.
5. The algorithm stops when all longest distance fall insigepreset threshold.

Finally, the algorithm will return all the endpoints of thesulted point-sub-groups in their
original chronological order. All these endpoints are usedin a B-spline based regression to

generate a reference trajectory under the constraints &f #Aamics.
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Figure 8.3: Split-and-merge sequence on continuous line segments
8.4 Trajectory Generating: Optimal Time Segmentation

The trajectory generation algorithm is similar to the miaim jerk trajectory optimization
shown in Chapter 7. However, due to the initial and final mo#ktracted via split-and-merge
algorithm mentioned in the previous section, the time imfation of each extracted points can-
not be obtained. An additional time re-segmentation algoriis implemented to update the
time-stamp of each extracted points while iteratively imite the trajectory based on minimum
jerk optimization.

LetT; = t;+1 — t; be the new programmable variables, then a new optimizatioblgm is
formulated as

min f(T), s.t.7; >0. (8.1)

wheref(T) is the optimal solution to Equation (7.35) for time segnient [Ty, Ts, ..., Tn_1] .

This problem can be solved via a gradient descent methodfA&lculating the gradient vector
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of f numerically as

vf:f(TJrhg};)—f(T)’ (8.2)

whereh is a small number at the level 80~°, g; is a perturbation vector with two choices: If
the total time to finish the trajectory is allowed to changenty; is designed such that iisth
element is 1 and all the others are 0; If the total time is fixedng; is designed such that its
i-th element is 1 and all the others aré /N — 2. This is to make sure thg g; = 0 so that
the total trajectory time remains the same. With the nuralyiobtained gradient, the gradient
descent method is performed using backtrack line search.

By automatic time re-segmentation, the trajectory is frtemoothen. It is how more
suitable for MAV to perform precision tracking. The beneffttone re-segmentation can
be viewed in Fig. 8.4 to Fig. 8.7. In the first case study, a fmortex was hand-drawn
to the system. Fig. 8.4 shows the reconstructed B-splijectaies both without and with
time re-segmentation respectively. Although the trajgcimprovement of spline with time
re-segmentation seems insignificant in this case, theteesacceleration reference (Fig. 8.5)
becomes smoother. Besides, the time of the trajectory hpsoirad significantly. In another
case study, a Chinese charackrangwas written. It can be seen that the time re-segmentation
improves the interpolation accuracy of the generateddi@ie (Fig. 8.6). According to Fig. 8.7,
the generated acceleration reference to the MAV is relgtivere gentle compared to the result

without time re-segmentation.

8.5 MAV Autonomous Writing Results

In the actual implementation, the MAV trajectories are gatex pre-flight by running a set of
MATLAB codes implementing the proposed trajectory plagnaigorithm. Then, a MATLAB
Simulink program is constructed to acquire position andeigy measurements from the Vicon
system and execute the outer-loop control law in real time.

In the testing environment, a graphical interface whiclovedl user handwritten input is
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Figure 8.8: Four MAVs writing calligraphy to the public

presented using a Windows Surface Pro tablet (see Fig. 8B interface was developed
with MATLAB and it is able to transmit user input wirelesslgom the Surface to the ground
station. The whole MAV calligraphy system has been tested various arbitrary handwritten
inputs. Calligraphy flight performances of public inputsth@ system via the Surface were
demonstrated live to the audience during the Singapordnéiv2014 held in Changi Exhibition
Centre, Singapore. In the system setup during the Airstmw,MAVs are commanded to write
four different characters at the same time (see Fig. 8.8)alitity and robustness of the whole
system has been well tested throughout the entire Airshaoatida of 6 days. Several examples

of the written words are shown in Fig. 8.9.

Besides the visual results, flight tests data were also thdgieobservation and possible
improvement. Fig. 8.10 shows the, y- and z-axis position tracking results during one of
the flight test. In general, the MAV is able to perform traggttracking almost perfectly, as a
result of the RPT controller used in the outer-loop contiébwever, off-sets were observable
on z-direction when the MAV descended to certain height due ¢éogttound effect of the MAV

from the writing pad.
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(b) yi ma dang xian

Figure 8.9: Samples of the MAV calligraphy results
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Figure 8.10: Position tracking of the MAV
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Figure 8.11: Velocity tracking of the MAV

Fig. 8.11 shows the velocity references and the correspgréisponses during calligraphy
writing. The benefit of the RPT controller is clearly showméhas the MAV not only tracks its
trajectory well, but also has good velocity control perfamoe. Finally, three diagrams of the
Chinese charactéZhengare shown in Fig. 8.12. The first diagram shows the user hattewr
input via the Surface application we have created. The skd@agram shows the generated
path (dotted line) of the MAV based on B-spline optimizatiogorporated with the aircraft
dynamics, while the solid line shows the MAV trajectory resge. The final diagram shows the

result of the MAV calligraphy on the writing board. The resudre satisfying.
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Chapter 9

Conclusion and Future Work

In this thesis, the topic of MAV system design and developnters been discussed in both
breadth and depth. With the general aim to develop a smalik-stutonomous air vehicle for
indoor applications, various design considerations ackinies have been proposed and inves-
tigated. This thesis provides systematic guidelines tdwdine choice of the platforms, the
structure design considerations, and the avionics cibmatd design process. It also provides a
detail derivation on the mathematics model of the MAV, salvarethods of identifying model’'s
parameters, controller implementation and path optintrailgorithm. Most importantly, these
findings and guidelines are supported by both simulationexpérimental results. A summary

of main contributions of this thesis in the field of MAV is follved:

1. Multiple platforms were carefully studied on their pdiahto be developed into MAV

platform;

2. An optimum structure and shape of the MAV platform is afetai through finite element
analysis. While constrained by its size and weight, the MASelage is designed such
that no additional components such as bolts and nuts arede&te airframe can be 3D

printed to include mechanism to hold different parts of theefage.

3. A circuit design incorporate necessary sensors and gsoce of the MAV is proposed to
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Component Budgeted Actual
Weight (g) Weight (g)

Power supply: 15
Battery 9.80
Hardware: 20
Motor and propeller 14.36
Quadrotor arms 3.72
Quadrotor frame 2.13
Circuit board: 15
Avionic system 7.32
Camera system 6.25
Miscellaneous: 1.70
Total 50 45.28

Table 9.1: Weight budget and final weight

greatly reduce the components weight. A complete weighilalewn together with the

proposed weight budget of each parts can be found in Taldlg. 9.

4. Dynamics model of the MAV systems is identified. Flight tollers are designed on the

model;

5. Minimum jerk trajectory optimization with initial and f&h positions, velocities, and ac-

celerations is proposed;
6. A case study is presented on calligraphy writing with MAV.

As the progress of the quadrotor MAV development, a few ktioihs of the platform were

surfaced:

1. Size of the platform as the size of the designed platform is approximately 15 mm i
largest dimension, it limits the potential implementatafrpowerful avionic sensors and
processors, such as high grade IMU and high performanceat@nbcessing unit (CPU)
or graphics processing unit (GPU). To overcome the linttatisize and weight budget
for the MAV need to be relaxed. It enables the installmentightgrade components,

which are usually heavier. It is a typical trade-off scendmetween the size of the MAV
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and the performance of the avionic system. Nonethelessechaadlogy advances, smaller
and smarter components will be developed and available @iatly. It might solve the

size issue of the platform in the future;

2. Communication with GCSAs the vision based motion estimation was done in GCS, a
strong communication link between the MAV and the GCS musrsired. The current
down-link system uses 5.8 GHz wireless communication, iicvihe line-of-sight re-
quirement must be satisfied. Also, occasional communicadist also resulted in degra-
dation of the video quality, and thus affects the perforneaoicthe vision based motion
estimation. A possible and good solution to this issue is twerthe processing of the
vision algorithm on-board, such that the performance ofM#¥/ is not over-relied on
the communication performance. However, moving the psingson-board requires the
implementation of high performance GPU, and possibly FP@®Auits to efficiently run

the algorithms.

Based on the above-mentioned points, there are still huga for improvement for the MAV

development, especially in the development of missioficatitvIAV.

Throughout this work, high potential of future work for MAVsnoticeable. MAVS’ agility,
size and extended operation envelope have made them suitabiseful applications like aerial
surveillance, surveying and mapping, and search and reslaveever, the exploration of MAV'S
is still at its infancy stage. There is still a large gap betwacademic research results and ma-
ture industrial applications. The majority of researchutissare obtained in ideal environments
with rich reference information, such as good line-of-sigbmmunication, unblocked GPS
signal, and obstacle-free environments. For implementatin realistic indoor and outdoor
cluttered environments, in which only MAVs can operateyehare generally very limited ref-
erence resources. Enhancing the intelligence of MAVs talleathese challenging situations is

what the end users are looking for.
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Follows from the end of this thesis, the author aims to irigatt the problem of intelligent
navigation of MAVs in realistic indoor and outdoor cluttdrenvironments without global refer-
encing resources. This target can be achieved by systemtaigation of achievements of the

following four tasks:
1. MAV platform design with small size but sufficient payloand endurance;

2. Robust and precise ego-motion estimation in indoor atdoow cluttered environments

via on-board relative sensors;
3. Navigation in cluttered environments with obstacle daoce;
4. Smooth navigation transition between indoor and outéoeironments.

The proposed algorithms and methods will be tested and egrnifsing actual MAV plat-
forms. Multiple indoor and outdoor scenarios will be defirmeddeveloped for the developed
MAVs to demonstrate its functionalities.

Throughout the years while developing the MAV system, thte@uhas taken part in several
UAV related competitions. He has made his contribution @tfpfm structure design of UAVs
in the US DARPA UAVForge Challenge held in Atlanta in 2012 &mel AVIC Cup International
Innovation UAV Grand Prix in Beijing the following year. 1024, he co-lead a team to win
the International Micro Air Vehicle competition held in Dl In this competition, multiple
guadrotor MAVs were used to complete four different missiorhe platform structural design,
avionics design and the controller implementation progasehis thesis have made significant

contribution to the team.
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