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Summary

This thesis aims to develop micro-unmanned aerial vehicles(MAVs), which will be utilized in

indoor projects, such as spying, mapping and surveillance.The MAVs developed will be fully

autonomous, with less than 50 g take-off weight in total. Quadrotor platform is first selected

as the MAV platform. The use of quadrotor platform is justified from the ease of control law

implementation and the scalability of the platform. Once the platform has been selected, four

major aspects for development are considered: structure design, avionics design, model-based

controller design, and autonomous flight path generation. Structural analysis is important to

aircraft implementation, especially when dimension and weight are the main constraints to the

design. In general, the lighter and smaller the structure is, the lower is the natural frequency

of the structure. The aircraft platform is to design in a way that the vibration frequency caused

by the motor rotation is much lower than its natural frequency. Finite element analysis will be

presented with the aid of MSC Patran and Nastran simulation programs. Next, avionics de-

sign details the selection of hardware and electronics to build a quadrotor MAV. In order for

autonomous control, sensors like inertial measurement unit and camera are essential to the on-

board system. Each of the components is selected with the trade-off between weight, cost, and

performance. For further weight reduction, these components are redesigned and customized

into a single circuit board. Subsequently, a model based control methodology is adopted for the

MAV control. A nonlinear model of the aircraft is first derived. Method of identifying param-

eters of the model is then proposed and verified. Based on the derived model, inner and outer

loop controllers are designed. The quadrotor system is firstlinearized via feedback linearization,

xi



then a linear control law based on linear quadratic regulator (LQR) design is implemented to

control its orientation. Position control is designed according to the robust and perfect tracking

(RPT) controller. Once the stability and controllability of the MAV are guaranteed, a minimum

jerk trajectory is generated. With limitation on maximum acceleration and velocity of the MAV,

an optimal path can be pre-generated, based on user specific’s waypoints. This guarantees the

resulting reference path is continuous up to its acceleration such that RPT control law could

work well. Finally, an application of the MAVs is proposed and realized in a flight demo in

Singapore Airshow 2014.
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Chapter 1

Introduction

1.1 Introduction

Unmanned aerial vehicles (UAVs) are playing major roles in tasks such as reconnaissance for

search and rescue, environment monitoring, and security surveillance [66]. Their mobile ca-

pability, which is unavailable in ground vehicle, makes them an ideal platform for exploration,

mapping, and monitoring tasks. Also, they are used to deliver payloads in complex three dimen-

sional (3D) environments.

Today, they are further realized in small scale [9]. The small scale UAV, often being called

the micro-unmanned aerial vehicle (MAV), can be used in narrow outdoor and indoor environ-

ments [74]. They present a minimum risk for the environment and the people living in it as

compared to the normal size UAV [43, 44]. However, to realizesuch operations, conventional

navigating systems relying on global positioning system (GPS) information are no longer suf-

ficient. Fully autonomous operation in cities requires the MAV to fly at low altitude or indoor

environments where GPS signals are often unavailable, and to explore unknown environments

while avoiding collisions and creating maps [2,20]. This involves a number of challenges on all

levels: platform design, power supply, actuation, navigation, and control [22,23,61].
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1.2 Literature Review

The blooming trend in developing UAV, especially for surveillance and reconnaissance missions

in obstacle-rich areas which ultimately constrained the size of the aircraft, has triggered much

research in the area of micro air vehicles, or MAVs. Micro-size aircraft designs become real-

izable as sensors and actuators are becoming smaller and smarter [75]. In 1997, the Defense

Advanced Research Projects Agency (DARPA) initiated a program to develop and test MAVs

for military surveillance and reconnaissance missions. According to DARPA’s definition of the

MAV, the maximum dimension of the aircraft in any direction should not be greater than 15 cm,

the gross weight should not exceed 100 g, with up to 20 g devoted to payload, and the aircraft

should be able to reach an altitudes of 100 m [31]. As a result from the emerging technolo-

gies that enable the flight of small vehicles, many institutions began investigating various MAV

concepts, in the form of fixed-wing, rotary-wing (rotorcraft), and flapping-wing configurations.

Although realizing a true MAV is far from success, DARPA has attempted another program to

develop even smaller nano air vehicles (NAV) with a wingspanof 7.5 cm [70]. However, no

NAVs meets the specifications to-date.

1.2.1 Platform Types

In the past decade, many variations of fixed-wing, rotorcraft, and flapping-wing flight concepts

have been explored. MAVs proposed by various research teamsor universities generally adopts

one of these three configurations, with each being used for different purposes. Fixed-wing

aircrafts require higher forward flight speeds and therefore are use in missions that cover longer

distances [16]. Rotorcrafts, with its vertical take-off and landing (VTOL) and hovering abilities,

are being used in navigating in complex situation such as indoor environment. Flapping-wing

aircraft, if fully realized, would boast a maneuverabilitythat is superior to both fixed-wing and

rotorcraft designs because of the high wing loadings. It is,however, yet to reach the same

maturity level in their development as compared to the otherplatforms. Fig. 1.1 to Fig. 1.3
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(a) Black Widow (b) MLB Trochoid

(c) Flexible-Wing (d) NPS

Figure 1.1: Examples of fixed-wing MAV: (a) Black Widow; (b) MLB; (c) Flexible-Wing; (d) NPS

show some examples of MAV in different platforms.

Fixed-Wing

Based on the current development, the most advanced MAVs to-date use fixed-wing platform,

where much work has been done by the researchers around the world [13]. A widely suc-

cessful fixed-wing MAV, Black Widow is developed by AeroVironment as a part of DARPA’s

MAV initiative [25]. It has a 15 cm (6 in) wingspan. This platform was designed to deliver

real-time images via a custom-made camera and transmitter.The Black Widow claimed to be

of fully autonomous. Its avionics include a two-axis magnetometer to sense compass heading,

pressure sensors to sense altitude and dynamic pressure, a piezoelectric gyro for angular rate

3



(a) muFly (b) Mesicopter

Figure 1.2: Examples of rotory-wing MAV: (a) muFly; (b) Mesicopter

measurement, a command uplink receiver (2 g), a flight computer which consists of two micro-

processors, and customized control actuators (0.5 g). In order to deliver live color video images,

it was installed with a commercially off-the-shelf (COTS) video transmitter and a COTS black-

/white complementary metal-oxide-semiconductor (CMOS) camera (total of 5.5 g) which then

were modified into a custom video transmitter and a custom color CMOS camera (total of 3.1 g).

Overall, it has a total mass of 80 g and flight endurance of 30 minutes.

Other than the Black Widow, there are several other popular examples such as MLB Tro-

choid, NPS MAV, and Flexible-Wing. The MLB Trochoid had a 20 cm wingspan and was

able to fly for 20 minutes at speed up to about 100 kph (60 mph) [50]; the NPS MAV, measures

25 cm in wingspan and weighed 12.4 g [68]; and the Flexible-Wing MAV from the University of

Florida with wingspan of 16 cm, which is slightly above the requirement set by DARPA [3]. In

general, due to the wing loading requirement for all fixed-wing aircraft, the size of the wingspan

has to be much larger than other platforms.

Rotory-Wing

Other than the fixed-wing MAV, rotorcraft is currently one ofthe main platforms many re-

searchers preferred, due to its VTOL and hovering abilities[48]. A co-axial MAV codenamed
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(a) Nano Hummingbird (b) Entomopter

(c) MicroBat

(d) DelFly

Figure 1.3: Examples of flapping-wing MAV: (a) Hummingbird; (b) Entomopter; (c) MicroBat; (d)
DelFly
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(a) muFly components layout (b) muFly swash plate design

Figure 1.4: muFly MAV: (a) its components layout; (b) its swash plate design

muFly was built by a research team in ETH Zurich in 2007 [67]. MuFly was designed to carry

out fully autonomous flight in a dimension of 12 cm rotor diameter, with the weight of 77 g in

total. It has a flight time of about 4 minutes. The mechanical structure of muFly MAV is differ-

ent from the usual co-axial platform. The rotors are controlled by two different motors without

gears, while the lower rotor is attached to a swash plate controlled by four linear actuators. As

shown in Fig. 1.4, the avionic system of muFly consists of an inertial measurement unit (IMU),

a sonar range sensor, and two customized printed circuit boards (PCBs). The research team

from ETH has also included an omni-directional camera for navigation in their later prototypes,

resulting in a bigger dimension of MAV which weighted 90 g.

Another famous example of rotorcraft MAV is the Mesicopter by Stanford University. It has

an impressive total weight of 3 g, with a quadrotor platform.It was, however, never able to lift

the weight of its own energy source due to the inefficient design of the rotor blades [39].

Flapping-Wing

Recently, being inspired by how insects and birds navigate,many research teams have started

their development of MAV by adopting to this natural flapping-wing platform [4]. The most

successful example so far would be the Nano Hummingbird MAV developed by AeroViron-
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ment [1]. It was claimed to be the world’s first successful flight of the smallest self-powered,

rudderless aircraft with flapping wings [32,62]. This MAV ismodeled after hummingbird, and at

current development, it is able to hover, take-off/landing, flying in forward and lateral direction

under remote control. It is weighted 19 g including a power supply last up to 8 minutes flying

time, with a wingspan of 16.5 cm (6.5 in). Unlike the conventional rotorcraft and fixed-wing, the

mechanical structure of flapping-wing MAV, are usually designed according to control require-

ments. As such, the Nano Hummingbird MAV operates by using only two flapping wings with

each of them attached to a direct current (DC) motor, functioning as rudder, elevators, ailerons,

and engine. Besides the motors, the bot carries a video camera, communication modules, and a

battery.

Other successful examples are the Microbat by AeroVironment, 23 cm wingspan with 12.5 g

weight, which has an endurance of 22 minutes under remote control [17]; and DelFly Micro with

an impressive 10 cm wingspan and 3 g weight [19].

1.2.2 Challenges on Flight Control

Generally, MAV control can be stratified into two levels: mission control and flight control.

Mission control operates the payload on the MAVs to accomplish certain tasks, while flight

control takes care of the stabilization of the aircraft. In the other words, it is to fly the aircraft

autonomously like what radio-controlled (RC) modelers have done.

In the current literature, no MAV has achieved a true missionautonomous flight. Most of the

autonomous control discussed is referred to the flight control alone, or just the aircraft attitude

stabilization. As a result, experienced pilots are needed to gain the high level control of the

MAV for guidance and navigation. This, however, is impractical as the MAV will be out of the

pilot’s sight beyond certain range. To overcome the line-of-sight problem, the inclusion of an

on-board camera was first demonstrated in the AeroVironment’s Black Widow, where it can be

remotely piloted by observing the live images transmitted to the ground station. However, since

most of the MAV cannot carry on-board transmitters powerfulenough to allow tele-operation,
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many researchers have focused on developing a fully autonomous MAV. An example which

has been designed from its inception as a fully autonomous MAV, is the Entomopter originally

developed at the Georgia Institute of Technology under a DARPA contract [49].

In an ideal situation, the MAV should be able to attend their mission regardless of weather

conditions. Here, stability and control of MAVs pose a greatconcern to the researchers due to

the lack of power, mass, or control surface area to fly in extreme environments such as with

turbulence and wind gusts. A simple solution to minimize theeffect of local wind gusts would

be flying at a higher velocity. This, however, makes them lessuseful in certain close-in recon-

naissance. On top of that, the fixed-wing configuration is susceptible to roll perturbations. Even

if it is flown by a ground pilot, roll stability augmentation is needed. As for the flapping-wing

platform, flapping flight is more complicated than any other aircraft due to the high nonlinearity

of the flapping wings. In such a platform, it is necessary to combine the wing structures and

flight controls to perform the desired maneuvers. In brief, flight control of MAVs presents more

challenges, which involves all motion and air data sensors,flight actuators and control surfaces,

even mechanical structures, all driven by an automatic pilot and the flight control system [27].

In order to build an aircraft system with higher degree of autonomy, increasing demands are

being placed on the hardware and software that comprise the guidance and control system. As

the aircraft becoming more autonomous, guidance and control systems must support advanced

functions such as automated decision making, obstacle avoidance, target acquisition, target

tracking, artificial vision, and interaction with other manned or unmanned systems [60,73]. The

acceptable form factors of these systems are decreasing, atthe same time performance require-

ments are also increasing. Current miniaturization techniques may accommodate these changes,

however, the main challenge is still presented in the processor speed and storage capacity. Cur-

rently, it is believed that advances in software technologyhave the potential to revolutionize the

control system design.

For flight control, it is common to divide the control probleminto an inner loop that con-

trols attitude and an outer loop that controls the translational trajectory of the aircraft [46]. At
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the lowest level, inner loop flight control is simply to maintain the vehicle in the correct orien-

tation (roll, pitch, yaw) while maneuvering through environmental perturbations such as wind

and precipitation [72]. Therefore, its reference is eithera gyroscopic reference, integrated ac-

celerometers, or external passive (infra-red sensor), or active (radar/sonar sensor) cues. For the

outer loop control, GPS is an ideal reference so long as it is available. However, GPS-reference

control system has its limitation as GPS signal is unavailable in indoor environment, or it may

be denied on the battlefield. For very small MAVs, the abilityto carry an efficient GPS antenna

is not possible because the vehicle itself falls well below the wavelength aperture of the L1 and

L2 GPS frequencies (1575.42 MHz and 1227.60 MHz, respectively, or aboutλ = 22 cm) [15].

Many control methods have been applied to MAVs, in either simulation or actual imple-

mentation [52]. Dynamic inversion and neural-network-based adaptations have been used to

improve the performance of the attitude control systems [18], and a pseudo control hedging

(PCH) method has been used to protect the adaptation processfrom actuator limits [34]. This

results in the introduction of adaptation to uncertainty inthe attitude and the translational dyna-

mics to minimize the effects of flight control model error in all six degree-of-freedom (DOF),

and thus leading to a more accurate position tracking. Optical flow sensing is a technique that

allows a moving observer to sense the proximity of its surroundings and its relative motion. It

becomes another control technique that has gained popularity since the advent of MAVs [65].

The method was motivated by how some insects, such as the honey bee, observe the bilateral

flow of objects in their field of view in order to assess their speed and trajectory relative to

objects [26]. Besides, vision-based state estimation and some commonly used control tech-

niques such as PID, linear quadratic gaussian (LQG), feedback linearization, backstepping, are

all evaluated on MAVs [21,30,76].

Regardless of the flight control methods employed, the ultimate result must be a system

capable of responding to the high bandwidth maneuvering requirements posed by the MAV’s

mission. For instance, in the indoor flight scenarios, they must be able to sense and react to

avoid disaster in an obstacle-rich environment. Relative to the speed of flight, the on-board
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Parts Weight Portion Weight (g)
Hardware system 40% 20
Electronics 30% 15
Power supply 30% 15
Total 100% 50

Table 1.1: Target weight distribution of the MAV

sensors must be able to detect obstacles and provide enough time for the control system to

re-plan the trajectory [37]. The system has to then command actuators that are able to follow

the commanded path before collision occurs. These dynamicsare one of the most challenging

control problems for any flight vehicle. Given that MAVs can be controlled by fully autonomous

means, significant test and evaluation issues continue to exist [8].

1.3 Thesis Outline

The major aim for this thesis is to develop MAVs which are capable of full autonomous flight in

indoor environments. According to the literatures, well developed fully autonomous air vehicles

for indoor navigation are rather large in size (above 30 cm diameter), which ultimately fall out

from the MAV definition set by DARPA. While small scale MAVs which satisfy the require-

ments are widely available, most of them has limited autonomy due to the size limitation.

This thesis aims to develop small scale autonomous MAVs starting from structural analysis

and design, followed by avionic circuit board customization. A model based control method-

ology is also included to achieve different autonomous performance based on the applications.

Power supply is also needed to power the entire MAV for 8 minutes flight. The targeted weight

of the MAV is set as 50 g, while largest dimension below 15 cm. The proposed weight distribu-

tion of the MAV systems is shown in Table. 1.1.

This thesis is divided into 9 chapters. This chapter introduces the state-of-the-art UAVs and

the aim of this thesis in developing fully autonomous MAVs. Chapter 2 discusses the platform

selection criteria. Chapter 3 highlights the importance offinite element analysis on different
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aircraft structure to obtain an aircraft frame that is free from potential vibration problems while

maintaining its low weight. A guideline to design MAV avionics circuit board is proposed in

Chapter 4 to integrate the essential sensors and processors. Chapter 5 details the derivation

of the dynamics model of the MAV systems, together with suggested methods to identify its

parameters. Controller design on the identified MAV model isdiscussed in Chapter 6, followed

by flight trajectory generating algorithm based on minimum jerk optimization in Chapter 7.

An application of the MAV and its realization are discussed in Chapter 8. Finally, concluding

remarks and projected future work are discussed in the last chapter.
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Chapter 2

Platform Selection

2.1 Introduction

In general, based on current review on the market discussed in Chapter 1, there are three main

aircraft platforms to be considered: the rotory-wing (Fig.2.1); the fixed-wing (Fig. 2.2); and

the flapping-wing (Fig. 2.3). Besides these conventional platforms, there are also various un-

conventional platforms including tail-sitter aircraft and rolling-wing platforms. However, these

platforms are mainly developed to achieve specific flight mission such as having both the abili-

ties of vertical take-off and long range cruise flight. As a result, these unconventional platforms

will not be considered in the design of the MAV.

Rotory-wing aircraft can be further broken down into three different types: the single-rotor

vehicle, also known as helicopter (Fig. 2.1(a)); the co-axial rotorcraft (Fig. 2.1(b)); and the

multi-rotor vehicle, with quadrotor (Fig. 2.1(c)) dominating this type of platform currently.

In this chapter, five aforementioned platform types (fixed-wing, flapping-wing, helicopter,

co-axial, and quadrotor) will be considered and discussed according to the proposed specifica-

tions. They will be evaluated based on their maneuverabilities, weight and size factors, and the

complexity of the platforms.
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(a) Single-rotor helicopter

(b) Co-axial helicopter

(c) Quadrotor

Figure 2.1: Rotory-wing platforms
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Figure 2.2: Fixed-wing platform

Figure 2.3: Flapping-wing platform
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2.2 Maneuverability

Requirement for aircraft maneuverability is strongly constrained by the surrounding environ-

ment. Most of the applications of the proposed MAV are indoorrelated, as its proposed size and

weight allow it to navigate freely even in a cluttered indoorenvironment. Also, the aircraft must

be fully controllable for its 6 DOF motions, i.e.,x-, y-, z-translation and rotation. Furthermore,

the platform must also be easy to operate for a human pilot. Thus, it requires the platform to

have high control margin at its hovering state with a certainpayload.

Although having quick responses, the fixed-wing aircraft is, however, not suitable for indoor

missions. A fixed-wing aircraft has no fixed-point hovering ability which is very important or

essential for indoor navigation. Also, it generally needs ahuge turning radius to change its

heading direction, thus it is not recommended to maneuver inan obstacle rich environment.

The signatures of all rotory-wing platforms are the abilityto take-off vertically and hover at

a fixed point. Particularly, helicopters and quadrotors arewell-known for their agility maneu-

verability in confined space. Although such aggressive movements are not essential in indoor

navigation, the high maneuverability bandwidth makes suchplatforms the ideal candidates for

MAV development.

Besides the rotory-wing, flapping-wing aircrafts are also ideal for guidance and navigation

in buildings with cluttered obstacles. Like the helicopter, the flapping-wing has high maneuver-

ability at any direction of flight. However, the technology of such a platform is yet to be mature

enough to operate in practical cases today.

2.3 Size and Weight

According to the criteria set by DARPA on MAV, it has to be lighter than 100 g, with a largest

dimension of 15 cm. With these stringent restrictions on both the size and weight of the MAV,

the platform choices are limited.

For rotory-wing platforms, conventional helicopter losesits advantage in terms of size factor
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as a tail-rotor is always needed to compensate yaw reaction torques. To shorten its tail, the main

rotor needs to reduce its size, resulting in a lower payload budget. On the other hand, with the

contra-rotating main rotors sharing the same shaft, the co-axial platform has its advantage in the

size factor as a tail-rotor is no longer needed. As for a quadrotor, due to its highly symmetry

design, it can be shrunk or expanded depending on the payloadof the platform. This makes it

another suitable candidate to develop MAVs.

In literature, the smallest platforms with the lowest weight are not the rotorcraft, but the

fixed-wing and flapping-wing platforms. These platforms gain their lift forces from the wings,

which are usually made from lightweight materials. However, as the lift generated by the wings

are either through airfoil (for fixed-wing) or flapping motion (for flapping-wing), it is generally

weaker as compared to the lift generated by the rotating propellers of the rotory-wing platform.

As their wings area get further restricted due to the size constraint, the lifting force produced by

them will be lowered. This ultimately restricts the payloadof the platform, which is not desired

in the MAV design.

2.4 Structure Complexity

Complexity of the platform structure will result in complicated aerodynamics during flight. This

will in turn complicates the controller design of the aircraft as the aerodynamics of the aircraft

need to be taken care of. A simple structure with straight forward working principle is desired.

Among the selected platforms, flapping-wing has the most complicated aerodynamics during

flight. With only a pair of wings and a tail rudder control surface, a flapping-wing platform is

an under-actuated system and thus can only be controlled in less than six DOF. For flapping-

wing to achieve full six DOF control, it needs to be modified mechanically to a more complex

structure.

On the other hand, fixed-wing aircraft has the simplest and mature structure, with aileron

control surfaces on its wings, rudder and elevator control surfaces on its tail. It is one of the
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Figure 2.4: Changes in collective pitch of the blade

ideal candidates in terms of structural complexity.

For rotory-wing, both helicopter and co-axial need collective pitch to control the direction of

travel (see Fig. 2.4). Current state-of-art collective pitch control mechanism uses a swash plate

attached with two to three servo motors as control inputs. The upper body of the swash plate

will be linked to the blades and spin together with them, while the lower body of the swash plate

stays at certain desired orientation (Fig. 2.5). The swash plate complicates the MAV mechanical

design, and introduces extra unmeasurable states to the vehicle dynamics in the control point

of view. The other type of rotory-wing platform, the quadrotors, utilize four fixed pitch blades

without the need of any swash plate. The direction of motion of such vehicle is sorely controlled

by the combination of different rotating speed of the motors. Such a simple mechanical structure

and working principle of the quadrotor will also ease up the miniaturization work.

2.5 Summary

A summary of the discussion can be seen in Table 2.1. According to the advantages shown on

each requirement, a quadrotor platform appears to be the best candidate to realize the proposed

MAV system design. The quadrotor has high maneuverability as it can take-off and land verti-

cally, hover, and even to perform agility movements. It can be shrink down easily to small and

light while maintaining its core structure and working principle. It has also one of the simplest
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Figure 2.5: A swash plate of a small scale RC helicopter

Maneuverability Size Structure Complexity
Fixed-wing Not suitable due to Small but low Simple

large turning radius payload
Flapping-wing Good Small but low Complex

payload
Helicopter Good Large due to Complex

tail-rotor
Co-axial Good Small Complex
Quadrotor Good Small Simple

Table 2.1: Advantages and disadvantages of each platform

structure among the aircrafts. The system design of the MAV will be realized on a quadrotor

platform.
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Chapter 3

Airframe Design

3.1 Introduction

The restriction in size of the MAVs has several implicationson their performance capabilities.

One of them is the structural stability of the aircrafts. In general, a small-scale model is struc-

turally weak and vulnerable to variety of potential structural vibration problems especially the

structural resonance. In this condition, the vibration amplified to a maximum amplitude when

forcing frequency matched the natural frequency of the structure.

For a small-scale quadrotor platform, slender bodies such as the quadrotor arms are typically

susceptible to this harmful threat. This excessive vibration is more likely to occur as the frame

is made of composite materials which are much lighter. Therefore, the quadrotor frame needs

to be carefully designed to avoid any potential structural natural frequencies within the range of

quadrotor operating speeds.

3.2 Material

After careful consideration on the material of the main bodyframe, carbon fiber-reinforced

polymer appears to be one of the optimum choice as it has high tensile strength-to-weight ratio.
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Figure 3.1: Carbon/epoxy T300/5208

It is also used extensively in aerospace and automotive field.

Two typical types of carbon fiber used in the aerospace industry are the bi-directional plain

weave carbon fiber and the uni-directional carbon fiber.

3.2.1 Bi-Directional Plain Weave Carbon Fiber

The bi-directional plain weave carbon fiber (Fig. 3.1) is themost commonly selected fabric style

for lightweight aerodynamic parts. It delivers uniform strength in both horizontal and vertical

directions, which is ideal for most flat or slightly curved applications. To maximize its strength

properties, each carbon fiber layer can be added at an alternating 45 degree angle during the

lay-up process.

The material properties of this material depends on the types of carbon and its epoxy. Ac-

cording to [63], the bi-directional plain weave composite made of carbon and epoxy of type

T300 and 5208 respectively, with fiber volume fraction,Vf , of 0.4, has the material properties

shown in Table 3.1.

3.2.2 Uni-Directional Carbon Fiber

Unlike the bi-directional plain weave composite, the uni-directional carbon fiber (Fig. 3.2) is

extremely stiff on one direction while relatively weak on the other direction. It can be used
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Description Unit Value
In-plane Young’s modulus GPa 53.1
Out-of-plane Young’s modulus GPa 8.0
In-plane Poisson ratio 0.055
Out-of-plane Poisson ratio 0.074
In-plane Shear modulus GPa 3.79
Out-of-plane Shear modulus GPa 3.70
Density kgm−3 1465

Table 3.1: Material properties of bi-directional plain weave carbon/epoxy T300/5208

Figure 3.2: Carbon/epoxy T300/976

for a variety of applications such as aircraft and rocket fuselages with long body parts. In the

quadrotor fuselage design, it is especially useful for quadrotor arms design.

The material properties of the uni-directional carbon and epoxy of type T300 and 976 is

shown in Table 3.2 [38].

3.3 Vibration Analysis Formulation

Once the material of the platform is selected, vibration analysis will be carried out to determine

a suitable size and shape of the structure. Limited by the requirement for MAVs, the quadrotor
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Description Unit Value
Young’s modulus along grain GPa 135.2
Off-grain Young’s modulus GPa 9.24
Poisson ratio along grain 0.32
Shear modulus along grain GPa 6.28
Density kgm−3 1480

Table 3.2: Material properties of uni-directional carbon/epoxy T300/976

arms length are bounded to a maximum of approximately 7 cm, while due to the vibration

caused by the rotating rotors, the natural frequencies of the structure need to be higher than the

maximum rotating frequency. Thus, analysis is carried out to fulfill the two requirements stated

above.

In this section, mathematical formulation of the vibrationanalysis will be derived. It in-

cludes the natural mode analysis which calculates the natural frequencies of the material, and

the frequency response analysis which shows the amplitude and frequency of the vibration due

to oscillating load.

3.3.1 Natural Mode Analysis

For a full system, the natural mode analysis, also known as the free vibration analysis, is a

vital preliminary study in order to investigate the vibrational characteristics of the structure. For

normal mode analysis, there are no external forces that act on the system and hence the equation

of motion is presented in [14] as

M̄¨̄u+ K̄ū = 0, (3.1)

whereM̄ andK̄ are mass and stiffness matrices of the structure. Also, the term ū and ¨̄u are the

displacement and acceleration of the system. As the full system is constructed, Equation (3.1) is

then solved in order to obtain the natural frequencies,ω, and the modes,̄u′, of the free vibration
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for a structure. For free vibrations, a general solution is in the form of

ū = ū′ cosωt, (3.2)

and thus Equation (3.1) becomes

[K̄− ω2M̄]ū′ = 0. (3.3)

By replacing theω2 = λ, we have

[K̄− λM̄]ū′ = 0, (3.4)

which is commonly known as the general matrix eigenvalue problem. Using the existing method

among eigensolution techniques, one may obtain the solution by solvingdet [K̄− λM̄] = 0

where the roots (also called eigenvalues),λi, for i = 1, 2, ... can be calculated. Subsequently,

the corresponding eigenvectors,ū′i, can be computed once the eigenvalues are found.

3.3.2 Frequency Response Analysis

For complete structural model, the equation of motion in Equation (3.1) can be extended and

presented as [14]

M̄¨̄u+ C̄ ˙̄u+ K̄ū = P̄ (ω)ejωt, (3.5)

whereC̄ is the damping matrix anḋ̄u is the velocity of the system. Meanwhile,̄P (ω)ejωt

is a vector of external forces in complex form. The forces canbe real or imaginary, or both.

Assuming the harmonic motion of the system, harmonic solution can be expressed as

ū = ū(ω)ejωt, (3.6)
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whereū(ω) is a complex displacement vector. Thus, the first and second derivatives are pre-

sented as

˙̄u = jωū(ω)ejωt, (3.7)

¨̄u = −ω2ū(ω)ejωt. (3.8)

Substituting them into the equation of motion, gives

[−ω2M̄+ jωC̄+ K̄]ū(ω) = P̄ (ω), (3.9)

which can be solved as matrices̄M, C̄, andK̄ are known. Thus, the displacement response can

be determined according to the loadP̄ for a specific forcing frequency.

3.4 Finite Element Analysis

Although closed-solutions can be obtained, analytical methods to solve the vibration frequencies

and amplitudes are impractical in the platform design process. As the platform may consist of

multiple irregular shape structures, numerical approach to find solution by utilizing commercial

softwares will be more accurate and efficient. Finite element analysis (FEA) is a numerical

approach in solving structural problems. The main idea of finite element method (FEM) is to

discretize the problem where the domain to be analyzed is divided into a number of discrete

elements. Using this approach, it offers great flexibility to model complex geometries which

would be impossible by taking analytical approach. Therefore, the MSC Nastran, one of the

most widely used FEA commercial software is utilized in the design of the micro quadrotor

platform.

Nastran is a useful tool which simulates static and dynamic cases for a wide variety of

complicated structural problems. Therefore, the real structural behavior of the model can be

examined. Accompanied with Nastran, modeler software called MSC Patran is employed for
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finite element modeling. Patran provides geometry modeling, meshing, boundary condition and

material properties setup for Nastran. It is also used for post-processing purpose. The process of

modeling and simulation using Patran and Nastran is illustrated in Fig. 3.3. Provided in Nastran,

Lanczos method is utilized for eigenvalues and eigenvectors extraction purpose.

To simulate the quadrotor platform in a systematic way, single arm and full configuration

model are constructed in Patran with composite material assigned before Nastran is used to

investigate the structural resonance. In corresponding tothis research, the study is concentrated

on natural mode analysis to determine the natural frequencies and mode shapes of the model,

then the frequency response analysis will be simulated based on the results. The natural mode

analysis leads to the prediction of resonance for the structure and the type of resonance that may

occur. Meanwhile, the displacement response of the model can be determined using frequency

response analysis when external steady-state oscillatoryexcitation is applied.

3.5 Case Study

Two case studies were conducted. The first case studies the single arm configuration, followed

by the second case, the full quadrotor configuration. In the simulation, the structures will be

tested for the normal mode and the frequency response analysis. In an effort to explore the

suitable structure for the quadrotor arms, models with five different cross-sections were tested.

The cross-sections are the commonly used rectangular, rectangular hollow, circular hollow, T

shape and N shape. The geometry of the cross-sections are showed in the Fig. 3.4. As the force

of the system exerts only on the tip of the beam, uni-directional carbon fiber with fiber direction

parallel to the beam is utilized. the material used in the structural analysis is the uni-directional

carbon/epoxy T300/976 which has been discussed in the previous section.
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MSC PATRAN 

Pre-processing 

•  Import/create geometry 

•  Create finite element mesh 

•  Apply boundary condition 

•  Apply loads 

•  Create material properties 

•  Create element properties 
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MSC NASTRAN 

Solver 

•  Solve for displacements  

•  Compute strains 

•  Compute stresses  

�
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Post-Processing 

•  Deformation plots 

•  Stress fringe plots 
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�

Figure 3.3: Modeling and simulation process using MSC Patran and Nastran
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Figure 3.4: Cross-section of beams
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Figure 3: Thin plate model in MSC/PATRAN. Figure 3.5: Thin plate model in MSC Patran

Length Frequency (Hz)
(mm) Mode 1 Mode 2 Mode 3 Mode 4
50 614.60 3656.7 3803.4 10518
60 426.85 2546.1 2642.6 7313.4
70 313.62 1873.6 1942.1 5377.1
80 240.30 1437.1 1491.3 4137.1
90 189.73 1135.4 1175.3 3255.4
100 153.68 920.14 952.05 2637.5

Table 3.3: Natural frequencies of thin plate with varying length

3.5.1 Single Quadrotor Arm

It is well known that slender bodies are more easily exposed to vibration. Thus, shorter structure

is stiffer and this is proven in the simulations using Nastran. Here, thin plates (Fig. 3.5) with

varying length between 50 mm to 100 mm are tested. In Patran, the thin plate model is built

using two dimensional (2D) four-node quad elements with material orientation of [450,−450, 0].

Using the models constructed, the normal mode analysis is conducted via Nastran. For this ana-

lysis, the discrete element employed has six DOF per node andall nodes at the one of the tip

are assumed to be fixed. In Table 3.3, summary of the Nastran analysis results obtained for this

study is given.

Based on the simulation results, it is evident that the natural frequencies for all first four

mode increased as the structure is shorter. Therefore, shorter model is preferable to form the

quadrotor arm. Further study is then directed to the other models with different cross-section.
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Type of Cross Weight Frequency (Hz)
Section (g) Mode 1 Mode 2
Rectangular 0.5328 426.85 2546.1
Rectangular hollow 1.7760 3032.4 17318
Circular hollow 1.3949 2647.9 15624
T shape 0.9768 1902.8 2622.7
N shape 1.4208 2717.5 3215.6

Table 3.4: Natural frequencies of beam with different cross-sections(1 mm thickness)

Following the defined cross-sections, the models are again constructed in Patran. Here, the

model for each cross-section was constructed with lengtha = 60 mm, widthw = 6 mm, height

h = 6 mm and thicknesst = 1 mm. By following the similar procedure for normal mode

analysis, the natural frequencies for the first two modes aretabulated in Table 3.4.

It is noted that rectangular shaped beam has the lowest natural frequencies for the first two

modes among the five. For the first mode, the natural frequencies for open shape (T shape and

N shape) beams are comparable to those with closed shape (rectangular hollow and circular

hollow). Meanwhile, the natural frequencies for closed shape beam are much higher in mode 2

with 17318 Hz and 15624 Hz for rectangular hollow and circular hollow beams. Overall, mod-

els with closed shape cross-sections have higher natural frequencies, thus they are more rigid.

Using similar approach, the simulation is repeated for beams with thickness,t = 0.5 mm and

the natural frequency results are shown in the Table 3.5. In this case, the weight of the beams

is greatly reduced (between 45 to 50%) while maintaining therelatively high natural frequen-

cies. These results show that in most of the shape that has been experimented, decreasing the

thickness of the beams will cause low effects on the natural modes of the structure. The resulted

mode shapes for the first two modes for these five shaped beam are illustrated in Fig. 3.6-3.10.

Referring to Table 3.4 and 3.5, one can notice that in general, the beam having a closed cross-

section shape, i.e., rectangular hollow and circular hollow, has better natural modes as they have

much higher natural frequencies compared to others. A more detailed study is conducted on the

effect of cross section geometry variation toward the performance of the beam. Next, the effects

of width and height of these selected beams are investigated.

31



Type of Cross Weight Frequency (Hz)
Section (g) Mode 1 Mode 2
Rectangular 0.2664 213.45 1322.5
Rectangular hollow 0.9768 3270.7 18312
Circular hollow 0.7670 2851.6 16495
T shape 0.5106 1845.3 2713.2
N shape 0.7548 2810.4 3458.7

Table 3.5: Natural frequencies of beam with different cross-sections(0.5 mm thickness)

49.572Hz 313.29Hz 

908.38Hz 1230.5Hz 

Figure 4: Mode Shape for rectangular shaped beam. 
Figure 3.6: Mode shape for rectangular shaped beam
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1932.8Hz 1939.6 Hz 

10915.9 Hz 10929.9Hz 

Figure 5: Mode Shape for rectangular hollow shaped beam. Figure 3.7: Mode shape for rectangular hollow shaped beam

1534.3 Hz 1539.0Hz 

9220.0Hz 9245.4Hz 

Figure 6: Mode Shape for circular hollow shaped beam. 
Figure 3.8: Mode shape for circular hollow shaped beam

33



Figure 6: Mode Shape for circular hollow shaped beam. 

739.0 Hz 1326.4 Hz 

1449.1Hz 2868.2Hz 

Figure 7: Mode Shape for T shaped beam. Figure 3.9: Mode shape for T shaped beam

850.6 Hz 1490.7 Hz 

3279.6 Hz 4059.3 Hz 

Figure 8: Mode Shape for N shaped beam. 
Figure 3.10: Mode shape for N shaped beam
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Height Width Frequency (Hz)
(mm) (mm) Mode 1 Mode 2

3 3 1538.5 1538.5
3 4 1588.9 2036.4
3 5 1625.9 2515.8
3 6 1651.8 2979.7
3 7 1670.3 3430.8
3 8 1683.5 3871.3
3 9 1693.0 4302.7
3 10 1699.4 4725.6
4 6 2218.0 3105.6
5 6 2756.0 3199.4
6 6 3270.7 3270.7

Table 3.6: Natural frequencies of the rectangular hollow beam with different width and height (0.5 mm
thickness)

It can be seen from Table 3.6 that the height variation of the rectangular hollow beam affects

the 1st mode frequencies more severely than the 2nd mode frequencies. On the other hand,

the width variation of the beam affects the 2nd mode frequencies much more than the 1st mode

frequencies. In conclusion, utilizing a square beam with equal height and width will give similar

frequencies for 1st and 2nd mode. This is further proven in Table 3.7 where the circular hollow

beams were analyzed.

Based on the single quadrotor arm simulation results, the smallest simulated rectangular

beam of 3 mm× 3 mm has the lowest natural frequency of higher than 1500 Hz, which is more

than twice the maximum rotating speed of the motor of 2291 rad/s, or 729 Hz (see Chapter 5).

Thus, it gives relatively high margin for the full quadrotordesign, which will be simulated in

the next section.

3.5.2 Full Quadrotor Configuration

Due to structure stability shown by closed shape beams, the full configuration is then tested

using rectangular hollow beam and circular hollow beam to form the arms attached to each

corner of the main frame. The main frame is designed to be28.28×28.28 mm with thickness of
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Radius Frequency (Hz)
(mm) Mode 1 Mode 2
2.0 1839.3 1839.3
2.5 2347.5 2347.5
3.0 2851.6 2851.6
3.5 3349.6 3349.6
4.0 3840.1 3840.1
4.5 4322.0 4322.0
5.0 4794.3 4794.3
5.5 5256.1 5256.1

Table 3.7: Natural frequencies of the circular hollow beam with different width and height (0.5 mm
thickness)

Figure 3.11: Quadrotor model with rectangular hollow beams

2 mm. For simulation purpose, the main frame is made of aluminum with modules of elasticity

70 GPa and Poissons ratio 0.3 with density 2700 kg/m3. Meanwhile, 60 mm long carbon fiber

beams are employed as the quadrotor arms. Again, uni-directional carbon/epoxy T300/976

is used. The main frame is modeled as 2D shell element while the quadrotor arm using one

dimensional (1D) beam, as shown in Fig. 3.11.

For this analysis, the main frame is assumed to be rigid and thus, fixed in all three translation

DOF. For a quadrotor model with arms of 3 mm× 3 mm× 6 mm rectangular hollow beam,

the resulted natural frequencies for 1st and 2nd mode are 971.92 and 5843.3 Hz respectively.

On the other hand, the natural frequencies for quadrotor model using circular hollow beam with
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outer diameter of 3 mm with length 6 mm are at 940.35 Hz for firstmode and 5070.7 Hz for

second mode.

Subsequently, dynamic analysis is performed to investigate the response of the quadrotor

to oscillatory excitation produced by the propeller. As thetargeted weight for the full MAV

system is below 50 g, 0.1225 N force is applied on each arm of the quadrotor. The analysis

is performed over frequency range of 0 to 4000 Hz. Results obtained from the Nastran are

displayed in Fig. 3.12.

The results show the displacement amplitude at the tip of thequadrotor arm. From the

response spectrum, the frequency at peak for both quadrotormodels matches the first natural

mode simulated earlier. Based on the simulation result, both models are suitable for miniature

quadrotor design as the maximum vibration frequency (729 Hz) is far from the natural frequency

(971.92 Hz and 940.35 Hz) for the first mode. Therefore, usingclosed shape beam as the

quadrotor arm can guarantee extreme stability for the wholequadrotor model.

3.6 Experimental Validation

Two test-bench experiments were carried out to verify the natural frequency simulated by Nas-

tran. The first experiment uses an aluminum beam of 200 mm length, 6 mm width and 1.5 mm

thickness, with an electrical motor mounted at the tip of thebeam. The motor was then powered

up to the speed where the aluminum beam starts to vibrate severely. In the second experiment, a

carbon fiber beam of 70 mm length, 6 mm width and 1 mm thickness was examined. To obtain

the vibration frequency and amplitude of the structure in these experiments, an external laser

range sensor was used to detect vibration motion of the beams. Both the experiment results are

tabulated in Table 3.8.

From the validation results, one can conclude that the Nastran simulation resembles the real

structure up to at least 95% accuracy. The simulation results can therefore be used as a guideline

to design the structure of the quadrotor MAV.
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(a) Quadrotor model with rectangular hollow beam

(b) Quadrotor model with circular hollow beam

Figure 3.12:Displacement response at tip of the arm

Material Experimental Nastran Simulation Accuracy
Aluminum 117.2 Hz 123.34 Hz 95%
Carbon fiber 68.85 Hz 71.57 Hz 96%

Table 3.8: Comparison of the first natural mode between experiment and simulation results
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3.7 Quadrotor Body Design

The previous sections have illustrated the structural analysis for several beam candidates. It is

noted that closed shape beams yield higher natural frequencies, thus outperforming the others.

Oscillatory steady-state excitation representing the force induced by propeller is experimentally

determined along with its working frequency. The external force is then applied on the tip of

each quadrotor arm for frequency response analysis. The results show quadrotor models with

either rectangular hollow or circular hollow cross-section give significantly low displacement

amplitude. Also, the natural frequency for both model are above 940 Hz which is far away

from the working frequency of the proposed micro quadrotor.Therefore, rectangular hollow or

circular hollow beams are the most suitable structures to form the quadrotor arms. In fact, they

are widely available.

According to the results from the beam analysis, four carbonfiber tubes with the dimension

of 60 × 3 × 3 mm are utilized to connect four motors to the base frame. The base frame is

designed with the aid of a 3D mechanical design software named SolidWorks. SolidWorks

develops efficient and quicker designs of mechanical products and components, facilitating the

design tasks for the platform. This 3D software is chosen as the design and analyzing software

over other mechanical design tools for the following advantages:

1. In-built intelligence design tools increase design efficiency and minimize design error;

2. Better visualization of the design with intuitive interaction with the 3D model;

3. Easy one click creation of 2D drawing from 3D objects for fabricating and manufacturing;

4. Weights, center of gravity (CG), moment of inertia and other geometric data can be ob-

tained directly from the evaluation functions;

5. Vibration and resonant frequencies simulation can be conducted with aid of SolidWorks

simulation softwares.
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Figure 3.13: Fabricated quadrotor body and its counterpart designed in SolidWorks

Figure 3.14: Motor holder designed in SolidWorks
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Figure 3.15: Full micro quadrotor body designed in SolidWorks with dimension (in mm)

Figure 3.16:Fabricated MAV platform
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The base frame is designed such that it holds four carbon fibertubes, forming a symbolical

cross shape of the quadrotor. Two partitions were created tomount the avionic circuit and to

hold the battery. It can be visualized in Fig. 3.13.

Four light weight holders are designed to mount the electricmotor to the end of each beam

(see Fig. 3.14). Together with the base frame, they are fabricated with acrylonitrile butadiene

styrene (ABS). Although the ABS material is not as stiff as the carbon fiber, as the base frame

and the motor holder have no slender parts, the overall natural frequency of the system will

not be affected much. The ABS material is not only light weight, but it can also be fabricated

easily by shaping from mould or 3D printing. The complete frame design for the quadrotor

MAV can be visualized in Fig. 3.15. Once the design is confirmed, the MAV is fabricated as

shown in Fig. 3.16. Note that this mechanical design allows the carbon rod to be inserted into

the middle layer of the center frame, where only part of the rod appears outside the frame. The

total diagonal length of the aircraft is thus 142.54 mm.

Vibration analysis is again carried out in simulation for the quadrotor frame design. Fre-

quency analysis of these assembly parts are shown in Fig. 3.17, where the fundamental resonant

frequency of the current structure is estimated in simulation as 1199.6 Hz, which is much higher

than the working frequency of the motors. Flight tests of thefabricated MAVs are also carried

out to verify that the whole platform design is free from vibration problems. A complete work

of this chapter is documented in [57,59].
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Fig. 4. Overall structure analysisFigure 3.17:Vibration analysis of quadrotor frame
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Chapter 4

Avionics Design

4.1 Introduction

To construct a quadrotor MAV capable of autonomous flying, several essential hardware and

electronics are required. Besides the aircraft bare body, an MAV also consist the following

hardware:

1. Motors and propellers to create the main lift for the aircraft;

2. Electronic speed controllers (ESCs)to precisely control the rotational speed of the mo-

tors;

3. Microprocessor to process control algorithm and to output control signal tothe speed

controller;

4. IMU to measure attitude changes of the MAV for control purpose;

5. Camera to provide local position information for navigation purpose;

6. Radio frequency (RF) receiverto receive control command from the ground station;

7. Data logger to log flight data.

45



Figure 4.1: Essential hardware and electronics needed for a quadrotor MAV

The overview of the quadrotor MAV hardware and electronics connection can be viewed in

Fig. 4.1. In this chapter, each hardware and electronics will be discussed in detail, followed by

a customized avionic circuit board that integrates most of the electronics. In the last section,

software implementation of the MAV system will be briefed.
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4.2 Motor and Propeller

Motor and propeller are the main actuators of the quadrotor MAV. As each quadrotor consists

of four sets of motor and propeller, they need to be carefullychosen as their characteristics must

satisfy the design requirements [5, 40]. A few important design requirements of the quadrotor

MAV, which are directly related to the characteristics of the motor and propeller, are listed

below:

1. Operating Voltage: Different motor has different maximum input voltage, depends mainly

on the size of the motor, and the torque produced by the motor.In general, smaller motor

has lower operating voltage, where the torque produced by such motor is also relatively

lower. In RC aircrafts, the motor operating voltage is commonly rated in the multiple of

3.7 V, similar to the output voltage of a single cell Lithium-polymer (LiPo) battery. In

the MAV design, since majority of the components can be powered by voltage as low as

3.3 V, a single cell powered motor will be ideal to the design.

2. Current Consumption: As motors are the main power drains for the MAV, the current

consumption of the motor directly affects the capacity of the battery needed for the MAV

to fly in a specific amount of time.

3. Weight: Four motors contribute four times its weight to the MAV system, and thus affect

the overall weight of the system heavily.

4. Maximum Thrust: The maximum thrust of four rotors could produce must be at least

greater than the overall weight of the MAV, for MAV to take-off. Ideally it must be at

least 1.5 times the weight of the quadrotor to realize more aggressive maneuver.

Based on the requirements stated above, a 8000 kV single cellbrushed DC motor is uti-

lized. Combined with four propellers, two with clockwise and another two with anticlockwise

spinning blades, the total weight of a single motor and propeller set is approximately 4 g. The

propellers used are made of plastic, 56 mm in length. This propeller is readily available in the
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Figure 4.2: Motor and propeller of the MAV

market, as it is also used in many hobby-range RC quadrotor such as Walkera QR Ladybird,

Hubsan mini Quad, and TRAXXAS QR-1 (see Fig. 4.2). Test benchexperiment has proven that

the combination could produce a maximum thrust of 20 g each, which combined is approxi-

mately 1.5 times larger than the proposed weight of MAV at 50 g.

4.3 Micro-Processor

In avionics, processor is the crux of the entire system. Within this compact MAV design, the

functions of the processor are

1. To read IMU data at 100 Hz;

2. To read command from the receiver in the form of pulse-position modulation (PPM);

3. To decode IMU and receiver’s data;

4. Run data filtering and control algorithm;
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(a) ATmega328P (b) VN-100 SMD

(c) ATtiny13A (d) DelTang Rx31d

(e) Sparkfun OpenLog

Figure 4.3: Components used in avionic system design
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Parameter Value
Flash memory 32 Kbytes
Pin count 32
Max. operating frequency 20 MHz
CPU 8-bit AVR
SPI 2
I2C 1
UART 1
PWM 6
ADC channels 8
Operating voltage 1.8 - 5.5 v
Active current consumption (1 MHz, 1.8 v) 0.2 mA

Table 4.1: Key parameters of ATmega328P

5. To output pulse-width modulation (PWM) signals to ESCs;

6. To log data to the external logger.

In order to perform these tasks, ATmega328P (see Fig. 4.3(a)), a high performance Atmel

8-bit AVR microcontroller is selected due to the presence ofthe following characteristics:

1. Availability of various ports sufficient for MAV use;

2. Low power consumption;

3. Programming convenience with Arduino libraries.

Key parameters of ATmega328P are listed in Table 4.1.

4.4 Inertial Measurement Unit

IMU is an indispensable sensor to all autonomous aerial vehicles. It is attached to the aircraft

to provide vital real-time motion data such as accelerations, angular rates, and magnetic values.

In addition, 3-axis Euler angles measurements are necessary for aircraft orientation control.

However, IMU does not necessarily need to provide angular measurement of the aircraft as it

can be estimated using an extended Kalman filter (EKF) [33] orcomplimentary filtering. The
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Parameter Value
Yaw/Roll range ± 180 deg
Pitch range ± 90 deg
Angular rate range ± 500 deg/s
Acceleration range ± 8 g
Power supply 3.2-5.5 V
Current drawn 50 mA @ 3.3 v
Communication UART, SPI
Dimension 24× 22× 3 mm
Weight 3 g
Output data Raw IMU data, Filtered Euler angles
Highest output data rate 200 Hz

Table 4.2: Important specifications of VN-100 SMD

primary disadvantage of these filters is - they are computationally intensive, which add extra

burden on the on-board Atmel AVR microprocessor. One of the solutions is to select a small,

light yet powerful IMU with in-built EKF algorithm.

The VN-100 SMD (Fig. 4.3(b)) from VectorNAV is selected as the on-board IMU. It is light

weight (3 g) and miniature (24 × 22 × 3 mm) high performance IMU with Attitude Heading

Reference System (AHRS). It is also built-in with 3-axis accelerometers, 3-axis gyros, 3-axis

magnetic sensors as well as a 32-bit processor to compute andoutput a real time plus drift-free

3D orientation solution.

Apart from that, VN-100 SMD also comprises a quaternion based drift compensated Kalman

filter operating with full 32-bit floating point precision byutilizing the on board 32-bit processor,

which updates at 300 Hz according to the data provided. It also provides both raw and corrected

sensor measurements as well as the estimated angles at 200 Hz, which is more than sufficient

for the MAV system. Important specifications of VN-100 SMD isshown in Table 4.2.

4.5 Brushed Electronic Speed Controller

ESC is the fundamental component for each brushed motor usedin the MAV design. The

purpose of ESC is to convert PWM signal to analog signal, the only waveform accepted as the
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input of the motor. Four 8 pins processors ATtiny13A (Fig. 4.3(c)) are utilized as individual ESC

to the motors. A customized program is uploaded to the processors to convert low frequency

(50 Hz) PWM signal from the main processor to the high frequency (5000 Hz) PWM signal

output. Such high frequency PWM signal is effectively filtered to approximate analog voltage

to the motor. As the output current of the processor’s pin is low, metal-oxide-semiconductor

field-effect transistor (MOSFET) is used to boost the current of the analog signal such that it

drives the motor directly from the power supply. In total, four processors and four MOSFETs

are included in the circuit board design which will be discussed in Section 4.9.

4.6 Radio-Frequency Receiver

Typically in RC flights, an RF receiver is used to receive and decode RF signals sent from a

transmitter controlled by a remote pilot. Receiver is not a requisite in a fully autonomous flight

control system as no remote pilot is required. However, mostof the UAV designs today retain

the receiver component for failsafe purposes, where the human pilot has higher authority to

remotely control the UAV during emergencies.

In the proposed quadrotor MAV system, the receiver is implemented for a different objective.

Apart from being able to receive control signal from a remotepilot, the receiver is used to receive

control signals from a ground station in autonomous mode. Itis effective especially operating

in indoor environment with the aid of Vicon motion technology where the system measures the

position and velocity of the MAV. Next, the Vicon system willtransmit the control signals or

the measurement values to the aircrafts on-board processorvia the transmitter-receiver link.

This communication link can be realized using a PCTx cable, aproduct by Endurance R/C

(see Fig. 4.4). The PCTx cable connects the ground station (desktop or laptop) to the transmitter

which transmits the RF signal wirelessly to the on-board receiver. PPM signal is sent to the on-

board processor for processing upon receiving the signals from the ground station. The Rx31d

manufactured by DelTang is selected for system integrationdue to its ultra tiny package of

52



Figure 4.4: PCTx cables from Endurance R/C

10× 10 mm with 0.21 g (see Fig. 4.3(d)). It is capable of providingup to 7 channels of PPM

signals, which is sufficient for a full control of the MAV.

4.7 Data Logger

Important flight data such as state variables of an MAV are recorded for post flight observation

and analysis, thus requiring a data logger. In order to fit into the MAV avionics, the data logger

needs to be small, light and reliable. An open source data logger from Sparkfun - OpenLog (see

Fig. 4.3(e)) is utilized for this purpose. OpenLog weighs only 1.70 g and fits perfectly into the

MAV design. It starts logging any serial data up to 115200 baud rate to the micro SD card upon

powered up. In addition, Sparkfun provides OpenLog firmwareand design files which can be

redesigned into the main PCB of the avionic system.
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Figure 4.5: Battery for the MAV

4.8 Power Supply

The main consideration in designing the power supply is to meet the overall system and flight

duration requirements. The choice of power supply is important as it usually constitutes approx-

imately 30% of the overall weight of the MAV, and the power needed to lift the MAV will be

increased due to its own weight. As all on-board components can be powered up with 3.3 V, a

single cell LiPo battery is considered.

To efficiently power the MAV system for 8 minutes flight time, the current consumption

of each components need to be considered. Table 4.3 shows thetotal current consumption of

the MAV electronics. It is clear that the main power drains are from the motors. To achieve 8

minutes flight time, we need

Current capacity = 2111.8 × 8

60

= 281.57 mAh

Assuming 80% efficiency of the system, we needs a battery withclose to the current capacity as
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Component Amount Total Current
Consumption (mA)

Motor 4 2000
ATmega328P 1 6.6
ATtiny13A 4 35.2
VN-100 SMD 1 70
Total 2111.8

Table 4.3: Total current consumption of MAV system

shown below:

281.57

0.80
= 351.97 mAh

A short survey on the market, a LiPo 3.7 V battery with currentcapacity of 360 mAh is

utilized to power the avionics and to drive the motors (see Fig. 4.5). A 3.3 V regulator is

included to provide a clean voltage to the components, as a single cell LiPo battery has output

voltage from 4.2 V when fully charged to lower than 3.4 V when it is used up. The battery is

as light as 9.80 g and is also tested experimentally to provide enough energy for an 8 minutes

flight duration.

4.9 Avionic Circuit Board Design

In this section, the design process of the PCB for the avionicsystem of the MAV will be de-

scribed in detail. Among the five components to be included tothe avionic system, the IMU,

flight control processor and four ESCs will be incorporated into the design, while the receiver

and the logger will be attached to the designed PCB. A generalguideline to design avionics

PCB for quadrotor MAV using Altium Designer is shown in Fig. 4.6. They will be discussed in

the following:

1. Logic development- Before the start of the design, circuit logic must be made right.

The connection between each electronics should be identified. Signal transmission type
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Figure 4.6: Flow chart for MAV PCB design
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Figure 4.8: PCB layout

between each components is analyzed. For example, communication between the receiver

and the processor is in the form of PPM signals, while the IMU and the processor are link

through a serial port.

2. Component selection and schematic design- A schematic diagram of the design must be

drawn in Altium Designer with all the components needed, i.e., one ATmega328P, one

VN-100 SMD, four ATtiny13As, and four MOSFETs. Also, four status indication LEDs

are introduced to the design, with one of them connected directly to the power supply as

the power indicator, while the rest of them connected to the general output pins of the

flight control processor for user configurable purposes. As all these components can be

powered up with 3.3 V, a voltage regulator with 3.3 V output isincluded. Connections

between each of the components can be viewed in the schematics of ESC (see Fig. 4.7(a))

and the micro-processor (see Fig. 4.7(b)).

3. Design verification by circuit simulation- A physical circuit prototype is built at this stage

with breadboard. The system must work well once it is poweredup. For example, the ESC

should run the motor once a throttle signal is given from the remote transmitter.

4. Rules development- Note that the default distance measurement in Altium Designer is in
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unit mil (one-thousandth of an inch). In default, the non-main power routing is set to have

a width of 10 mil, while the main power routing (3.7 V directlyfrom power supply) is

manually set to be 30 mil width to allow higher flow of current.

5. Board size and shape selection- To satisfy the dimension and weight constraints, a square

shape of 4× 4 cm PCB layout is imposed. As only a few components are use in the

design, this dimension of the PCB should well be enough to place all components.

6. Circuit layout design- The layout of the components on the PCB is important as to reduce

the electromagnetic interference between the components.The first component to be

placed on the PCB is VN-100 SMD, as it must be placed in the middle of the design to be

as closed to the CG as possible. Its orientation is also an important issue to care of, as the

x-axis of the component must be pointed to the front. Next, theflight control processor,

ATmega328P is placed in the middle of the opposite side of thePCB, while the four ESCs

(one ATtiny13A and one MOSFET each) are placed at the four corner of the same side.

Lastly, the four LEDs are placed beside the VN-100 SMD so thatthey are clearly visible

to the user during flight.

7. Routing - The final step of designing PCB is the routing to connect eachcomponent

according to the connection assigned in the schematic phase. The routing could be easily

done (see Fig. 4.8) in a 2-layer-PCB setup.

Once the design is done, it can be sent to PCB manufacturer forfabrication. With PCB

thickness of 1 mm, the fabricated product is approximately 7g including all components, within

the dimension of40× 40× 1 mm.

4.10 Camera Subsystem

While the IMU is one essential sensor to provide orientationestimation of the MAV, it can also

estimate the position of the aircraft relative to its starting location by integrating the measured
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Parameter Value
Weight (g) 2
Resolution (lines) 420
Pixel 400000
Lens (mm) 2.78
Power supply (V) 3.5-5
View angle (degree) 62

Table 4.4: Specifications of the analog camera

Parameter Transmitter (on-board) Receiver (ground)
Module code TX5813 RX5808
Weight (g) 3.4 6.6
Frequency range (MHz) 5705-5945 5705-5945
Power supply (V) 3.5-5 3.5-5
Dimension (mm) 22× 20× 3 28× 23× 3

Table 4.5: Specifications of the video communication modules

accelerations twice. However, the naive approach of integrating the accelerations introduce

drifting that would cause serious issue to the MAV position estimation. In the environment

where the position of the MAV can be accurately estimated through external sensor, such as

under the Vicon motion tracking system, position of the aircraft can be obtained. In practical

situation where no external sensors are installed, one of the solution to the localization problem

of the MAV can be solved by utilizing vision motion estimation.

In order to realize vision localization, a stand-alone camera subsystem consisting of an

analog camera, an analog transmitter and a 40 mAh LiPo battery is designed and fabricated.

Table 4.4 lists the specifications of the analog camera whilethe specifications of the analog

video transmitter and receiver are highlighted in Table 4.5. A 40 mAh LiPo battery was selected

to provide sufficient power supply to the camera system alonefor up to 10 minutes. All the

components were integrated on a single customized PCB for easy mounting on the platform.

Table 4.6 lists the total parts in the design of the quadrotorMAV together with the actual weight

of the manufactured components.
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Component Amount Weight (g)
Battery 1 9.80
Motor and propeller 4 14.36
Quadrotor arm 4 3.72
Quadrotor frame 1 2.13
Avionic system 1 7.32
Camera system 1 6.25
Miscellaneous 1.70
Total 45.28

Table 4.6: Weight breaks down for quadrotor MAV

Figure 4.9: Tasks to be carried out on MAV’s processor

4.11 Software Realization

The avionics is not complete without its software. By utilizing Arduino C++ Library, the autopi-

lot software is drafted and implemented from scratch. Arduino environment provides a platform

to realize embedded system programming in a straight forward and user friendly manner, espe-

cially useful for Atmel processors.

In this section, several key events of the program will be discussed. The flow of the software

can be visualized in Fig. 4.9.
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4.11.1 Read and Decode IMU Data

The measurement data from the IMU can be transferred via a serial port. With the baud rate of

115200, the measurement can be transmitted to the main processor at 100 Hz. The communica-

tion data includes

1. Quaternion data of current measurement;

2. Angular rate data of current measurement;

3. Checksum value for error detection.

While angular rate data can be used directly for control, conversions are needed to transform

the quaternion to Euler angles. They can be converted easilyvia

ψ = tan−1

[

2(q0q1 + q2q3)

q23 − q22 − q21 + q20

]

, (4.1)

θ = sin−1 [−2(q0q2 − q3q1)] , (4.2)

φ = tan−1

[

2(q0q3 + q2q1)

q23 + q22 − q21 − q20

]

, (4.3)

whereq0, q1, q2, q3 are the quaternion variables obtained from the IMU data. Through the con-

versions, the main program is able to retrieve Euler angle and angular rate measurements every

10 ms.

4.11.2 Read and Decode Receiver Data

The selected receiver has two output modes: PWM and PPM outputs. PWM output requires

each channel (Total of 5: Aileron, Elevator, Throttle, Rudder, Switch) to have its own pin,

where as PPM output requires only one pin, where all the channel outputs are queued up and

sent out one after another. Although the PPM output has lowertime resolution as compared to

PWM output, it is ideal for the MAV system as the main processor has limited PWM ports.

As PPM signal uses the width between pulses as signal modulation, the value of the data

can be retrieved by recording the time taken between each pulse. An example of PPM signal is
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Figure 4.10: PPM signal from receiver

Figure 4.11: Flow of program in getting PPM reading

shown in Fig. 4.10, wheret1, t2 − t1, t3 − t2, t4 − t3 andt5 − t4 correspond to the time taken

between the consecutive pulses, which ultimately represent the values of the data on channel 1

to 5. To obtaint1 to t5, a timer and an interrupt pin from ATmega328P is utilized as shown in

Fig. 4.11. According to the flow chart, the PPM data is decodedas the stored timer value.

4.11.3 Generate PWM Signals

To receive PPM signals from the receiver, one timer is reserved, left only two more for gener-

ating PWM outputs. As there are total of four PWM signals to besent out from the processor,

both the timers need to be utilized well.
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In the MAV software design, the PWM signals are set to 50 Hz. Inother words, there are 20

ms time-lapse between the pulses. In general, the pulses of PWM signal are in the range of 1 ms

to 2 ms, where the width of the pulse indicate the data of the signal sent. Due to this property,

it only utilize less than 10% of the duty cycle for each PWM signals, and thus it can be realized

using just two timers, as shown in the steps below:

1. According at the time flow shown in Fig. 4.12, at timet1, PWM1 signal will be pulled up,

Timer1 will be initialized to 5 ms, whileTimer2will be initialized to(t′1 − t1), where

its value is determined by the controller output for motor 1;

2. At time t′1, Timer2 will overflow and hence interrupt the program. At this instance,

PWM1 signal will be pulled down;

3. At timet2 which is 5 ms aftert1, Timer1will overflow and hence interrupt the program.

At this instance,PWM2 signal will be pulled up andTimer2will be initialized to(t′2−t2),

where its value is determined by the controller output for motor 2;

4. Similar procedure will be carried out every 5 ms duringTimer1 overflow interrupt. This

algorithm ensure all four PWM outputs are generated with just two timers.

A flow chart graphical view of the algorithm is shown in Fig. 4.13.

4.11.4 Total Program Run-Time

Multiple tests were conducted to ensure ATmega328P microcontroller is capable of running the

software and perform the tasks mentioned above within a specific time. Fig. 4.14 shows the

total program run-time in the conducted experiment. The main loop of the program which run

the control algorithm is able to complete each loop within 5 ms. The software main loop is thus

set to 100 Hz, so that the processor will never be overloaded,as there will be more than 50%

margin for each loop of processes.
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Figure 4.12: Synchronization of four PWM outputs
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Figure 4.13: Flow of program in generating PWM outputs
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Chapter 5

Dynamics Modeling

5.1 Introduction

As the quadrotor MAV has relatively simpler dynamics compared to helicopter or co-axial ro-

torcraft, a model based controller design is desired. Modelbased controller design allows a

systematic design process such that specific control performance of the system can be achieved.

Mathematical model of the platform is essential to the MAV system design.

In this chapter, a nonlinear model for quadrotor MAV is derived to describe the dynamics of

the aircraft. A few assumptions are made in deriving the model:

1. The origin of the body-frame is coincident with the CG of the quadrotor;

2. Axes of body-frame coincide with body principal axes of inertia, i.e. the moment of

inertia of aircraft body,J, is diagonal;

3. Propellers are assumed rigid due to its small size, i.e., no blade flapping occurs.

These assumptions are valid as the proposed quadrotor MAV isfour way symmetry and of small

size.

A model system overview of the quadrotor is presented in Fig.5.1. Noted that the outputs

are displayed on the right of each block, while the inputs areshown on the left.. In the next few
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Figure 5.2: Pitching, rolling and yawing of a quadrotor MAV

sections, mechanism in each major block will be derived, starting from the right-most block.

The author’s contributions on the dynamics modeling of the quadrotor MAV can also be found

in [42,55,58]

5.2 Working Principle

Before deriving the model, a basic working principle of the quadrotor MAV will be briefly

explained. For a quadrotor, the four spinning rotors createa net lift and thus controlling the

vertical acceleration of the body. The difference in rotational speeds of the rotors will result

in pitching, rolling and yawing of the quadrotor (see Fig. 5.2). Note that in the following

derivation, rotor numberi = 1, 2, 3, 4 correspond tofront right, bottom right, bottom left, front

left rotor respectively. Rotors 1 and 3 rotate counter-clockwise while rotors 2 and 4 rotate

clockwise. Basic main movements of the MAV is tabulated in Table 5.1.
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Movement Rotor 1 Rotor 2 Rotor 3 Rotor 4
Pitching Forward Slow Fast Fast Slow
Pitching Backward Fast Slow Slow Fast
Rolling Leftward Fast Fast Slow Slow
Rolling Rightward Slow Slow Fast Fast
Yawing Leftward Slow Fast Slow Fast
Yawing Rightward Fast Slow Fast Slow
Upward Movement Fast Fast Fast Fast
Downward Movement Slow Slow Slow Slow

Table 5.1: Main movements of MAV

5.3 Coordinate Systems

As a common practice of aeronautic analysis, two main coordinate frames will be used in the

derivation. One is the North-East-Down (NED) frame and the other is the body frame. While

the NED frame is stationary with respect to a static observeron the ground, the body frame

is placed at the CG of the quadrotor helicopter, where its origin and orientation move together

with the helicopter fuselage. Note that the bodyx-axis pointed to the front of the aircraft, body

y-axis to the right of the aircraft, and bodyz-axis pointed downwards in body frame, as shown

in Fig. 5.2. From this point onwards in this thesis, coordinates in NED frame will be denoted in

subscriptn, while coordinates in body frame will be denoted in subscript b.

The equations of motion are more conveniently formulated inthe body frame for a few

reasons [11]:

1. The inertia matrix is time-invariant;

2. Quadrotor body symmetry can greatly simplify the equations;

3. Measurement obtained on-board are mostly given in body frame, or can be easily con-

verted to body frame;

4. Control forces are almost always given in body frame.
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5.4 Kinematics

To obtain the translational and rotational motions betweenthe NED and the body coordinate

systems, one has the following well-known navigation equations [12]:

Ṗn = Rn/bVb, (5.1)

Θ̇ = S−1ωb, (5.2)

where the rotational matrix,Rn/b, and the lumped transformation matrix,S−1 are given by

Rn/b =













cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ

cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ

−sθ sφcθ cφcθ













, (5.3)

S−1 =













1 sφtθ cφtθ

0 cφ −sφ
0 sφ/cθ cφ/cθ













, (5.4)

with s∗ = sin (∗), c∗ = cos (∗), andt∗ = tan (∗).

Noted that the rotational matrix,Rn/b, is orthogonal, thus its inverse is identical to its trans-

pose, i.e.,Rn/b
−1 = Rn/b

T. This unique property of the rotational matrix greatly simplifies

the model of the MAV.

5.5 6 DOF Rigid-Body Dynamics

By using the Newton-Euler formalism which describe the translational and rotational dynamics

of a rigid-body, the following two dynamic equations take into account of the mass of the air-
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craft,m, and its inertia matrix,J.

mV̇b + ωb × (mVb) = F, (5.5)

Jω̇b + ωb × (Jωb) = M, (5.6)

whereF andM are the force and moment vectors acting on the body,m andJ are the mass and

the moment of inertia of the aircraft respectively.

As mentioned in the previous section, the inertia matrix,J, is assumed diagonal. It can be

represented as

J =













Jx 0 0

0 Jy 0

0 0 Jz













. (5.7)

5.6 Forces and Moments Generation

According to [10, 24, 28], the force and torque vectors of quadrotors are contributed by two

major sources, more specifically, the gravitational force and the main rotor movements. There

is another source of moment generation due to the reaction (counter) torque produced by the

rotating propellers. However, it is usually neglected as its contribution to this block is usually

less than 1% of the total moment generated [11]. For simplicity, it is simply ignored. As a result,

the force and moment vector is divided into these two parts

Λ =







F

M






= Λgravity +Λrotor. (5.8)

5.6.1 Gravitational Force

The first component is the gravitational vectorΛgravity due to the gravity acceleration,g. As

the gravitational force acting only on thez-axis of the NED frame, by transforming it to the
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body frame, we have

Fgravity = Rn/b
−1













0

0

mg













=













−mgsθ
mgcθsφ

mgcθcφ













. (5.9)

It is clear that the gravitational acceleration only affects the force vector but not the moment

vector, thus overall gravitational vector can be formulated as

Λgravity =







Fgravity

0






=

































−mgsθ
mgcθsφ

mgcθcφ

0

0

0

































. (5.10)

5.6.2 Rotor Movement

The forces and torques directly produced by the main movement inputs contributed to most of

the forces and moments generated. For each of the rotating rotor, it creates a thrust,Ti, and

a torque,Qi, for i = 1, 2, 3, 4. From the aerodynamics consideration, the thrust and torques

created are formulated as

Ti = CTρAR
2Ω2

i , (5.11)

Qi = CQρAR
3Ω2

i , (5.12)

whereCT andCQ are the aerodynamic coefficients of the propeller,ρ is the density of the air,A

andR are the disc area swept by the rotating rotor and the radius ofthe rotor blade, whileΩi is

the rotating speed of thei-th rotor. In the MAV design, the propellers have fixed pitch.Thus the
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aerodynamic coefficients can be approximated as a constant.As the rest of the terms are also

constants exceptΩi, the equations can then be simplified to

Ti = kTΩ
2
i , (5.13)

Qi = kQΩ
2
i , (5.14)

wherekT and kQ can be obtained through experiments. We may callkT and kQ as thrust

coefficient and torque coefficient respectively for ease of reading.

The summation of thrusts produced by each of the rotor will result in a total lift in body

negativez-axis direction, thus

Frotor =













0

0

−(T1 + T2 + T3 + T4)













. (5.15)

Next, pitch and roll moments will be generated by the thrust difference of the opposing

rotors, while the yaw moments is generated based on the totalmoments of each rotors, provided

they are installed strictly upright. The moment vector willthen be

Mrotor =















lm√
2
(−T1 + T2 − T3 + T4)

lm√
2
(T1 + T2 − T3 − T4)

Q1 −Q2 +Q3 −Q4















, (5.16)

wherelm is the distance from one motor to the CG of the quadrotor. Notethat this derivation is

only true for a X-configuration quadrotor MAV.
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5.7 Motor Dynamics

The motor dynamics is the most important block of all which requires high accuracy in model-

ing, as the dynamics of the quadrotor is highly affected by the motor performance. In order to

accurately capture the motor dynamics, signal changes due to the ESC must also be considered.

Here, the identification work is separated into two different blocks as shown below:

1. Voltage generation block: Analog voltage output by the ESC based on normalized PWM

input generated by controller. The whole block will be treated as a static system as the

ESC contains no dynamical states;

2. Motor dynamics block: Speed dynamic of the motor powered with input analog voltage.

This system will be first derived from electrical and mechanical properties of a DC motor,

then the parameters will be identified through bench experiments.

5.7.1 Equivalent Analog Voltage

In most motor identification commonly done by many researchers, the output voltageva, is

assumed to be directly driven by the normalized PWM signalδ to the ESC for simplicity. This,

however, ignored the transformation cause by the ESC.

Intuitively, one might assume that the output voltage from the ESC is directly proportional to

the product of the normalized PWM signal and the supply voltagevs. This relationship depends

on the working theory and the circuitry of the ESC. In this work, the relationship between the

inputs and the output is unknown, and thus can only be identified experimentally. In general,

we can write it as

va = f(vs, δ), (5.17)
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where the normalized inputδ is

δ =
uPWM − 1039

1000
, (5.18)

such thatδ will always stay within 0 and 1. Here theuPWM is the PWM input in unitµs.

5.7.2 Electrical and Mechanical Dynamics

There is a main restriction on the motor model: The assumption that the mechanical friction

is only linear in the motor speed; namely, only viscous friction is assumed to be present in

the motor (such an assumption is approximate since Coulomb friction is usually experienced in

motors). The motor dynamics can be separated into electrical and mechanical parts [54]. The

analysis on the motor system is also divided into dynamics analysis and steady-state analysis.

Electrical Properties

The rotor is assumed to be a single coil characterized by the inductanceLa and resistanceRa,

but it has to be taken into account the back electromotive force (EMF)e of the motor. The

equation associated with such an electric circuit is given by

va(t) = La
dia
dt

+Raia + e. (5.19)

The following two equations hold for the back EMFe and the torque exerted by the motor

TM :

TM = KΦΦia, (5.20)

e = KΦΦΩ, (5.21)

whereKΦ is the magnetic flux constant.

As regards to the flux flowing in the motor, the fluxΦ is constant for a DC motor with
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constant stator magnet, we have

TM = K1ia, (5.22)

e = K1Ω, (5.23)

whereK1 = KΦΦ.

Mechanical Properties

The motor exerts a torque while supplied by voltage on the rotor. This torque acts on the me-

chanical structure, which is characterized by the rotor inertia J and the viscous friction coeffi-

cientF . Since propeller torque is exerted on the motor, then, ifQ is the torque produced, the

following equation describes the mechanical system of the motor:

TM −Q = J
dΩ

dt
+ FΩ. (5.24)

AsQ is produced due to aerodynamic torque of the spinning propeller, it can be represented

as

Q = kQΩ
2. (5.25)

More detail derivation of aerodynamic torque has been discussed in the previous sections.

Dynamic Analysis

The dynamic of the motor is the combination of its electricaldynamic and mechanical dynamic.

The electrical dynamic is given by

ia(s)

va(s)− e(s)
=

Ka

1 + τas
, (5.26)
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whereKa = 1/Ra andτa = La/Ra are the rotor gain and time constant.

The mechanical dynamic has the similar form:

Ω(s)

TM (s)−Q(s)
=

Km

1 + τms
, (5.27)

whereKm = 1/F andτm = J/F are the mechanical gain and time constant.

In general, as the electrical dynamic of the motor is much faster than the mechanical dy-

namic, i.e.τa << τm, the whole motor dynamic is assumed to behave as a first order system,

with mechanical dynamic dominate the performance of the system. Thus, onlyτm needs to be

identified, whileKm andKa will be broken down into different segments due to the aerody-

namic torque. They will be discussed in the following steady-state analysis.

Steady-State Analysis

In modeling the whole quadrotor as a system, the dynamic of each motor is found to be much

faster than the dynamic of the rigid-body, and thus the motorcan be considered a static system.

This will ease up the identification work as the relationshipbetween the speed of the motor to

the input voltage of the motor can be obtained easily.

In equilibrium, taking all derivative terms to zero, we have

va = Raia + e, (5.28)

TM = FΩ+ kQΩ
2. (5.29)

Combining them, we have

va =

(

RaF

K1
+K1

)

Ω+
RakQ
K1

Ω2

≡ K2Ω+K3Ω
2. (5.30)
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5.8 Parameter Identification

There are a few parameters needed to be identified in order to obtain the model of the quadrotor.

The proposed parameters identification method and their identified values will be discussed in

this section.

5.8.1 Measurable Parameters

The mass of the aircraft and the length of the arms can be directly measured by a weighing scale

and a ruler. Their respective values are:

m = 0.0448 kg,

lm = 0.0695 m.

5.8.2 Gravity

For the gravity acceleration, we have the following formulation to estimateg:

g = 9.780327(1 + 0.0053024 sin2 ϕ− 0.0000058 sin2 2ϕ),

whereϕ is the latitude of the location. In Singapore,ϕ ≈ 2 deg, we have

g ≈ 9.781 ms−2.

5.8.3 Moment of Inertia

According to [29], the moment of inertia for aircraft body can be measured by the trifilar pen-

dulum method. The experimental setup is shown in Fig. 5.3. Inthis experiment, the aircraft

is suspended by three flexible strings with equal lengthl. The horizontal distances between the

attached points and the CG arel1, l2 andl3 respectively. One can slightly twist and release the

platform around thez-axis and record the oscillation periodtl . The moment of inertia can then
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Figure 5.3: Trifilar pendulum method

be calculated by:

Jz =
mgl1l2l3t

2
l

4π2l
· l1 sinα1 + l2 sinα2 + l3 sinα3

l2l3 sinα1 + l1l3 sinα2 + l1l2 sinα3
.

Besides experimental method, the tensor and rotating moment of inertia of the mechanical

parts can also be estimated numerically with the aid of SolidWorks. With the exact density and

scale to the real physical parts, the tensor moment of inertia of the quadrotor MAV is calculated

with the mass properties function of Solidworks. They are given by

Jx = 3.0738 × 10−5 kgm2,

Jy = 3.0849 × 10−5 kgm2,

Jz = 5.9680 × 10−5 kgm2.
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5.8.4 Motor Dynamics

An experiment is set up to estimate the value ofτm. As explained in the previous section,

the motor dynamics is dominated by its mechanical property,and thus a first order system is

assumed. The time constant of such system can be approximated by measuring the transient

response of the rotating speed of the motor given a step input. τm can then be obtained by

finding the time taken from the beginning to 63.2% of the steady-state value. It is obtained as

τm = 0.0821 s.

To determine the relationship between the supply voltagevs and normalized PWM signal

δ to the motor rotor voltageva, an experiment is performed by varyingδ while measuring the

output voltage from the ESC,va. The experiment is repeated for a few times with differentvs

to the ESC. The results can be visualized in Fig. 5.4. Some manipulation was done to the input

data and output data, we have obtained a fairly linear relationship between the inputs and output

as shown in Fig. 5.5. The identified equation is

v2sδ = 1.0864v2a − 0.7031, or v2a = 0.9205v2s δ + 0.6472.

Next, the steady-state property of the motor is identified. The motor was directly supplied

with analog voltageva, and the corresponding rotational speed of the propeller ismeasured with

a photo-interrupter. The result is plotted in Fig. 5.6. The response of the motor matches fairly

well with the theoretical model of

va = K2Ω+K3Ω
2, (5.31)
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Figure 5.4: Steady-state response of the ESC on two different inputs

where

K2 = 1.020 × 10−3,

K3 = 2.817 × 10−7.

5.8.5 Aerodynamics Coefficients

The relationship between the rotor rotational speed with the thrust produced can be obtained

through an experiment as shown in Fig. 5.7. In this experiment, a high grade force and torque

sensor is used. The Nano17 F/T Sensor from ATI Industrial Automation is the smallest com-

mercially available 6-axis transducer in the market (see Fig. 5.8). It is designed to measure the 3

DOF force and 3 DOF torque in the small package of 17 mm diameter. With this product, accu-

ratez-axis thrust and torque of the motor mounted on it can be obtained with ease. In the same

setup, a photo interrupter is installed at where the propeller cut through when spinning. The
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Figure 5.6: Rotational speed response of the motor supplied with analogvoltage
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Figure 5.7: Setup to obtain motor speed and thrust/torque produced
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Figure 5.8: Nano17 F/T Sensor

time taken between each cut is recorded and the corresponding rotating speed can be calculated.

The above results are plotted in Fig. 5.9 and Fig. 5.10. The corresponding aerodynamic

constants are the gradient of the plots, which are respectively

kT = 3.7901 × 10−8 Ns2,

kQ = 1.8623 × 10−10 Nms2.

5.9 Model Verification

The identified parameters with its value and physical meaning are summarized in Table 5.2.

With these identified parameters, the mathematical model ofthe MAV is derived. The dynamics

model of the MAV is further verified to be close to the actual dynamics of the systems.

In the verification flight test, the physical MAV is commandedto pitch forward and back-

ward in an oscillating manner, while the oscillating periodincreases as time goes. This is equiv-
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Figure 5.9: Thrust vs rotation speed square
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Figure 5.10: Torque vs rotation speed square
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Parameter Value Physical Meaning
m 4.48 × 10−2 kg Mass of the MAV
lm 6.95 × 10−2 m Distance between a motor to the CG of the MAV
g 9.781 ms−2 Gravitational acceleration at Singapore
Jx 3.0738 × 10−5 kgm2 Rolling Moment of inertia of MAV
Jy 3.0849 × 10−5 kgm2 Pitching Moment of inertia of MAV
Jz 5.9680 × 10−5 kgm2 Yawing Moment of inertia of MAV
τm 8.21 × 10−2 s Time constant of motor
K2 1.020 × 10−3 Lumped constant of (RaF/KΦΦ+KΦΦ)
K3 2.817 × 10−7 Lumped constant of (RakQ/KΦΦ)
kT 3.7901 × 10−8 Ns2 Thrust coefficient
kQ 1.8623 × 10−10 Nms2 Torque coefficient

Table 5.2: Identified parameters

alent to the chirp signal that is commonly used in model identification. A chirp input consist

of a band of different frequency inputs to the aircraft, where the response of the aircraft should

match its frequency response within the band. The Euler angles and angular rates responses

of the system are recorded in the on-board logger. The exact same chirp inputs are also fed to

the simulator that simulates the dynamics of the MAV from thedeveloped mathematical model.

The angles and angular rates responses from the simulator isrecorded as well.

Both the flight data and simulated data are compared. Fig. 5.11 shows the perturbation

signal on elevator channel to the MAV, while Fig. 5.12 shows the responses of the system in

pitch direction plotted together with the simulated results. Besides some random low amplitude

oscillations caused by the disturbances from the air movement, the responses match fairly well.

The roll response is assumed to be similar to the pitch response, as the quadrotor MAV is four

way symmetry.

In the other flight test, a chirp-like signal was injected to the throttle channel of the quadrotor

MAV, resulting in agitated heave movement. In this experiment, a Vicon motion tracking system

is used to measure the position of the quadrotor with reference to the start up origin. With the

measuredz-position, the corresponding velocity respond will be computed. Both the input

signals and computedz-axis velocity are logged and plotted in Fig. 5.13 and Fig. 5.14. In the

latter figure, it can be seen that the derived mathematical model on heave movement matches
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Figure 5.11: Input to the MAV system in pitch perturbation test
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Figure 5.12: Pitch angle and angular rate of the system response togetherwith simulated response
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Figure 5.13: Input to the MAV system in heave perturbation test

well with the experimental data to a certain perturbation frequency, which is approximately

1 Hz. The quadrotor MAV was unable to respond to the perturbation signal above this frequency,

as it can be observed with naked eyes during the flight tests.
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Figure 5.14:Heave velocity response of the MAV together with simulated response
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Chapter 6

Flight Control Systems Design

6.1 Introduction

In this chapter, an explicit control structure of the MAV will be proposed and derived. The

control inputs are first defined, followed by feedback linearization approach to linearize the dy-

namic model of the MAV. Then, an LQR based controller is designed to stabilize the orientation

of the MAV, and an RPT based controller is formulated for MAV position control. Detailed

structure of the inner- and outer-loop layers of the flight control system can be visualized in

Fig. 6.1.

Intuitively, the control inputs to the system can be writtenasu0 to u3, whereu0 is the net

body z-axis force of the quadrotor, whileu1 tou3 are the body moments. With this control inputs

allocation, the control of the MAV now has clear physical meaning. The quadrotor dynamics

derived from Euler formalism can then be rewrite as

φ̇ = p+ q sinφ tan θ + r cosφ tan θ, (6.1)

θ̇ = q cosφ− r sinφ, (6.2)

ψ̇ = q
sinφ

cos θ
+ r

cosφ

cos θ
, (6.3)
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Jxṗ = u1 + (Jy − Jz)rq, (6.4)

Jy q̇ = u2 + (Jz − Jx)pr, (6.5)

Jz ṙ = u3 + (Jx − Jy)pq, (6.6)

mẇ = mg cos θ cosφ− u0 −m(vp + uq). (6.7)

Control laws can then be implemented to control the input signalsu0 to u3 to their desired

values respectively. The design of the controllers will be discussed in the next section. Assuming

that the desired reference is reached, the control inputs can then be mapped to the pulse width

inputs to the motors. In this mapping, the motors dynamics are ignored as they are relatively

fast compared to the rigid body dynamics and the aerodynamics of the MAV.

First, rotational speed of each motor can be calculated withany desired force and moments,

as follows.



















u0

u1

u2

u3



















=



















kT kT kT kT

− lmkT√
2

lmkT√
2

lmkT√
2

− lmkT√
2

lmkT√
2

lmkT√
2

− lmkT√
2

− lmkT√
2

kQ −kQ kQ −kQ





































Ω2
1

Ω2
2

Ω2
3

Ω2
4



















= 10−8 ×



















3.7901 3.7901 3.7901 3.7901

−0.18626 0.18626 0.18626 −0.18626

0.18626 0.18626 −0.18626 −0.18626

0.018623 −0.018623 0.018623 −0.018623





































Ω2
1

Ω2
2

Ω2
3

Ω2
4



















. (6.8)

For the ease of software implementation, a new variable of rotating speed̄Ω in the unit of

10000 rad/s is defined to replace theΩ:

Ω = Ω̄× 10000. (6.9)
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We then have
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With ignored dynamics of the motor, according to the derivation from the previous sections,

the normalized input PWM signal to the motor can be estimatedas

va = 10.20Ω̄ + 28.17Ω̄2, (6.12)

δ =
1.0864v2a − 0.7031

v2s
. (6.13)

With this backwards tracing structure, with the desired control force and torquesu0 to u3,

one can easily trace the rotating speed,Ω̄, then to the equivalent analog voltage,va, and hence

the required normalized PWM input,δ, can be calculated by compensating the battery voltage,

vs.
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6.2 Feedback Linearization

By assigning a linearization feedback

u1 = Jxū1 − (Jy − Jz)rq, (6.14)

u2 = Jyū2 − (Jz − Jx)pr, (6.15)

u3 = Jzū3 − (Jx − Jy)pq, (6.16)

we can approximate a linear system for each channel, given by
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ṗ






=







0 1

0 0













φ

p






+







0

1






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Similarly for height dynamic,

mẇ = mg cos θ cosφ− u0 −m(vp + uq). (6.20)

Since we could not obtain linear velocity measurements on-board, the latter terms are ig-

nored. This is a valid assumption for non-aggressive flight as the velocity and angular velocity

of the MAV will be close to 0. With linearization feedback, wehave

mū0 = u0 −mg cos θ cosφ, (6.21)
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and we can approximate a linear system for height control
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(6.23)

6.3 Inner Loop Design

As each channel of the MAV’s inner-loop system is a decoupledlinear system, we can now

consider the optimal regulator problem that, given the system equation

ẋ = Ax+Bu, (6.24)

we can obtain a matrixK of the optimal control vector

b(t) = −Kx(t) (6.25)

such that the performance index

J =

∫ ∞

0
(xTQx+ uTRu)dt (6.26)

is minimized. Here,Q is a positive-semidefinite Hermitian matrix, andR is a positive-definite

Hermitian matrix. These matrices determine the relative importance of the error and the expen-

diture of the energy of the control signals. We can then design the LQR controller by choosing

appropriateQ andR matrices.

With the chosenQ andR matrices, a positive-definite matrixP can be obtained as the

solution to the Riccati equation

ATP+PA−PBR−1BTP+Q = 0. (6.27)
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Then, the optimal feedback gain matrixK is obtained as

K = R−1BTP. (6.28)

6.4 Outer Loop Design

To further investigate the performance of the micro quadrotor, a position controller is proposed.

In order to realize it, global position measurement need to be obtained for feedback control. For

this micro quadrotor, as it is designed for indoor navigation, no GPS sensor is installed in the

system. In our solution, we utilize an external sensor source called the Vicon motion sensor

installed on the wall of the building to provide an estimation of the UAV’s local position in the

building. The estimated measurement is accurate up to a bounded error of 0.1 mm. The Vicon

system setup will be mentioned in the next section.

By treating the closed inner-loop and its command generatoras a virtual actuator (see [12]),

the outer-loop dynamics of the aircraft can be treated separately into 3 channels, namely thex-,

y- andz-channels, individually without considering the couplingeffect between the channels

in the system. Thus in such situation, the dynamical equation of any one of the channel, for

example thex-channel, can be expressed as







ẋn

u̇n






=







0 1

0 0













xn

un






+







0

1






ax,n, (6.29)

wherexn, vn, ax,n are respectively the NED position, velocity and acceleration in x-direction.

By applying the RPT approach introduced in [71], we can obtain an augmented system of the
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following form:

ẋ = Ax+Bu+Ew, (6.30)

y = x, (6.31)

e = C2x, (6.32)

where

x =

























xn,r

un,r

ax,n,r

xn

un

























, w = ȧx,n,r, (6.33)

A =

























0 1 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 1

0 0 0 0 0

























, B =

























0

0

0

0

1

























, E =

























0

0

1

0

0

























, (6.34)

C2 =

[

−1 0 0 1 0

]

. (6.35)

Here, state variables with subscriptr represent the reference signals that aircraft is tracking.

With this configuration, we can obtain a closed-form solution for the state feedback gain for the
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system that solves the RPT control problem, given by

u = Fx, (6.36)

with

F =

[

−
ω2
n,x

ǫ2x
−2ζxωn,x

ǫx

ω2
n,x

ǫ2x

2ζxωn,x
ǫx

1

]

, (6.37)

whereǫx is the tuning parameter,ωn,x andζx are respectively the nominal natural frequency and

damping ratio of the closed-loop system ofx-axis dynamic. Similarly with the same procedure,

the controllers of they- andz-channels are designed and implemented.

6.5 Flight Control Simulation

Once the mathematical model is derived and the controllers are design, a simulator is pro-

grammed in MATLAB for controller fine-tuning. The simulatorincorporate the derived MAV

dynamics shown in Chapter 5 together with the control structure proposed in the previous sec-

tions. As the system can be separated into three controllable second order linear system, LQR

design can be easily done. Fig. 6.2 shows the simulated angles and angular rates responses of

the controlled MAV system with step inputs.

6.6 Flight Control Verification

In practice, the simulated controlled system does not guarantee to behave as good in actual

world. A best way to fine-tune the control law design of the MAVis through physical flight test.

A full autonomous MAV control, including three-degree orientation control and three-degree

translational control, is realized in the presence of Viconmotion tracking system. In this system,

several infrared cameras (see Fig. 6.3) are installed around the flyable area of the closed room,

where they are used to detect reflective markers mounted on the aircraft fuselage. The system
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Figure 6.2: Simulated responses of the MAV orientation control system
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Figure 6.3: A single infrared Vicon camera

then estimate the orientation and position of the aircraft,based on the estimated positions of

the reflective markers. In the Vicon setup in the National University of Singapore (NUS) as

shown in Fig. 6.4, 10 cameras are used to provide up to 0.1 mm accuracy of the estimated posi-

tion of the markers. The position information is then sent upto the quadrotor MAV for further

processing to realize position control and trajectory tracking.

The quadrotor is commanded to track a square path with 3.6 meters side length in one

experiment, while tracking a zigzag path in the second experiment. The orientation of the

quadrotor was stabilized with an LQR controller, while the position control of the MAV is

realized in RPT control structure. The position responses of the autonomous system in both

flight tests are shown in Fig. 6.5 and Fig. 6.6. The MAV is able to track thex- andy-positions

fairly well, while remains±5 cm error on thez-position. This difference is due to the dynamics

of the difference channel, as thex- and y-channels’ dynamics are much higher than thez-

channel’s, and thus more prone to surrounding noise.

Besides realizing the flight control in the Vicon system, theMAV has also realized au-
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Figure 6.4: The Vicon system setup
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Figure 6.5: Position reference and response of the quadrotor in full autonomous square path

tonomous flight with mono vision sensor. The algorithm and results are documented in [41].
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Figure 6.6: Position reference and response of the quadrotor in full autonomous zigzag path
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Chapter 7

Trajectory Planning

7.1 Introduction

Once the control problems are solved, the next layer of intelligent autonomous navigation is the

flight trajectory reference generation. In order to formulate a trajectory that could be tracked

precisely, it is necessary to consider the vehicle’s dynamic. As shown in [45,47], the quadrotor

is a differential flat system with the flat outputs:

σ = [x, y, z, ψ]T, (7.1)

wherePn = [x, y, z]T denote the position of the center of mass and theψ is the heading angle

of the vehicle. Specifically, since a quadrotor MAV can navigate to any direction without the

turn of its heading, there is no need to alternate the headingangle at all time. Therefore, the

smooth trajectory of the MAV could be represented by the sub-space of the flat outputs with a

constant heading angle given by

Pn(t) : [tini, tend] −→ R
3, (7.2)
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wheretini and tend denote the initial and final time of the desired trajectory. The trajectory

requires at leastC2 smoothness as its feasibility as input to the vehicle is determined by its

derivatives of different orders. As a differential flat system, it is sufficient to limit the maximum

acceleration or thrust of the vehicle by considering the dynamic of the MAV in generating a

reference path. According to the work in [51], the feasibility condition of the vehicle’s thrust is

constrained by

max

{

3
∑

i=1

(p̈i(t)− gi)
2

}

≤ f2max, ∀t ∈ [tini, tend], (7.3)

wherep1 = x, p2 = y, p3 = z, g is gravity vector andfmax is the maximum allowable thrust.

To further simplify the formulation, aggressive maneuvering is assumed not necessary. The

constraint on vehicle’s thrust is thus split into three individual axis to enhance the computation

speed. The constraint can be simplified to

max
{

(p̈i(t)− gi)
2
}

≤ α2
i , ∀t ∈ [tini, tend], (7.4)

wherei ∈ {1, 2, 3} andαi satisfies
3

∑

i=1

α2
i ≤ f2max. (7.5)

It has been proven in [45] that the upper bound of the norm of the vehicle’s body angular

rates is proportional to the norm of trajectory’s jerk (derivative of the acceleration) as

ω̄2 =

3
∑

i=1
max

t∈[tini,tend]
ji(t)

2

3
∑

i=1
min

t∈[tini,tend]
(p̈i(t)− gi)2

, (7.6)

wherej1, j2, andj3 are the corresponding jerk of the trajectory inx-, y- andz-axis. In order to

achieve a smooth response from the vehicle, a minimum jerk trajectory is naturally considered.

The trajectory planning of the MAV is strongly based on the basis mentioned above. In

order to realize the trajectory generation for such system,we have divided the problem into
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three different parts. Starting with the normalization of the uniform B-spline, followed by two

approaches to solve the minimum jerk trajectory problem—a closed solution and the more prac-

tical quadratic programming solution.

7.2 Normalized Uniform B-Spline

The normalized uniform B-splines is named after its normalized and hence equally segmented

knots vector. The base of the B-splines has been defined in [6]as a recursive function

Ni,0(u) =











1, if ui ≤ u < ui+1,

0, otherwise.
(7.7)

Ni,p(u) =
u− ui
ui+p − ui

Ni,p−1(u) +
ui+p+1 − u

ui+p+1 − ui+1
Ni+1,p−1(u), (7.8)

whereNi,p(u) is the basis function of the generally defined B-splines and[u0, u1, u2, ...] forms

the knot vector of B-splines. Normalization of the uniform B-spline will thus produce the knot

vector[0, 1, 2, 3, ...]. A basis element function of a normalized uniform B-splineshas been given

in [69] as

Tj,i(s) =



















































1, if i = j = 0,

1− s

i
T0,i−1(s), if j = 0, i 6= 0,

s

i
Ti−1,i−1(s), if j = i > 0,

i− j + s

i
Tj−1,i−1(s) +

1 + j − s

i
Tj,i−1(s), if j = 1, ..., i − 1,

0, otherwise.

(7.9)

Thus, a spline function can then be expressed as

Sk(t) =
M
∑

i=1

ciBk(t− i+ 1), ci ∈ R
3, (7.10)
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where

Bk(s) =











Tk−j,k(s− j), j ≤ s < j + 1,

0, otherwise.
(7.11)

Here,j = 0, ..., k wherek denotes the order of the spline, andM denotes the number of user

specified control points. Notice that in general path optimization,ci are the trajectory points in

3D space to be optimized later. As we have broken down the trajectory to its components along

x-, y- andz-directions,ci becomes a scalar in our problem formulation, i.e.,ci ∈ R. Also, as

the trajectory references fed to the outer-loop RPT controller mentioned in the previous chapter

is up to the second derivatives of the positions (the accelerations), we can specifically formulate

this optimization problem in third order, i.e.k = 3.

In order to arbitrarily specify the boundary conditions in our system, a cubic clamped nor-

malized uniform B-spline is proposed. This customized B-spline has a knot vector in the form

of [0, 0, 0, 0, 1, 2, 3, ...,m − 1,m,m,m,m], where the first three and the last three bases cor-

responding to the vector elements of 0 andm are for the initial and the final conditions of the

desired trajectory. Note that in our case,m =M −1, and thus the knot vector hasM +6 terms.

From Equation (7.7), we could easily deduce the different basis accordingly. The expression of

common basis elementB3(u) is given by

B3(u) =



















































1

6
u3, if u ∈ [0, 1),

1

6
− 1

2
(u− 1)3 +

1

2
(u− 1)2 +

1

2
(u− 1), if u ∈ [1, 2),

1

6
+

1

2
(u− 3)3 +

1

2
(u− 3)2 − 1

2
(u− 3), if u ∈ [2, 3),

−1

6
(u− 4)3, if u ∈ [3, 4),

0, otherwise.

(7.12)
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whereas the initial three and the final three bases can be uniquely expressed as

N0,3(u) =











(1− u)3, if u ∈ [0, 1),

0, otherwise.
(7.13)

N1,3(u) =























u(1− u)2 +
u(4− 3u)(2 − u)

8
, if u ∈ [0, 1),

−(u− 2)3

4
, if u ∈ [1, 2),

0, otherwise.

(7.14)

N2,3(u) =







































u2(−3u+ 4)

4
+
u2(3− u)

6
, if u ∈ [0, 1),

u(u− 2)2

4
+

(3− u)(−2u2 + 6u− 3)

6
, if u ∈ [1, 2),

u2(−3u+ 4)

4
+
u2(3− u)

6
, if u ∈ [2, 3),

0, otherwise.

(7.15)

and

NM+3,3(u) = N2,3(−u+M − 1), (7.16)

NM+4,3(u) = N1,3(−u+M − 1), (7.17)

NM+5,3(u) = N0,3(−u+M − 1). (7.18)

Finally, we can express the overall cubic spline in

S3(t) =
0

∑

i=−2

ciNi+2,3(t) +
M
∑

i=1

ciB3(t− i+ 1) +
M+3
∑

i=M+1

ciNi+2,3(t), ci ∈ R, (7.19)

for each individual channel inx-, y- andz-direction.

Now, there areM+6 control points where the first three and last three are used todetermine

the boundary conditions. Thus in general, if a new basis for the clamped spline is defined, the
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cubic spline can be expressed as

S3(t) =
M+5
∑

i=0

τiFi,3(t), τi ∈ R, (7.20)

where

τi = ci−2,

Fi,3(t) =











Ni,3(t), if i ∈ {0, 1, 2,M + 3,M + 4,M + 5},

B3(t− i+ 3), otherwise.
(7.21)

7.3 Minimum Jerk Trajectory: Closed Solution

We can now formulate the problem of the minimum jerk trajectory based on the clamped nor-

malized uniform B-spline. The formulation of the problem issimilar to the documented works

in [45] and [64] but with 6 additional clamped bases as the initial and the final conditions of the

trajectory. If a set of sampled data points is given as

D = {di ∈ R : i = 1, ..., N},

T = {ti ∈ R : i = 1, ..., N}, (7.22)

whereD is the set of 1D trajectory data points,T is the set of time indicating at what time

each of the above data points are reached, andN is the total number of trajectory points to

be optimized, then, the minimum jerk trajectory will be achieved by minimizing the criterion

function

J = wg

∫ ∞

−∞
v2(t)dt+

N
∑

i=1

(S3(ti)− di)
2, (7.23)

wherewg is a weighting factor, and

v(t) =
M+5
∑

i=0

d3

dt3
τiFi,3(t), τi ∈ R, (7.24)
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is the third derivative of Equation (7.20).

It is further shown in [36] that
∫∞
−∞ v2(t)dt can be expressed as the form ofτTGτ , where

τ = [τ0, τ1, ..., τM+5]
T, andG can be calculated explicitly. More specifically, the elements inG

are

gi,j = α5

∞
∫

−∞

F
(3)
i,3 (t)F

(3)
j,3 (t)dt, (7.25)

whereα = (M + 6)/Ttrue andTtrue = tend− tini is the total time of the trajectory. On the other

hand, by letting

H =



















F0,3(αt1) F1,3(αt1) ... FM+5,3(αt1)

F0,3(αt2) F1,3(αt2) ... FM+5,3(αt2)

...
...

.. .
...

F0,3(αtN ) F1,3(αtN ) ... FM+5,3(αtN )



















, (7.26)

we can express the second term ofJ as

N
∑

i=1

(S3(ti)− di)
2 = (Hτ − d)T(Hτ − d), (7.27)

with d = [d1, d2, . . . , dN ]
T. Note that the dimension of vectorτ and d areM + 6 andN

respectively.

Now, the minimization of the criterion function in Equation(7.23) can be reformulated as

Jmin = min
τ

{

wgτ
TGτ + (Hτ − d)T(Hτ − d)

}

. (7.28)

However, in the clamped cubic spline, the first three and lastthree elements inτ are used to

determine the boundary condition. Therefore, they are fixedand should not be treated as opti-

mization variable. Here, a transformation matrixU is used to separate the fixed partτF and the
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programmable partτP of τ as

U







τF

τP






= τ. (7.29)

Then, Equation (7.28) can be rewrite as

Jmin = min
τP





















τF

τP







T

wgU
TGU







τF

τP






+ (HU







τF

τP






− d)T(HU







τF

τP






− d)















, (7.30)

which can be further simplified to

Jmin = min
τP





















τF

τP







T

(wgU
TGU + UTHTHU)







τF

τP






− 2dTHU







τF

τP






+ dTd















. (7.31)

By lettingR = wgU
TGU + UTHTHU , S = dTHU then partitionR andS according to

the dimensions ofτF andτP as

R =







RFF RFP

RPF RPP






andS = [SF , SP ], (7.32)

Equation (7.31) can be expressed as

Jmin = min
τP

{

τT
FRFF τF + τT

FRFP τP + τT
PRPF τF

+τT
PRPP τP − 2SF τF − 2SP τP + dTd

}

. (7.33)

By taking the first derivative with respectτP , we will obtain the optimal values for the

programmable part in a closed form as

τ∗P = R−1
PP (S

T
P −RT

FP τF ). (7.34)
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By using the optimalτP , one could easily reconstruct the control points vector andthe B-

spline using the de Boor’s algorithm [6].

7.4 Minimum Jerk Trajectory: Quadratic Programming

Although there is a closed solution for the minimum jerk trajectory, it is usually not advisable

in real application as the dimension of the solution matrices are too large to be computed ef-

ficiently. On the other hand, taking a closer look at Equation(7.28), it is a typical quadratic

optimization problem which could be solved efficiently using off-the-shelf optimization solvers

such asquadprogfrom MATLAB or CPLEXfrom IBM. Also by considering the problem as a

general optimization problem, it allows us to add more constraints on the trajectory, such as the

maximum velocity or acceleration.

As the MAVs are designed to fly in-door, the flyable area is limited. The velocity of the

vehicle will naturally be restricted, it is reasonable to only limit the acceleration of the MAV.

For generality, the numerical method presented in this manuscript is also suitable to explicitly

limit derivatives of any degrees that is smaller than the order of the B-spline basis.

Reformulating Equation (7.28), we get

Jmin = min
τ

{

τT(wgG+HTH)τ − 2dTHτ + dTd
}

. (7.35)

Note thatwgG + HTH is always positive semi definite which guarantees a unique minimum

of the quadratic programming problem. Now, in order to constraint the derivatives, we first

express the derivatives of the trajectory. Taking the first derivative of the B-spline trajectory in

Equation (7.20), we have

dS3(t)

dt
=

M+4
∑

i=0

ηiFi+1,2(t), (7.36)
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where

ηi =
3

ti+4 − ti+1
(τi+1 − τi). (7.37)

According to [35], to limit maximum and minimum value of the derivative trajectory, a

sufficient condition is to let

Ṡ3,min ≤ ηi ≤ Ṡ3,max, ∀i = {0, 1, ...,M + 4}. (7.38)

Since here we are focusing on the constraint of acceleration, the second order derivative of the

original trajectory is examined. From the Equation (7.36),one can easily compute a matrixL as

L = α2















































6 −9 3 0 0 . . . 0 0 0

0 3
2

−5
2 1 0 . . . 0 0 0

0 0 1 −2 1 0 . . . 0 0

0 0 0 1 −2 1 0 . . . 0

. . . . . .

0 0 . . . 0 1 −2 1 0 0

0 0 . . . 0 0 3
2

−5
2 1 0

0 0 . . . 0 0 0 6 −9 3















































.

We can then project the acceleration constraints into the constraints of control points vectorτ as

S̈3,min ≤ Liτ ≤ S̈3,max, ∀i = {0, 1, ...,M + 5}, (7.39)

whereLi denotes thei’s row of L. To satisfy the boundary condition, one should fix the first

three and last three elements ofτ . This could be easily formed as an equality constraints of the

form

Aeqτ = beq, (7.40)
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where

Aeq =













I3 0 0

0
. . . 0

0 0 I3













.

Equations (7.35), (7.39), and (7.40) form a typical convex quadratic programming problem

which can be solved numerically in an efficient manner [53].

7.5 Implementation on Ground Station

Once the trajectory generation is formulated, it is implemented on a ground station running

MATLAB. In order ease the operator’s task of selecting waypoints for the MAV, a simple user

interface is developed. In this interface, the operator is to manually click the waypoints on the

coordinate plane which represented thex- andy-direction of the ground. Fig. 7.7 shows an

example of simple 2 waypoints selected by the operator (the red dots). Once the waypoints are

selected, MATLAB will run a quadratic programming solver toobtain an optimal solution to the

minimum jerk trajectory problem with the waypoints as the initial state and final state respec-

tively. A trajectory will then be generated (blue line in thesame figure) while the accelerations

and velocities of the path will be displayed as shown in Fig. 7.2.

The software is able to input as many waypoints as the operator wish to. Other examples

of different path patterns generation, such as square path,circular path, and zigzag path, are

shown in Fig. 7.3 to Fig. 7.8. Based on the accelerations and velocities generated, the trajectory

is of C2 smoothness as discussed earlier in this chapter. The minimum jerk trajectory ensure

a smooth trajectory and even velocity references such that the quadrotor MAV is able to track

well. As soon as the path is generated, the trajectory reference together with its velocity and

acceleration references will be sent to the aircraft to start navigating.
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Figure 7.1: Straight path drawn in MATLAB
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Figure 7.2: Acceleration and velocity references generated for a straight path

120



−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

Figure 7.3: Square path drawn in MATLAB
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Figure 7.4: Acceleration and velocity references generated for a square path
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Figure 7.5: Circular path drawn in MATLAB
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Figure 7.6: Acceleration and velocity references generated for a circular path
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Figure 7.7: Random zigzag path drawn in MATLAB
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Figure 7.8: Acceleration and velocity references generated for a zigzag path
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Chapter 8

Case Study: UAV Calligraphy

8.1 Introduction

There are a wide range of application for the developed MAV asit is tiny and suitable for

indoor navigation. In February 2014, the NUS UAV Research Group is selected to put up a

performance on one application of MAV in Singapore Airshow 2014. Singapore Airshow is one

of the world’s largest aviation event held biyearly in Singapore. It has attracted exhibitors from

more than 50 countries to participate and to showcase their development in aviation sector.

After much consideration, we have decided to put up an entertaining flight show that show-

cases the capability of autonomous calligraphy writing with MAVs [56]. This performance

presents a few new challenges to the developed MAV:

1. Hardware changes needed to incorporate a calligraphy brush holder to the bottom of the

MAVs;

2. Algorithms to extract user handwritten characters and then transform it to important turn-

ing points for further path generation;

3. Generated trajectory needs to be further optimized on flight time to speed up the writing

process.
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Figure 8.1: The designed calligraphy brush and its holder

In this chapter, the realization of the calligraphy writingby MAV will be discussed. Solution

to each of the challenges listed above will be discussed in the following sections.

8.2 Hardware Setup

To realize calligraphy writing, a calligraphy brush together with the holding mechanism is cus-

tomized. The full overview design of the brush can be visualized in Fig. 8.1. More specifically,

the author wish to highlight an important design consideration to realize the system—the linear

bearing joint (zoomed view in Fig. 8.1). A linear bearing is included at the base of the brush

holder, while a shaft attached to the brush passes through and is locked to the bearing. The

installation of such a mechanism enables

1. A free low-friction linear movement alongz-direction of the brush with reference to the
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MAV above it. This reduces the disturbance to the airborne MAV resulted from the contact

between the calligraphy brush and the writing board. Performance of the MAV will thus

not be affected during the contact-writing instances;

2. The calligraphy brush can be rotated freely alongz-axis, resulting smooth and natural

writing along an arc or circular drawing.

Next, an accurate position sensor is needed for each quadrotor to track the generated trajec-

tory precisely. Here in this calligraphy writing performance, the accuracy of the MAV position

measurement is the prime factor affecting the writing result. As the MAVs will write in a con-

trolled environment, an external source of accurate objectposition estimation is used. A Vicon

motion sensing system is set up for this purpose. Working principle of the system has been

previously mentioned in Chapter 6. A total of 36 Vicon cameras are installed to the system to

provide object position estimation with a resolution up to 0.01 mm. With such accuracy, the

performance of the MAV boils down to its trajectory trackingand position control accuracy.

8.3 Handwriting Extractions

As the performance allows any user to have their handwrittencharacters to be written out by the

MAVs, a user interface to extract the handwriting data is developed in MATLAB (see Fig. 8.2).

User can simply write any Chinese character or English word on the space provided in the

software using a styler. In order to perform regression and rebuild a flyable reference trajectory,

the original user input is sampled by finding the moremeaningfulpoints. Here, themeaningful

points refer to the starting, ending and turning points where they usually form the skeleton of the

handwriting. To determine the turning points in a sequenced2D points set, a split-and-merge

algorithm is applied to divide these 2D points into individual line segments. The turning points

will then be assigned to the endpoints of these line segments[7]. The original sequenced 2D

points set is acquired by recording user’s handwritten input through a tablet via an interface

application we have created. They are sorted in the chronological order and sent to the ground
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Figure 8.2: Graphical interface for user handwriting input

station for turning point extractions.

The algorithm is illustrated in Fig. 8.3. The sequence of thesplit-and-merge algorithm is as

follows:

1. Connect the first point A and the last point B.

2. Find point C among all data points that has the longest perpendicular distance to line A-B.

3. If this longest distance is within a threshold, then a cluster is created containing points

between A and B.

4. Else, the input points will be split into two sub-groups, A-C and C-B. For each sub-group,

the split-and-merge algorithm will be called recursively.

5. The algorithm stops when all longest distance fall insidethe preset threshold.

Finally, the algorithm will return all the endpoints of the resulted point-sub-groups in their

original chronological order. All these endpoints are usedto run a B-spline based regression to

generate a reference trajectory under the constraints of MAV dynamics.
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Figure 8.3: Split-and-merge sequence on continuous line segments

8.4 Trajectory Generating: Optimal Time Segmentation

The trajectory generation algorithm is similar to the minimum jerk trajectory optimization

shown in Chapter 7. However, due to the initial and final points extracted via split-and-merge

algorithm mentioned in the previous section, the time information of each extracted points can-

not be obtained. An additional time re-segmentation algorithm is implemented to update the

time-stamp of each extracted points while iteratively optimize the trajectory based on minimum

jerk optimization.

Let Ti = ti+1 − ti be the new programmable variables, then a new optimization problem is

formulated as

min f(T), s.t.Ti > 0. (8.1)

wheref(T) is the optimal solution to Equation (7.35) for time segmentT = [T1, T2, . . . , TN−1]
T.

This problem can be solved via a gradient descent method [45]by calculating the gradient vector
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Figure 8.4: User input and generated spline of vortex drawing
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Figure 8.5: Generated spline’s acceleration of vortex drawing
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Figure 8.6: User input and generated spline of Chinese characterGuang
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Figure 8.7: Generated spline’s acceleration of Chinese characterGuang
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of f numerically as

∇f =
f(T+ hgi)− f(T)

h
, (8.2)

whereh is a small number at the level of10−6, gi is a perturbation vector with two choices: If

the total time to finish the trajectory is allowed to change thengi is designed such that itsi-th

element is 1 and all the others are 0; If the total time is fixed,thengi is designed such that its

i-th element is 1 and all the others are−1/N − 2. This is to make sure the
∑

gi = 0 so that

the total trajectory time remains the same. With the numerically obtained gradient, the gradient

descent method is performed using backtrack line search.

By automatic time re-segmentation, the trajectory is further smoothen. It is now more

suitable for MAV to perform precision tracking. The benefit of time re-segmentation can

be viewed in Fig. 8.4 to Fig. 8.7. In the first case study, a simple vortex was hand-drawn

to the system. Fig. 8.4 shows the reconstructed B-spline trajectories both without and with

time re-segmentation respectively. Although the trajectory improvement of spline with time

re-segmentation seems insignificant in this case, the resulted acceleration reference (Fig. 8.5)

becomes smoother. Besides, the time of the trajectory has improved significantly. In another

case study, a Chinese characterGuangwas written. It can be seen that the time re-segmentation

improves the interpolation accuracy of the generated trajectory (Fig. 8.6). According to Fig. 8.7,

the generated acceleration reference to the MAV is relatively more gentle compared to the result

without time re-segmentation.

8.5 MAV Autonomous Writing Results

In the actual implementation, the MAV trajectories are generated pre-flight by running a set of

MATLAB codes implementing the proposed trajectory planning algorithm. Then, a MATLAB

Simulink program is constructed to acquire position and velocity measurements from the Vicon

system and execute the outer-loop control law in real time.

In the testing environment, a graphical interface which allows user handwritten input is
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Figure 8.8: Four MAVs writing calligraphy to the public

presented using a Windows Surface Pro tablet (see Fig. 8.2).The interface was developed

with MATLAB and it is able to transmit user input wirelessly from the Surface to the ground

station. The whole MAV calligraphy system has been tested with various arbitrary handwritten

inputs. Calligraphy flight performances of public inputs tothe system via the Surface were

demonstrated live to the audience during the Singapore Airshow 2014 held in Changi Exhibition

Centre, Singapore. In the system setup during the Airshow, four MAVs are commanded to write

four different characters at the same time (see Fig. 8.8). Reliability and robustness of the whole

system has been well tested throughout the entire Airshow duration of 6 days. Several examples

of the written words are shown in Fig. 8.9.

Besides the visual results, flight tests data were also logged for observation and possible

improvement. Fig. 8.10 shows thex-, y- andz-axis position tracking results during one of

the flight test. In general, the MAV is able to perform trajectory tracking almost perfectly, as a

result of the RPT controller used in the outer-loop control.However, off-sets were observable

on z-direction when the MAV descended to certain height due to the ground effect of the MAV

from the writing pad.
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(a) i love SG (Singapore)

(b) yi ma dang xian

Figure 8.9: Samples of the MAV calligraphy results
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Figure 8.10: Position tracking of the MAV
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Figure 8.11:Velocity tracking of the MAV

Fig. 8.11 shows the velocity references and the corresponding responses during calligraphy

writing. The benefit of the RPT controller is clearly shown here as the MAV not only tracks its

trajectory well, but also has good velocity control performance. Finally, three diagrams of the

Chinese characterChengare shown in Fig. 8.12. The first diagram shows the user handwritten

input via the Surface application we have created. The second diagram shows the generated

path (dotted line) of the MAV based on B-spline optimizationincorporated with the aircraft

dynamics, while the solid line shows the MAV trajectory response. The final diagram shows the

result of the MAV calligraphy on the writing board. The results are satisfying.
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Chapter 9

Conclusion and Future Work

In this thesis, the topic of MAV system design and development has been discussed in both

breadth and depth. With the general aim to develop a small-scale autonomous air vehicle for

indoor applications, various design considerations and technics have been proposed and inves-

tigated. This thesis provides systematic guidelines towards the choice of the platforms, the

structure design considerations, and the avionics circuitboard design process. It also provides a

detail derivation on the mathematics model of the MAV, several methods of identifying model’s

parameters, controller implementation and path optimization algorithm. Most importantly, these

findings and guidelines are supported by both simulation andexperimental results. A summary

of main contributions of this thesis in the field of MAV is followed:

1. Multiple platforms were carefully studied on their potential to be developed into MAV

platform;

2. An optimum structure and shape of the MAV platform is obtained through finite element

analysis. While constrained by its size and weight, the MAV fuselage is designed such

that no additional components such as bolts and nuts are needed. The airframe can be 3D

printed to include mechanism to hold different parts of the fuselage.

3. A circuit design incorporate necessary sensors and processors of the MAV is proposed to
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Component Budgeted Actual
Weight (g) Weight (g)

Power supply: 15
Battery 9.80

Hardware: 20
Motor and propeller 14.36
Quadrotor arms 3.72
Quadrotor frame 2.13

Circuit board: 15
Avionic system 7.32
Camera system 6.25

Miscellaneous: 1.70
Total 50 45.28

Table 9.1: Weight budget and final weight

greatly reduce the components weight. A complete weight breakdown together with the

proposed weight budget of each parts can be found in Table. 9.1;

4. Dynamics model of the MAV systems is identified. Flight controllers are designed on the

model;

5. Minimum jerk trajectory optimization with initial and final positions, velocities, and ac-

celerations is proposed;

6. A case study is presented on calligraphy writing with MAV.

As the progress of the quadrotor MAV development, a few limitations of the platform were

surfaced:

1. Size of the platform: as the size of the designed platform is approximately 15 cm in

largest dimension, it limits the potential implementationof powerful avionic sensors and

processors, such as high grade IMU and high performance central processing unit (CPU)

or graphics processing unit (GPU). To overcome the limitation, size and weight budget

for the MAV need to be relaxed. It enables the installment of high grade components,

which are usually heavier. It is a typical trade-off scenario between the size of the MAV
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and the performance of the avionic system. Nonetheless, as technology advances, smaller

and smarter components will be developed and available commercially. It might solve the

size issue of the platform in the future;

2. Communication with GCS: As the vision based motion estimation was done in GCS, a

strong communication link between the MAV and the GCS must beensured. The current

down-link system uses 5.8 GHz wireless communication, in which the line-of-sight re-

quirement must be satisfied. Also, occasional communication lost also resulted in degra-

dation of the video quality, and thus affects the performance of the vision based motion

estimation. A possible and good solution to this issue is to move the processing of the

vision algorithm on-board, such that the performance of theMAV is not over-relied on

the communication performance. However, moving the processing on-board requires the

implementation of high performance GPU, and possibly FPGA circuits to efficiently run

the algorithms.

Based on the above-mentioned points, there are still huge room for improvement for the MAV

development, especially in the development of mission critical MAV.

Throughout this work, high potential of future work for MAVsis noticeable. MAVs’ agility,

size and extended operation envelope have made them suitable for useful applications like aerial

surveillance, surveying and mapping, and search and rescue. However, the exploration of MAVs

is still at its infancy stage. There is still a large gap between academic research results and ma-

ture industrial applications. The majority of research results are obtained in ideal environments

with rich reference information, such as good line-of-sight communication, unblocked GPS

signal, and obstacle-free environments. For implementations in realistic indoor and outdoor

cluttered environments, in which only MAVs can operate, there are generally very limited ref-

erence resources. Enhancing the intelligence of MAVs to handle these challenging situations is

what the end users are looking for.
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Follows from the end of this thesis, the author aims to investigate the problem of intelligent

navigation of MAVs in realistic indoor and outdoor cluttered environments without global refer-

encing resources. This target can be achieved by systematicintegration of achievements of the

following four tasks:

1. MAV platform design with small size but sufficient payloadand endurance;

2. Robust and precise ego-motion estimation in indoor and outdoor cluttered environments

via on-board relative sensors;

3. Navigation in cluttered environments with obstacle avoidance;

4. Smooth navigation transition between indoor and outdoorenvironments.

The proposed algorithms and methods will be tested and verified using actual MAV plat-

forms. Multiple indoor and outdoor scenarios will be definedor developed for the developed

MAVs to demonstrate its functionalities.

Throughout the years while developing the MAV system, the author has taken part in several

UAV related competitions. He has made his contribution on platform structure design of UAVs

in the US DARPA UAVForge Challenge held in Atlanta in 2012 andthe AVIC Cup International

Innovation UAV Grand Prix in Beijing the following year. In 2014, he co-lead a team to win

the International Micro Air Vehicle competition held in Delft. In this competition, multiple

quadrotor MAVs were used to complete four different missions. The platform structural design,

avionics design and the controller implementation proposed in this thesis have made significant

contribution to the team.
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