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SUMMARY 

 

Alcohols, which are easy to store and transport, can be generated from 

renewable sources and have high energy density. It has made Direct Alcohol 

Fuel Cells (DAFCs) a promising electrochemical device. DAFCs have features 

similar to current fuel cell devices such as Hydrogen fuel cells; hence, it can 

share many research achievements of those fuel cell technologies. However, 

there are still a lot of improvements to make the comercialization of DAFCs 

becomes feasible. DAFCs use catalyst to convert fuel (alcohols) to CO2 and 

produce electricity. Characterization of electrochemical catalysts, especial the 

structural study of nano-particle catalyst is dificult due to the small particle 

size and complicated composition. The development of more economical and 

more active oxygen electrode catalysts (anode catalyst) has also been 

identified as an important challenge for the introduction of fuel cell 

technology. Furthur more, there is a  lack of comprehensive mechanistic 

understanding of the Alcohol electro-oxidation in realistic conditions (aqueous 

phase under applied potential). Finally, slow anode kinetics and poor activity 

in complete ethanol oxidation, which is caused by the difficulty of breaking 

the C-C bond in the ethanol molecule, has impeded the commercialization of 

DEFCs. Those are the objectives of this PhD study. 

 

Density functional theory (DFT) has become an important tool for 

heterogeneous catalytic reaction analysis. Particularly in electrochemistry, 

DFT calculations can be used to predict and evaluate the behavior of electro-

catalysts under electrochemical conditions, which is very difficult to obtain 
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from experiments due to the complexity of electrochemical systems. In this 

study, DFT calculations are performed to model electrochemical reactions and 

guide the design of catalysts in the DAFCs. Computational catalysis studies 

require a detailed atomic scale model of the catalyst structure. Firstly, to link 

the model structure with experimental multi-component catalyst 

nanostructures, we developed a procedure to accurately calculate XPS binding 

energies which can be compared with experimental catalyst characterization 

data. This procedure helps to identify the structure of carbon deposition and 

boron promoter during the Fischer-Tropsch synthesis and could be used to 

characterize the PdM@PdPt/C core-shell electro-catalyst.  

 

A computational procedure was also developed to study electrochemical 

reactions. The procedure accounts for applied potential and pH, and can 

account for solvent effects. Using this approach, First principle calculations 

were used to screen the oxygen reduction activity of a series of Pd3M@Pd3Pt 

core-shell electrocatalysts for direct methanol fuel cells. Density functional 

theory (DFT) calculations indicate that the subsurface substitution of Pt by a 

3d transition metal M improves the activity of the Pd3Pt catalysts by reducing 

the oxygen binding energy. Carbon-supported Pd3M@Pd3Pt (M=Ni, Co, Fe 

and Cr) core-shell electrocatalysts with similar particle size, a Pd3Pt rich 

surface, and a Pd3M alloy core were prepared by a galvanic replacement 

reaction between PdM alloy nanoparticles with a 70:30 Pt:M atomic ratio and 

an aqueous solution of PtCl4
2-. The predicted change in the surface Pt 

electronic structure was confirmed by comparing the calculated shift in the Pt 

4f7/2 core level binding energies with XPS data, and by comparing the change 



 IX 

in the calculated CO binding energies with the shift in the position of the CO 

stripping peak. Optimal activity close to the maximum of a volcano curve is 

predicted for Pd3Fe@Pd3Pt and Pd3Mn@Pd3Pt core-shell catalysts. In 

agreement with the DFT calculations, optimal activity and high methanol 

tolerance were observed for Pd3Fe@Pd3Pt. A lower activity is observed for the 

Pd3Cr@Pd3Pt catalyst with a lower CO binding energy and for the 

Pd3Co@Pd3Pt and Pd3Ni@Pd3Pt catalysts with higher CO binding energies. In 

the presence of 0.1 M methanol, the current density per Pt atom for the 

optimal Pd3Fe@Pd3Pt/C catalyst is 10 times higher than for commercial Pt/C 

catalysts. DFT calculations further indicate the CO and OH covered 

Pd3Fe@Pd3Pt electrocatalyst is stable towards Fe surface segregation.  

 

Next, since water plays an important role in aqueous phase catalytic reactions, 

such as electro-oxidation in direct alcohol fuel cells, the effect of water on the 

activity and selectivity of the electro-oxidation of methanol and ethanol on Pt 

catalysts was also studied using the recently developed revPBE-vdW 

functional. Indeed, the presence of water increases the barriers for both C-H 

and O-H activation because water molecules stabilize the reactants more than 

the transition states. Hydrogen bonding has a larger effect for the C-H 

pathway than for the O-H pathway, and hence reverses the selectivity as 

compared to the gas-phase catalytic reaction. The presence of surface 

hydroxyl groups at certain applied potential gives rise to the competition 

between the H-abstraction assisted by surface OH versus the direct 

dehydrogenation catalyzed by surface metal sites. While the O-H activation by 

H-abstraction via the proton shuttling mechanism with very low barriers, C-H 
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activation is facilitated by surface hydroxyl only for surfaces that are less 

reactive than Pt, such as Ag and Au.  

 

Finally, the reaction path analysis provided insight in the low CO2 selectivity 

of Pt catalysts, identified activity and selectivity determining steps and 

provided suggestions to improve the EOR activity by changing the selectivity 

of the first two deprotonation steps. The low CO2 selectivity during ethanol 

electro-oxidation on Pt catalysts was found to result from the selectivity of the 

first deprotonation steps, leading to CH3CHOH and CH3CHO. Screening 

proved computationally intensive, though some potential candidates with a 

different selectivity for the first deprotonation steps were identified: Rh, Ru 

and Ir. Unfortunately, their activity is calculated to be lower than Pt because of 

their higher C-H activation barriers, which is a challenge for all proposed non-

Pt catalysts. The mechanistic knowledge and catalyst design guidance 

performed in this PhD thesis could be applied to study other fields of catalysis 

in the future, and few suggestions for future works are also proposed. 
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CHAPTER 1 

INTRODUCTION 

 

1.1. Overview of Direct Alcohols fuel cells  

Discovered in 1839 by Sir William Grove, the fuel cell is an electrochemical 

device which can convert chemical energy into electrical energy [1]. The 

oxidation of the fuel (e.g., hydrogen, methanol, ethanol, glycerol…) occurs at 

the anode whereas the reduction of oxidant (usually oxygen from air) occurs at 

the cathode. Nowadays, fuel cell systems are attracting lots of attention as 

promising technologies with less pollution and significantly higher 

thermodynamic efficiency than conventional heat engines (Figure 1.1) [2].  

 

Figure 1.1: Power Generating Systems Efficiency Comparison [2] 
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Heat engines, which consume heat from the combustion of fuel to do useful 

work, have a maximum thermodynamic efficiency εmax

𝜀𝑚𝑎𝑥 = 1 −  𝑇𝐶
𝑇𝐻

                                                                                        (1)

  

 (Carnot limit) derived 

from equation (1) [3]:   

where TC and TH are the absolute temperature of the cold (outlet) and the hot 

(inlet) source, respectively. From this formula, in order to increase the 

thermodynamic efficiency of heat engines, we should increase the inlet 

temperature or decrease the outlet temperature. However the outlet 

temperature TC cannot be lower than ambient temperature, and the inlet 

temperature is limited by material considerations, therefore the energy 

efficiency of heat engines cannot be as high as desired. It means even under 

ideal conditions, a heat engine is incapable of converting all heat energy 

supplied to it into mechanical energy and some of the heat is dissipated. In 

practical conditions, energy efficiencies of heat engines are much lower than 

the Carnot limit, e.g. the average efficiency of gasoline engine is less than 

20% of the lower heating value (LHV) (Figure 1.1) [2]. As Carnot's theorem 

only applies to the conversion of heat into work, devices such as fuel cells that 

produce electrical energy converted from chemical energy in the fuel to do 

useful work can overcome the Carnot efficiency. This means that the 

maximum available work that the fuel cell could release is equal to the free 

energy change for the reaction, which is -229 kJ/mol for Hydrogen fuel cell 

[4]. Therefore, the advantage of fuel cell systems is that they have 

significantly higher energy efficiency [2,4-7]. The development of better 

polymer electrolyte membrane, which selectively allows the positively ion 
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(proton) to pass through it from anode to the cathode, makes the Proton 

exchange membrane fuel cells (PEMFCs) become a prime technology for 

small-to mid size applications such as portable devices [4-6].   

 

Though widely applied commercially, Hydrogen-fed polymer electrolyte 

membrane fuel cells are weighed down by issues such as low volumetric 

energy density, non-renewability, and the supply, delivery and storage of 

hydrogen [4-7]. Many of these problems can be circumvented by replacing 

hydrogen with a liquid fuel. A liquid PEMFC also offers the convenience of 

“instant recharge” for portable electronic products through refueling [6,7]. 

Small hydrocarbon oxygenates such as methanol and ethanol are suitable 

liquid fuels from the viewpoint of energy density (24 MJ/L of ethanol and 15.6 

MJ/L of methanol compare to 10.1 MJ/L of liquefied Hydrogen) [7-10]. 

Another advantage of alcohol fuel cells is that they are liquids at room 

temperature and can overcome the storage and transportation challenges in 

hydrogen fuel cells. They also can be electro-catalytically oxidized at 

relatively low temperatures although their reactivities are currently several 

orders of magnitude lower than that of hydrogen oxidation using standard Pt 

catalysts [10].  

 

The DAFCs consist of the anode where the Alcohol electro-oxidation reaction 

occurs and the cathode where the oxygen reduction reaction (ORR) occurs. A 

proton exchange membrane (PEM) which serves as the electrolyte separates 

these two electrodes and selectively allows the protons to move from the 

anode to the cathode. The produced electrons flow through a circuit to the 
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cathode, forming an electric current to do useful work. The working principle 

of DAFCs is illustrated in Figure 2 [8]: 

 

Figure 1.2: Schematic of a direct-ethanol fuel cell [8] 
 

Using the Standard Gibbs free energy of formation ∆G0
f of individual 

compounds extracted from W.M. Haynes, CRC Handbook of Chemistry and 

Physics, [11] the change of Gibbs free energy for reactions at the anode and 

cathode and the standard electrode potentials Ei0 versus the standard hydrogen 

(reference) electrode (V vs SHE) calculated from Nernst equation [8] are: 

Anode reaction: CH3CH2OH + 3 H2O → 2 CO2 + 12 H+ + 12 e-     

∆G10 = 2 × ∆GfCO2
0 − (∆GfCH3CH2OH

0 +  3 × ∆GfH2O
0 )  

=  2 × (−394.4) − �−178.4 + 3 × (−237.1)� =  −97.3
kJ

mol
 

 
⇒ E10 = −

∆G10

12F
=  0.085 V vs SHE                                                                         (2) 

Cathode reaction: O2 + 4 H+ + 4 e-  → 2 H2O      

∆G2
0 = ∆GfH2O

0 =  237.1 kJ
mol

  
 
⇒   E20 = −∆G20

2F
=  1.23 V vs SHE                     (3)  
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Overall reaction: CH3CH2OH + 3 O2 → 2 CO2 + 3 H2O 

The standard electromotive force (emf) at equilibrium 𝐸𝑒𝑞0  is: 

𝐸𝑒𝑞0 = −
∆𝐺0

𝑛𝐹
= −

6∆𝐺20 − ∆𝐺10

𝑛𝐹
 =  𝐸20 − 𝐸10 =  1.145 𝑉                                 (4) 

where F = 96485 Coulomb is the Faraday constant. 

 

From those thermodynamic data, DAFCs have quite high equilibrium 

electromotive force close to that of Hydrogen fuel cell (1.23 V). The energy 

efficiency for the above direct ethanol fuel cell in Figure 1.2 is the ratio 

between the electrical energy ∆G and the heat of combustion energy ∆H: 

ε𝑒𝑞0 =
∆𝐺0

∆𝐻0 =
1325
1366

 =  97%                                                                                 (5) 

The generated electrons travel through an external circuit and produce 

electricity with the mass energy density We

 

 ≈ 8 kWh/kg. 

On both two electrode sides of DAFCs, there are layers of catalysts to 

facilitate the electrochemical reactions, include the alcohol electro-oxidation 

reaction on anode side and Oxygen reduction reaction on cathode side. Pt is 

the most common catalyst component for electrochemical reactions such as 

electro-reduction of oxygen and electro-oxidation of alcohols, especially for 

fuel cell applications [10,12]. Until now, Pt is still the best pure catalyst for 

DAFCs [10,13]. However, the activity of Pt catalyst alone is not satisfied, and 

the catalytic activity of Pt could also be increased by modifying by other 

foreign atom adsorption (e.g. Sn, Rh and Os), or alloying Pt with another 

transition metals [14-16]. Alloying Pt electrocatalysts with 3d transition metals 

such as Ni, Co and Cr could enhances the ORR activity by a factor 2 to 3 
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[6,12], while alloying Pt with Y improves the ORR activity by a factor 6 to 10. 

[14] Recently, an 8-fold variation in ORR activity was reported when the 

submonolayer concentration of Cu in Pt(111) was changed for a series of 

model Cu/Pt(111) near-surface alloys with a varying subsurface Cu coverage. 

[19] Recently, the design of core-shell type electro-catalyst is receiving much 

attention as good electro-catalyst DAFCs, and core-shell catalysts have shown 

dramatically improvement in the activity for both oxygen reduction reaction 

and alcohol oxidation reaction [17-19]. However the structural study of those 

catalysts is very challenging. The nano-particle size in the catalysts is always 

less than 3 nm, which makes it very difficult for characterization, especially so 

for catalysts with core-shell structure due to the more complicated 

composition. Since the shell thickness is about 1 monolayer, it is nearly 

impossible to prove the core-shell structure via conventional technique such as 

XRD, TEM... [17,20] Therefore, the development of new characterization 

techniques becomes very important for the design of advanced DAFCs 

electro-catalyst. 

 

Among alcohol fuel cells, direct methanol fuel cell (DMFC) has been most 

extensively developed since its first time explored by E. Muller in 1922. [21] 

DMFC has been applied in some small portable electronic devices such as 

cellular phones, music players, and notebooks... [7,22,23]. The developments 

in catalysts and technology have increased the energy efficiency of DMFCs to 

40%, and made DMFC applicable not only in small to mid-sized applications, 

but also car engines [7,23]. However, despite extensively studied, the activities 

of anode and cathode electro-catalysts still need to be improved to achieve the 
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large-scale commercialization of DMFCs, beside to overcome other 

challenges include the high cost of electro-catalysts, high cost of the Nafion 

membrane, and the crossover problem… [9,17,24] Especially, the oxygen 

electrode problem is one of long term problems in research that are vital to the 

development of future technology [25]. For DMFC, one of materials-related 

issues is the low activity of Pt-based cathode catalysts in the oxygen reduction 

reaction (ORR), which is exacerbated by the presence of methanol crossover 

from the anode through the polymer electrolyte membrane (PEM), and the 

activity of some good methanol tolerance is still less than optimal [7,26]. 

Because of that, the investigation of more economical (by reducing the amount 

of Pt used) and more active oxygen electrode catalysts has been identified as 

an important challenge for the introduction of fuel cell technology [17,25].  

 

The mechanism of Methanol electro-oxidation on a Pt surface has been 

studied extensively experimentally [27-30]. One of the pioneers is the 

methanol electro-oxidation kinetic study by Begotzky et al. which proposed a 

stepwise dehydrogenation scheme. [27] Later studies were conducted on well 

characterized monocrystalline Pt, polycrystalline Pt, thin film Pt and alloys of 

Pt [28-31]. However from experimental works, the complex 6-electron-

transfer reaction mechanism is still not very comprehensively illustrated and 

the competitive between initial C-H versus O-H activation pathway is still 

confusing. The influence of water towards the initial activation steps was 

briefly mentioned in some studies, but the understanding of the role of water is 

missing. Theoretically studies could provide detailed mechanism for Methanol 

oxidation on Pt, but major of those studies were conducted on clean surface 
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under Ultra high vacuum (UHV) conditions [32-36]. Actually water plays an 

important role in aqueous phase catalytic reactions, such as electro-oxidation 

in direct alcohol fuel cells. Water can increase the activity and change the 

selectivity of the reaction [36-38]. Moreover, the mechanism of the methanol 

oxidation reaction was suggested to be different when changing from using a 

gas-fed electrode to the electrolyte-fed electrode [39] In particular, water not 

only affects the activity and selectivity, it can also acts as the source of active 

hydroxyl groups and open another reaction pathway [40-42]. However, the 

role of surface hydroxyl group, which has been claimed to play an important 

role in the activation of O-H bonds in alcohols [38,43-45], are not considered 

comprehensively when studying the decomposition of alcohols. Therefore 

understanding the detailed mechanism of the methanol oxidation in water 

media take into account the integration of surface hydroxyl is crucial to design 

better anode electro-catalyst for DMFC. 

 

The Direct Ethanol Fuel Cell (DAFC) is a strong emerging alternative to the 

DMFC, which benefits from the non-toxicity and a higher energy density 

[6,8]. Therefore, in principle, DEFCs can power portable devices for a longer 

period of time with the same volume of fuel. Besides, the similarities between 

DEFC and DMFC could shorten the development of DEFCs since they can 

share many common features. Additionally, ethanol can be considered a 

“carbon neutral” fuel since it can be produced from renewable resources 

through fermentation of biomass. The use of ethanol would also be much more 

convenient than hydrogen for fuel cell applications, because it is easily stored 

and transported. The rising interest in DEFCs is evidenced by the escalating 
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number of research publications on this technology in recent years. Most of 

these publications are focused on the development of anode catalysts for 

ethanol electro-oxidation [8-10,46-48]. However, the activity of current 

catalysts for the ethanol oxidation reaction (EOR) is unsatisfactory, and until 

now there is still lacking good catalysts [8-10]. The difficulties in C-C 

cleavage at mild reaction conditions and the low selectivity towards CO2 have 

limited the development of DEFCs. For most catalysts, the major products of 

EOR are acetaldehyde and acetic acid corresponding with two and four 

released electrons, respectively, while the complete oxidation to carbon 

dioxide release 12 electrons [8], and as a result, the efficiency of DEFCs is 

generally poor. For example, for DEFC working at 0.5 V, the energy 

efficiency is about 42.4% for complete oxidation to CO2, while it is only 

about 14% for the partial oxidation to acetic acid [8]. Until now the best 

catalyst is the ternary PtRhSnO2/C electro-catalyst was synthesized by the 

cation-adsorption-reduction-galvanic displacement method, and showed high 

activity in the ethanol oxidation [16]. However this catalyst is still far from 

commercialization, based on both stability and cost. Therefore, it is very 

important to find a better catalyst for the oxidation of ethanol to CO2

  

 to 

promote the development of DEFCs.  

Currently, first principle calculations provide powerful tools to study and 

design heterogeneous catalysts, especially for complicated, multi-step 

reactions in electrochemical systems [13,17,18,36-38,47,48]. The typical scale 

to study catalytic reactions is the molecular scale - a scale which is difficult to 

access experimentally. First principles based molecular modelling on the other 
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hand is best placed to investigate molecular level effects and can greatly help 

to guide and validate the chemical intuition on the molecular scale [17,49,50]. 

Recent examples, e.g. the design of Ni catalysts with improved stability by 

promotion with Au [51], Sn [52] and B [53,54], understanding the deactivated 

mechanism and guide design of more stable Co Fischer-Tropsch Synthesis 

(FTS) catalyst [55,56], the design of more active hydro-desulphurisation 

catalysts, and the design of a BiPt electro-catalyst for the hydrogen evolution 

reaction [57], illustrate how first principles based modelling is beginning to 

guide the design of heterogeneous catalysts with improved activity, selectivity 

and stability. Recent advances in the theoretical description of electro-catalytic 

reactions [e.g. 13,36,58 and references therein] have opened the possibility to 

begin to use first principles based modelling to design improved electro-

catalytic materials. Therefore, in this PhD study, first principle calculations 

will be used to model and guide design catalyst for electro-chemical reactions 

for DAFCs. 

 

1.2. Aim and structure of thesis 

The aim of this PhD study therefore is to apply first principle calculations in 

modelling the electro-chemical reactions and developing active electro-

catalysts for direct alcohol fuel cells (DMFC and DEFC) operating at ambient 

conditions. In essence, the thesis addresses modeling of heterogeneous catalyst 

for electrochemical reactions in Direct Alcohol fuel cells at four aspects 

include the structural evaluation, mechanistic study, catalytic activity and 

selectivity evaluation in realistic conditions.  
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The specific activities in this thesis study include the following topics: 

1. Develop the model to evaluate the structure of nano-particle heterogeneous 

catalyst based on combining DFT core-level shift calculations and XPS 

measurement. Apply the developed model to evaluate the deactivation of 

the Co catalyst and the promotion effect of Boron on Co catalysts in 

Fischer-Tropsch synthesis (FTS), and expand this model in combine with 

point resolved to study the structure of core-shell electro catalysts. 

 

2. Build the thermodynamic model to evaluate the activity of catalyst in 

electro-chemical reactions in realistic conditions include applied potential, 

room temperature and solvent pH. Apply this model to design an optimal 

catalyst for the oxygen reduction reaction (ORR), in which the activity is 

governed by the Sabatier principle and follows a Volcano curve.  

 
 

3. Study the role of water towards the decomposition of Alcohol. As the 

electro-oxidation reaction of alcohol occurs in aqueous phase, the results 

of the influence of water will provide the comprehensive mechanistic 

understanding for the Alcohol electro-oxidation.  

 

4. Identify the determining steps for the selectivity towards CO2 (complete 

oxidation) of Ethanol oxidation reaction (EOR) and guided design catalyst 

for the EOR. This is done by analyzing all the elementary steps during the 

reaction on atomic level by Density functional theory calculations to 

identify the key determining steps for improvement suggestion.  
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The structure of this thesis will be organized as follow. In Chapter 2, the 

theory of first principle calculations will be briefly mentioned, follows by the 

description of applied computational modeling procedures in this study. 

Chapter 3 will present the structural evaluation of catalysts using first 

principle calculated XPS core-level binding energies and guided characterize 

core-shell electro-catalysts. A series of PdM@PdPt/C (M = Pt, Ni, Co, Fe, and 

Cr) core-shell electro-catalysts will be subject to the computational and 

experimental study of the Volcano behavior of the oxygen reduction activity 

to guide design of an optimal catalyst in Chapter 4. After that in Chapter 5, 

theoretical study on the oxidative mechanism of alcohol in aqueous 

environment and the role of water towards the alcohol decomposition will be 

conducted. Chapter 6 will show the preliminary results on designing catalyst 

for Ethanol oxidation reaction (EOR), wherein the detailed energy profile of 

EOR on Pt (111) surface is analyzed to identify selectivity determining steps 

and further research is carried out by calculating EOR on different transition 

metal surfaces (Pt, Pd, Rh, Co, Ir and Ru) in order to screen the best 

candidates for C-C bond cleavage. Finally, the conclusion and suggestions for 

future study are summarized in Chapter 7. 
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CHAPTER 2 

COMPUTATIONAL MODELING 

 

In 1998, the Nobel Prize in Chemistry was awarded for Walter Kohn "for his 

development of the density-functional theory" and John A. Pople "for his 

development of computational methods in quantum chemistry". [1] Nowadays, 

with the development of more and more powerful super-computer, first 

principle calculation based on Density Functional Theory (DFT) has become a 

very successful tool in catalyst design; include both heterogeneous catalysis 

and homogeneous catalysis [2-5]. The development of computational catalysis 

has facilitated the calculation on a molecular scale, and allowed understanding 

the detailed reaction mechanisms. In particular, the relative stability of various 

possible reaction intermediates and the activation barriers of surface reactions 

are calculated routinely, permitting the study of the thermodynamics and 

kinetics of these reactions [6-8]. Additionally, calculated vibration spectra can 

help identify the structure and the adsorption sites of surface species [9-11]. 

As reviewed by Norskov et al., this approach has been successful in guiding 

the computational design of optimal catalysts [3,8].  

 

In this chapter, the theory of DFT and Vienna ab inito package (VASP), the 

software we used to do DFT calculations in the PhD study, will be briefly 

introduced. After that, the detailed description on the theory of DFT computed 

XPS core-level shift and the thermodynamic modeling of electro-chemical 

reactions will be presented, which are the base for the next research Chapters. 
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2.1. Computational Theory 

First principle calculations, or ab inito calculations, are the methods to solve 

the governing quantum chemical equation of the system, which is well-known 

as the time-independent Schrodinger equation [12]. However, for a multi-

particle system includes of M nuclei and n electrons, solving the Schrodinger 

equation with (3M + 4n) variables is very challenging [4,13]. Many 

approximation methods and theories are proposed to solve that equation with 

the good accuracy, and one of the most widely used is the Density Functional 

Theory (DFT) [13-15]. The DFT, which was developed by Hohenberg and 

Kohn [14] and Kohn and Sham [15] in 1965, replaces the 4n dimensional 

electronic wave function by a three dimensional electron density and significantly 

simplified the Schrodinger equation. The computational cost to solve the 

Schrodinger equation by DFT is much lower compare to other methods [16], 

and the accuracy compare to experimental results for solid-state systems is 

converged within the range of 20 kJ/mol [17]. 

 

Many computer programs are being developed to solve the Schrodinger 

equation based on DFT with the target to give the solution faster and more 

accurate [13]. Some of the famous programs include GAUSSIAN, CPMD, 

VASP, DACAPO, SIESTA, TurboMole, Quantum-Expresso… Among of 

them, the Vienna Ab-Initio Simulation Package (VASP) is one of the most 

popular and widely used simulation software [18,19]. Been developed by 

Kresse, Hafner and collaborators, VASP is a computational code to do 

periodic DFT simulations. VASP could provide all the information of the 

systems; include the thermodynamic properties (enthalpy, entropy …), kinetic 
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property of the reaction (activation barrier), electronic properties (density of 

state, Fermi level, band structure, core-level binding energy…) and other 

properties (magnetic momentum, charge …). [20] Nowadays, VASP is widely 

applied to guide design of catalyst in heterogeneous catalysis [2,3,5], perform 

electron transport calculations, for example in oxide tunneling barrier for 

MTJs [21], and conduct many simulation in solid-state systems. The 

parallelized technique and numerical algorithm implemented in VASP made 

the DFT calculations could be converged very fast and accurate [20]. Due to 

those reasons, VASP will be the main computational software to perform DFT 

calculations in this PhD study.  

 

2.2. DFT XPS Core-level binding calculations 

X-ray photoelectron spectroscopy (XPS) technique was originally discovered 

in 1958 by K.M. Siegbahn (Nobel prize in Physics in 1981) at the University 

of Uppsala, Sweeden [22]. Nowadays, among surface analysis 

characterizations, X-ray photoelectron spectroscopy (XPS) is one of the most 

extensive, common and widely applicable techniques, and the outgrowth of 

research based on it made XPS become one of the most important chemical 

analytical tool both qualitatively and quantitatively [23-25]. In XPS, a core 

electron is excited by a beam of X-ray photons to create a core hole. The core-

level binding energy (BE) measured by XPS is the difference of two total 

energies, namely, the energy before and after the core electron is removed, see 

Figure 2.1 below from the Olovson et al. paper [26]. In DFT, core-level BEs 

are obtained as the energy difference between an unexcited ground-state 

calculation and a calculation where a specified core electron excited. In the 
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final-state approximation, illustrated below, an electron is assumed to 

“instantaneously” screen the core hole created by the photons.  

 

Figure 2.1. (a) Initial and (b) final states of the photoemission process. 
Ejection of the core-electron from level i results in a core-hole at this level. 
The effect of screening is shown by the increased occupation of the local 
valence band DOS in (b) compared to (a). [26] 
 

In this work, core-level BEs will be calculated with the final-state 

approximation as implemented in VASP. For comparison, core-level BEs will 

also be computed with the computationally more efficient initial-state 

approximation. In the initial-state approximation, the core-level BE 

corresponds to the energy eigenvalue of the core orbital relative to the Fermi 

level. Practically, the Kohn-Sham equations are solved inside the PAW sphere 

for the core electrons, after self-consistency with a frozen core has been 

reached [27]. In the final-state approximation, core-level BEs are calculated as 

the energy difference between an unexcited ground-state calculation and a 

core-excited-state calculation in which a specified core electron is removed 

and an electron is added to the lowest unoccupied valence state to completely 

screen the localized core hole and preserve the charge neutrality of the system. 
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In the final-state approximation, the resulting core hole is hence completely 

screened, as indicated by the extra charge in the local valence density of states 

of the core-excited atom. It should be noted that in the complete-screening 

scheme, the core levels can also shift to screen the core hole.  

 

Different implementations exist for the complete-screening final-state 

approximation [26]. In the original “Z+1” implementation, the core potential 

of the ionized atom Z is replaced by the core potential of the next atom in the 

periodic table, (Z+1), and an additional valence electron is added to screen the 

extra charge [28]. A second, more accurate approach is the modified PAW 

method, as implemented in VASP [27]. Here, the corresponding core-excited 

PAW potential is generated on-the-fly, and complete screening of the 

localized core hole is taken into account by allowing the valence electrons to 

relax after shifting the core electron to the valence [27]. Screening by the core 

electrons is neglected, i.e., the other core electrons are kept frozen in the 

configuration for which the PAW potential was generated, and the core hole is 

spherically symmetrized to keep the core density spherically symmetric. 

Recently, Marsman and Kresse introduced the relaxed-core PAW method 

which also accounts for core-relaxation effects in the complete-screening 

approximation [29]. The modified PAW method resembles the “Z+1” 

approximation, but is more accurate, in particular for lighter atoms. We have 

tested the modified PAW method resembles the “Z+1” approximation by 

performing “Z+1” calculations for Pt 4f7/2 SCLS for Pt(111) and for the C 1s 

binding energy for CH on Co(0001). The “Z+1” method works well for Pt 

4f7/2, but is somewhat problematic for C 1s binding energies. The Pt 4f7/2 
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surface core-level shift (SCLS) for Pt(111) of −0.42 eV is calculated with the 

modified PAW method, while the “Z+1” method predicts −0.43 eV. However, 

for CH on Co(0001), the “Z+1” method predicts a C 1s BE of 284.1 eV, 

compared with a C 1s BE of 283.6 eV obtained with the modified PAW 

method.  

 

For systems with periodic 3D boundary conditions (bulk systems) it is not 

possible to determine the energy-zero, i.e., all the Kohn-Sham level energies 

are only determined within a constant offset in E0 [30,31]. Therefore, if we 

compare the KS levels of two different systems, we first have to correct for 

these offsets for both systems to have a common energy scale. E.g., in slab 

calculations with a sufficiently thick vacuum layer, one can assume that 

vacuum energy can be set to E0, after having reached a constant value in the 

vacuum. Therefore relative energies are more accurate than absolute BEs due 

to error cancellation, chemical shifts are calculated rather than absolute core-

level BEs. Core-level BEs are then obtained using an experimental reference 

value [31].  

 

2.3. Free Gibbs energy calculations for electro-chemical reactions 

Since the electro-chemical reactions occur in the conditions include the 

aqueous environment, room temperature, applied potential, pH of solvent…, 

therefore to evaluate the activity of the catalyst in those reactions, all of the 

mentioned factors need to be take into account.   
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To include the effect of the water environment on the stability of surface 

species, one layer of water with an ice-like structure will be constructed 

[32,33], as illustrated in Figure 2.2. Six molecules of water are organized on 

the catalyst surfaces forming the hexagonal H-bonding network. The ice-like 

structure of water is commensurate with the p(3x3) slab modeling the catalyst 

surface and optimization of the adsorbed intermediates within this structure of 

water allowed to determine the configuration and stability of that species in 

aqueous media.  

   

Figure 2.2: Top view (a) and side view (b) of ice-like water structure on 
p(3x3) Pt(111) surface (the dashed line is H-bonding) 
 

The model of electrochemical reactions under fuel cell working conditions is 

built based on the approach proposed by Norskov et al. [34], in which the 

stability of reaction intermediates is computed as a function of applied 

potential U and pH of media at room temperature. For the electro-oxidation of 

alcohol (ethanol), the Gibbs free energy for forming the reaction intermediate 

M with the formula CxHyOz* will be calculated relative to liquid H2O and 

ethanol at temperature T, for a potential U and a pH: 

C2H5OH(l) + (3+z-2x) H2O(l) + * ↔ CxHyOz* + (2-x) CO2 (g)  

                                                                                                     + (12+2z-4x-y) (H+ + e-)           
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In the reaction above, the electro-chemical reaction between ethanol and water 

generates the intermediate with the formula CxHyOz, adsorbed on the catalyst 

surface, CO2 in gas phase and produce (12+2z-4x-y) protons and (12+2z-4x-y) 

electrons. The complete oxidation of ethanol will form carbon dioxide and 

generate 12 protons and 12 electrons. 

 

To calculate the Gibbs energy from DFT calculations, we use the model which 

is illustrated below: 

 

Figure 2.3. Model used to calculate the Gibbs free energy for the electro-
chemical reactions from DFT calculations 
 

The ∆Go
DFT is the Gibbs free energy change for the reaction of gas phase 

ethanol and water and obtained from DFT, which is computed at temperature 

T as follow:    ∆Go
DFT = ∆H(T) - T∆S = [∆H(0) + ∆Hcorrection] - T∆S  

                             = [(∆Ew + ∆ZPE) + ∆Hcorrection] - T∆S                      (2.1) 

where ZPE is the zero-point energies, ∆Hcorrection is the enthalpy correction at 

temperature T, and ∆Ew is the reaction energy in water media. 

 

In detail, ∆Ew is calculated from DFT electronic energies of all species in this 

equation: 

∆𝐸𝑤 = �𝐸𝐶𝑥𝐻𝑦𝑂𝑧∗ + (2 − 𝑥)𝐸𝐶𝑂2 + (12 + 2𝑧 − 4𝑥 − 𝑦)𝐸𝐻2� 

                   −(𝐸𝐶2𝐻5𝑂𝐻 + (3 + 𝑧 − 2𝑥)𝐸𝐻2𝑂)                          (2.2) 
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Zero point energies (ZPE) is calculated for all species. For the adsorbed 

species, the ZPE will be determined using calculated vibration frequencies on 

Pt(111), and assumed to be similar on the other surfaces. Entropy and enthalpy 

corrections were obtained from the NIST-JANAF tables [35] for the gas-phase 

species and calculated on a Pt(111) slab for the adsorbed species [36]. In 

detail, the vibrational frequencies of the specie will be computed by VASP. 

Next, the zero-point energy ZPE, entropy S and enthalpy Hcorrection can be 

calculated from the equation (2.3), (2.4) and (2.5) using the vibrational 

partition function [37]: 

𝑍𝑃𝐸 =  
1
2
�ℎ𝜗𝑖

𝑛

𝑖=1

                                                                                            (2.3) 

𝑆𝑣𝑖𝑏 = −𝑅� ln �1 − 𝑒−
ℎ𝜗𝑖
𝑘𝑇 �

𝑖

+ 𝑅��
ℎ𝜗𝑖
𝑘𝑇 �

�
𝑒−ℎ𝜗𝑖/𝑘𝑇

1 − 𝑒−ℎ𝜗𝑖/𝑘𝑇
�

𝑖

             (2.4) 

𝐻𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = [𝐻(𝑇) − 𝐻(0)] = 𝑅𝑇��
ℎ𝜗𝑖
𝑘𝑇 �

�
𝑒−ℎ𝜗𝑖/𝑘𝑇

1 − 𝑒−ℎ𝜗𝑖/𝑘𝑇
�

𝑖

          (2.5) 

The effect of pH and potential U will be included using the Gibbs free energy 

of the following reaction, as described by Norskov et al. [34]:  

½ H2(g) ←→ H+ + e-    

∆GH+ =  – eU + kBTln10.(pH)                 (2.6) 

The ∆G 1 and ∆G2 are included to correct the Gibbs free energy relative to 

Ethanol and water in liquid state:  

∆G1 = RTlnp*(C2H5OH)T                (2.7) 

∆G2 = RTlnp*(H2O)T                  (2.8) 

where p*(C2H5OH)T and p*(H2O)T are saturated vapor pressure for ethanol and 

water at temperature T, and could be extracted from the standard 

thermodynamic tables for all the gas-phase molecules [35]. 



27 
 

Substitute all the equation from (2.2) to (2.8) into the equation (2.1), the 

stability of intermediate M will then be converted to free Gibbs energy at 

applied potential U, pH and temperature T by this equation: 

∆GM = ∆Go
DFT + ∆GH+ + ∆G1 + ∆G2 

      = (∆Ew + ∆ZPE + ∆Hcorrection - T∆S) + (12+2z-4x-y)(–eU+ kBTln10.(pH))  

           + RTlnp*(C2H5OH)T) + (3+z-2x) lnp*(H2O)T                 (2.9) 

 

Equation (2.9) is applied for anode side reaction (alcohol oxidation). The same 

approach also could be used for the cathode reaction (oxygen reduction): 

a H2O(l) + * ↔ OaHx* + (2a – x) (H+ + e-)   

 

where a is 1 or 2 and x is 0 or 1. In Chapter 4, we will use this approach to 

study the volcano behavior of PdM@PdPt (M=Cr, Fe, Co, Ni and Pt) core-

shell oxygen reduction electrocatalysts and guided design the optimal 

candidates. After that, the theoretical DFT prediction will be validated by 

experiments.   

 

2.4. Describe the Hydrogen interaction by DFT: role of DFT-vdW 

functional 

The conventional Perdew-Burke-Ernzerhof functional (DFT-PBE), [38] which 

implemented in the Vienna Ab initio Simulation Package (VASP), works very 

well in almost DFT calculations on metallic surfaces. However, to better 

describe the Hydrogen interaction between alcohol in an aqueous environment 

in Chapter 5, some improvement will need to be applied. 
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The important role of van der Waals (vdW) forces in the weak interaction 

between water molecules with metal surfaces has been reinforced [39,40] 

when evaluating the relative stability, adsorption sites, and adsorption 

geometries of competing water ad-structures. To describe the hydrogen 

interaction in our studied systems which include a co-adsorbed system of an 

alcohol with surrounding water molecules, the recent developed revPBE-vdW 

functional implemented in VASP will be used [41,42]. To evaluate how this 

functional describes the hydrogen-bond interactions, we conduct some 

calculations in comparison with calorimetrical measurements, include the 

decomposition of water on Pt(111) [43], the formation of OH group on water 

covered Pt(111) [44], the UHV adsorption of Methanol and the reaction of 

Methanol with predosed O on Pt(111) [45]. The results are shown in Table 2.1 

 

The Reaction enthalpy for the decomposition of water on Pt(111) calculated 

by revPBE-vdW functional is 48 kJ/mol, in good agreement with experimental 

result of 50 kJ/mol [43]. The similar agreement is found in the formation of 

OH group on oxygen-covered Pt(111). DFT revPBE-vdW calculation gives 

the formation energy of -54 kJ/mol, agrees well with calorimetrical 

measurement of -60 kJ/mol from Campbell’s group [44], while DFT-PBE 

gives the formation energy of -32 kJ/mol, quite far from experimental 

measurement. These results show that revPBE-vdW functional describes quite 

well the hydrogen-bond interactions. Finally, revPBE-vdW also gives accurate 

adsorption energy and reaction energy. Our computed adsorption energy of 

Methanol on Pt(111) surfaces with revPBE-vdW functional is -44 kJ/mol, 

which match quite well with experimental measurement values of -58.6 ± 0.8 
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kJ/mol [45]. The computed reaction energy of -69 kJ/mol was calculated for 

the reaction CH3OH(g) + O*  CH3O* + OH*coadsorbed, close to the measured 

∆Hrxn of -76.4 ± 2.9 kJ/mol [45].  

 
Table 2.1. Experimental measurement and computed energy (kJ/mol) with 
revPBE-vdW functional 
 

Reaction 
Experimental 

measurement  

Computed by 

revPBE-vdW  

Decomposition of water on Pt(111) 

H2O*√3x√3  OH* + H* 51a 48 

Formation of Hydroxyl group on water-

covered Pt(111) 

2H2O(g) + O*2x2→ (H2O...OH*)√3x√3 + OH*1x1 -60b -54 

Adsorption of Methanol on Pt(111) 

CH3OH(g) + Pt(111)3x3  CH3OH*-Pt(111) -59c -44 

Reaction energy of Methanol on Pt(111) 

predosed with Oxygen 

CH3OH(g) + O*3x3  CH3O* + OH*coadsorbed -76c -69 

 
Experimental data are obtained from literature: a Karp et al. [43]; b Lew et al. 
[44] and c Karp et al. [45] 
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CHAPTER 3 

Evaluating the Structure of Catalysts using First 

Principle calculated XPS Core-Level Binding Energies 

and guided characterize core-shell electro-catalyst 

 

3.1. Introduction 

Since its introduction in 1958 [1], X-ray Photoelectron Spectroscopy (XPS) or 

Electron Spectroscopy for Chemical Analysis (ESCA) has become a popular 

surface characterization technique in heterogeneous catalysis [2,3]. In XPS, a 

core-level electron is excited by X-rays, and the kinetic energy of the collected 

electrons is measured. From an energy balance, the binding energy (BE) of the 

core-level electrons can be determined. It has been found that core-level BEs 

are highly sensitive to the chemical state and the environment of the surface 

species, and the chemical shifts in the BEs can be used to identify the structure 

and the binding site of the surface species. Moreover, the small penetration 

depth of the photoelectrons makes XPS surface sensitive [4,5]. The 

introduction of synchrotron-based XPS has reduced acquisition times to a few 

ms per spectrum, and enhanced the energy resolution to better than 0.1 eV [6]. 

In addition, depth-profile measurements [7,8], and in situ studies [9,10] have 

recently appeared. With those improved measurement techniques, modeling 

based analysis tools become important to help interpret the spectra. 

  

Chemical shifts in the core-level BEs have been interpreted as initial-state 

effects originating from changes in the electrostatic interactions between the 
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core electrons and the valence electrons, and final-state effects arising from 

charge rearrangement and relaxation occurring in response to the core hole 

[11-13]. Initial-state effects dominate the chemical shifts in many cases 

[14,15], however, final-state effects are not always negligible and may 

contribute positively or negatively. [11,13,16] Various factors that contribute 

to initial-state chemical shifts were discussed in by Methfessel and Fiorentini 

[16] and by Weinert and Watson [17], and include inter-atomic charge 

transfer, changes in the reference Fermi-energy level, intra-atomic charge 

transfer, charge transfer from the local environment to the atom, and re-

distribution of charge due to bonding and hybridization. Charge transfer is 

hence often invoked to interpret shifts in the core-level BEs [12-14,16-20]. 

Chemical shifts are found to correlate quite well with charges for gas-phase 

molecules [12] and for some bimetallic systems [16,18,19], but the correlation 

has been debated for bulk alloys and for adlayer systems [17]. In practice, 

chemical shifts result from a complex combination of various factors, which 

often partially cancel [13,16-18,19]. This makes it challenging to 

quantitatively interpret chemical shifts. 

 

Density functional theory (DFT) has become an important tool to analyze 

heterogeneous catalytic reactions [21,22]. In particular the relative stability of 

various possible reaction intermediates and the activation barriers of surface 

reactions are calculated routinely. In addition, calculated vibration spectra can 

help identify the structure and the adsorption site of surface species [e.g., 23-

25]. Chemical shifts have also been calculated from first principles [e.g., 

11,13-16,18,26-32]. For example, Takahata and Chong [28] calculated core-
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level BEs for a test set of 59 small gas-phase molecules with an average 

deviation of 160 meV. Core-level BE calculations have been used to analyze 

the surface structure and the nature of the surface species in catalysis. For 

example, Todorova et al. [29] identified the structure of a strained PdO(101) 

layer on Pd(100) using DFT calculations in combination with calculated O 1s 

BEs and scanning tunneling microscopy images. Bianchettin et al. [30] 

combined synchrotron-based XPS with calculated Rh 3d5/2 surface core-level 

shifts to investigate the Rh(100) surface reconstruction induced by oxygen. 

Kresse and Kohler [11] compared calculated vibration frequencies and Rh 

3d5/2 surface core-level shifts with experimental values to confirm the 

preferred top adsorption site of CO on Rh(111). Gandubert et al. [31] 

combined Co 2p3/2 XPS with DFT core-level shift calculations to analyze the 

effect of promoter edge-decoration in CoMoS2 catalysts on the toluene 

hydrogenation activity, while Todorova et al. [32] analyzed the structure of 

thin crystalline SiO2 film on a Mo(112) substrate by a combination of DFT-

based scanning tunneling microscopy image simulations, O 1s core-level shift 

calculations, and infrared reflection absorption spectroscopy. With the 

development of fast and high-resolution synchrotron-based XPS techniques, 

calculated chemical shifts are expected to become an important tool to analyze 

surface species and surface structures. 

 

The motivation for this chapter was raised from the challenge of 

characterization of multi-component nano-size electrocatalyst. Until now, Pt is 

still the best pure catalyst for DAFCs, however, the activity of Pt catalyst 

alone is not satisfied, and the catalytic activity of Pt could also be increased by 
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modifying by other foreign atom adsorption, or alloying Pt with another 

transition metals such as the design of core-shell type electro-catalyst. 

However the structural study of those catalysts is very challenging. The nano-

particle size in the catalysts is always less than 3 nm, which makes it very 

difficult for characterization, especially so for catalysts with core-shell 

structure due to the more complicated composition. Since the shell thickness is 

about 1 monolayer, it is nearly impossible to prove the core-shell structure via 

conventional technique such as XRD, TEM... Therefore, the development of 

new characterization techniques becomes very important for the design of 

advanced DAFCs electro-catalyst. To address this issue, we developed the 

procedure to evaluate the structure of catalysts using Core-Level Binding 

Energies calculated from First-Principles. Firstly, we developed a procedure to 

accurately calculate XPS binding energies which can be compared with 

experimental catalyst characterization data. Next, we developed the procedure 

using experimental XPS and core-level BE calculations combining with DFT 

thermodynamics calculations to provide a powerful technique to analyze the 

structure of surface species and to help identify the nature and the chemical 

state of the catalyst. We tested our procedure in the Fisher-Tropsch process 

(FTS) since the FTS and the fuel cell reactions share many same 

intermediates. Indeed, the oxidative reactions of alcohol towards CO/CO2 and 

proton (H2) occur in DAFCs are exactly the reverse processes of the synthesis 

of alcohols from the mixture of CO and H2 occur in the Fisher-Tropsch 

process. Besides, XPS measurements were conducted under the vacuum 

atmosphere; therefore it is much more convenient to measure the XPS core-

level binding energy of the structure in the gas-phase condition of the FTS 
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rather than in aqueous environment of DAFCs operation conditions. Rather 

than that, there are much more available data of XPS core-level binding 

energy from FTS in the literature so it is easy to detect the chemical state of 

the structure, while the data of XPS core-level binding energy for structure in 

DAFCs is very scarce.  

 

In summary, in this chapter, we demonstrate that C 1s and B 1s chemical shifts 

can be calculated accurately using DFT with the final-state approximation. 

Next, we illustrate how such calculations, in combination with thermodynamic 

stability calculations, can help identify the nature of the resilient carbon 

species that are formed on a Co/γ-Al2O3 catalyst during Fischer-Tropsch 

Synthesis (FTS) [33], and help elucidate the location of the boron promoter 

that was found to enhance the stability of Co catalysts [34,35]. Finally, we 

show how Pt 4f7/2 surface core-level shift calculations can be used to 

characterize the structure of a series of Pd3M@Pd3Pt (M=Co, Ni, Fe and Cr) 

core-shell catalysts, developed to maximize the activity of the electrocatalytic 

oxygen reduction reaction [18,36]. 

 

3.2.Computational and Experimental Methods. 

3.2.1. Computational Methods. 

All structures were optimized using periodic spin-polarized DFT with the 

Perdew-Burke-Ernzerhof functional (DFT-PBE) [37] as implemented in the 

Vienna ab initio simulation package (VASP) [38,39]. Convergence tests were 

done to choose the appropriate cutoff energy and smearing width. Plane waves 

with a converged kinetic energy up to 450 eV were used, and the electron-ion 
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interactions were described by the projector-augmented wave (PAW) method 

[40,41]. The structures were optimized using a conjugate-gradient method 

until the atomic forces were less than 0.01 eV/Å. A second-order Methfessel-

Paxton scheme with a 0.2 eV smearing width was used to facilitate the 

convergence of the electronic structure, and the energy convergence for the 

electronic structure was set to 10-4 eV. Those parameters were chosen to 

ensure the optimized compromise between the accuracy and computational. 

All the optimized structures are shown in the Table 3.1, Table 3.2 and Table 

3.3 for C1s B.E calculations on Co(0001), Pt(111) and B1s B.E calculations, 

respectively.  

 

We focused our study on closed-packed Pt(111) and Co(0001) surfaces 

because they are the dominant facets for catalyst particles, and because most 

experimental XPS literature is available for closed-packed surfaces. On 

Co(0001), the following species were considered for a 1/9 ML coverage (the 

experimental references are indicated for each structure): CH3CH2O at the hcp 

hollow site (Structure A1 in Table 3.1) [42] and, for comparison, at the less-

preferred top site (A2), C2H2 across the bridge site with C in neighboring 

hollow sites (A6) [43], CH at the hcp hollow site (A10) [44], CH2 at the hcp 

hollow site (A9) [44], CH3 at the hcp hollow (A7) [44] and at the less-

preferred top site (A8), a graphene overlayer centered at the bridge sites, 

CCH3 at the hcp hollow site, and carbon atoms at the subsurface octahedral 

sites, and CO at the top(A4) [45] and at the hcp hollow site for a 1/3 ML 

coverage (A5). In addition, carbon adsorption at the B5 step sites, and a 

surface p4g clock carbide growing from the step edge [33] were calculated. To 
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include a C 1s core-level BE for a surface p4g clock carbide in the test set, the 

p4g clock reconstruction induced by carbon on Ni(100) (A3) [13] was 

included. Orthorhombic bulk cobalt carbide (Co2C) with optimized lattice 

parameters of 2.92, 4.48 and 4.42 Å was also evaluated. Graphite was 

modeled using the experimental lattice (A0) [46]. 

Table 3.1. Optimized structures for various well-characterized species on 
Co(0001) and Ni(100). 
 

Graphite (A0) C2H5O at hcp (A1) C2H5O at top (A2) 

   
Ni(100)-p4g (A3) CO at top (A4) CO at hcp (A5) 

   
C2H2 at bridge (A6) CH3 at hcp (A7) CH3 at top (A8) 

   
CH2 at hcp (A9) CH at hcp (A10)  
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Table 3.2. Optimized structures and calculated C 1s binding energies for 
various well-characterized species on on Pt(111). 
 

C2H5OH at top (P1) CH3CO at top (P2) CCH3 at hcp (P3) 

   

CH3CHO - η1(O) (atop) 
(P4) 

CH3CHO - η2(C,O) 
(di-σ) (P5) 

Di-σ-π C2H2 (P6) 

   

Di-σ C2H4 (P7) π C2H4 (P8) CH3 at top (P9) 

   
1/2 ML CO - p(4x2) 

(P10) 
3/16 ML CO - p(4x4) 

(P11)  

  

 

On Pt(111), C 1s BEs were calculated for the following species for a coverage 

of 1/9 ML: CH3CH2OH (Structure P1 in Table 3.2) and CH3CO (P2), both at 

the top site [47], two configurations of CH3CHO (η1(O) with O at a top site 
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(P4), and η2(C,O) with C=O over a bridge site (P5) [48]), and CH3 at the top 

site (P9) [49]. Di-σ-π adsorbed C2H2 (P6) [50], di-σ adsorbed (P7) and π-

adsorbed C2H4 (P8) [50,51] and CCH3 at the fcc hollow site (P3) [51,52] were 

considered for a 1/4 ML saturation coverage. Two structures were considered 

for CO: 1/2 ML with CO at both top and bridge sites in a p(4x2) unit cell 

(P10) [52,53] and a lower 3/16 ML coverage with CO at the top sites in a 

p(4x4) unit cell. (P11) [52] 

Table 3.3. Optimized structures and calculated B 1s binding energies for 
various well-characterized boron species 

β-rhombohedral Borona (T0) Trigonal B2O3 (T1) 

  

Rhombohedral-BN (T2) Hexagonal-BN (T3) Cubic-BN (T4) 

   
Cobalt Boride Co2B (T5) Nickel Boride Ni2B (T6)  

  

 

aThe B atom was choosen for calculated is indicated in bigger size in the 
center of the box. Noted that different B atoms at different positions might 
have the calculated B1s core-level binding energy differ of about 0.1 eV. 
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For the B 1s BEs, the following structures were considered: β-rhombohedral 

boron (Structure T0 in Table 3.3) [54] with an experimental lattice parameter 

of 10.13 Å and angle of 65.2°, tetragonal Co2B (T5) [55] with optimized 

lattice parameters of 4.98 and 4.28 Å, tetragonal Ni2B (T6) [56] with 

optimized lattice parameters of 4.99 and 4.28 Å, rhombohedral-BN (T2) [57] 

with experimental lattice parameters of 2.50 and 9.99 Å, hexagonal-BN (T3) 

[58] with experimental lattice parameters of 2.50 and 6.66 Å, cubic-BN (T4) 

[58] with an optimized lattice parameter of 3.58 Å, and B2O3 (T1) [54] with 

optimized lattice parameters of 4.36 and 8.39 Å. In addition, a surface Co p4g 

clock boride growing from the step edges, boron at the B5 step sites, 

subsurface boron, and adsorbed BH with coverage of 1/9 ML at the hcp 

hollow site were included. 

 

Hcp Co(0001), fcc Pt(111), and fcc Ni(100) surfaces were modeled as 3-layer 

slabs, where the bottom layer was fixed at the optimized bulk lattice 

parameters of 2.49, 3.98, and 3.52 Å, respectively. Co step sites were created 

by removing two rows of Co atoms from the top layer of a p(2x8) hcp 

Co(0001) slab [33]. A (5x5x1) Monkhorst-Pack k-point grid was used to 

sample the Brillouin zone for p(3x3) unit cells, while a (5x2x1) grid was used 

for larger p(2x8) unit cells, and a (3x3x1) grid for p(4x4) unit cells. Repeated 

slabs were separated by 12 Å to minimize interactions between slabs. 

Adsorption energies were converged within 5 kJ/mol with respect to the 

vacuum spacing and the k-point sampling. Increasing the slab thickness from 3 

to 5 layers reduced the carbon adsorption energy at the hollow site on 

Co(0001) by 7 kJ/mol and the boron adsorption energy by 5 kJ/mol, while the 
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C 1s and B 1s BEs changed by less than 60 meV for adsorbed CHx and BH 

species. Also for Pt(111), increasing the slab thickness to 5 layers changed C 

1s BEs for C2H5OH, CH3CO, C2H2, C2H4, and CCH3 by less than 100 meV. 

Therefore, we only report results for the 3-layer calculations.  

 

Figure 3.1. Model structure to simulate Pd3M@Pd3Pt core-shell 
electrocatalysts. The dark spheres represent Pd atoms, the large grey spheres 
are surface Pt atoms, and the small grey spheres correspond to core 3d 
transition metal atoms, M. 
 

Pd3M@Pd3Pt core-shell particles were modeled as a p(2x2) Pd3Pt(111) shell 

on a fcc Pd3M(111) core, where M is a 3d transition metal (M=Co, Fe, Ni, or 

Cr) [18,36]. An example of the core-shell model is shown in Figure 3.1. The 

lattice parameters for the Pd3M@Pd3Pt structures were obtained by 

minimizing the total energy of a fully relaxed Pd3M@Pd3Pt structure as a 

function of the lattice parameter. A (5х5х1) Monkhorst-Pack k-point grid was 

used for the Brillouin zone integration, and an interslab spacing of 12 Å was 

used to minimize interactions between repeated slabs. To test the convergence 

of the surface core-level shifts, the number of core layers was increased up to 

six. To evaluate the effect of the shell thickness on the surface core-level shift, 

structures with one, two, and three shell layers were considered. 
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3.2.2. Core-level Binding Energy Calculations. 

In XPS, a core electron is excited by a beam of X-ray photons to create a core 

hole. The measured core-level BE is the energy difference between the initial, 

unexcited ground-state and the final, core-excited state. Several schemes have 

been developed to calculate core-level BEs using DFT [e.g., see 26,27 for a 

detailed discussion], and include the initial-state approximation where 

screening of the core hole in the core-excited state is neglected, the final-state 

approximation where the core hole is completely screened, and the transition-

state model where partial orbital occupation numbers are introduced to 

describe the excitation process [26,27,59]. In this work, core-level BEs were 

calculated with the final-state approximation as implemented in VASP. For 

comparison, core-level BEs were also computed with the computationally 

more efficient initial-state approximation. In the initial-state approximation, 

the core-level BE corresponds to the energy eigenvalue of the core orbital 

relative to the Fermi level. Practically, the Kohn-Sham equations are solved 

inside the PAW sphere for the core electrons, after self-consistency with a 

frozen core has been reached [11]. In the final-state approximation, core-level 

BEs are calculated as the energy difference between an unexcited ground-state 

calculation and a core-excited-state calculation in which a specified core 

electron is removed and an electron is added to the lowest unoccupied valence 

state to completely screen the localized core hole and preserve the charge 

neutrality of the system. In the final-state approximation, the resulting core 

hole is hence completely screened, as indicated by the extra charge in the local 

valence density of states of the core-excited atom. It should be noted that in 
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the complete-screening scheme, the core levels can also shift to screen the 

core hole.  

 

Since relative energies are calculated more accurately than absolute BEs, 

chemical shifts are calculated rather than absolute core-level BEs. Core-level 

BEs are then obtained using an experimental reference value. Hence, C 1s BEs 

are calculated using the C 1s BE of graphite, 284.4 eV, [46] as the reference, 

while the B 1s BE of bulk β-rhombohedral boron, 187.9 eV, [54] was used as 

the reference for the B 1s BEs. Pt 4f7/2 SCLSs are calculated as the difference 

between the Pt 4f7/2 core-level BE of shell Pt atoms in the Pd3M@Pd3Pt core-

shell structures, and of Pt atoms in bulk Pt. With those settings, the calculated 

core-level BEs are expected to be numerically converged within 20 to 50 meV 

[11]. It has been reported that sufficiently large unit cells are required to avoid 

interactions between localized core-excited ions [60,61]. To evaluate the effect 

of the unit cell size on the calculated core-level BE, we calculated the C 1s 

core-level BE for 1 ML atop CO on Pt(111) by exciting one C 1s electron in a 

p(2x2) and in a p(3x3) unit cell. The calculated C 1s BE was found to increase 

by less than 20 meV when the unit cell size was increased. A similar small 

increase in the Pt 4f7/2 SCLS was calculated when the Pt(111) unit cell was 

increased from p(2x2) to p(3x3). Finally, since charge effects are reported to 

have an important effect on the core-level BEs [19,20] and are easy to 

evaluate, Bader charges [62,63] were computed to analyze the chemical shifts.  
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3.2.3. Experimental Methods. 

Co/γ-Al2O3 catalysts were prepared by slurry impregnation of a γ-Al2O3 

support with an aqueous Co nitrate solution, Co(NO3)2.6H2O, as described by 

Tan et al. [33]. The Co catalysts were tested during FTS, the conversion of 

synthesis gas to long chain hydrocarbons, for 200 hours in a fixed bed micro-

reactor [33]. After 200 hours, the reactor temperature was reduced, and the 

catalyst was removed for characterization without exposure to air. The nature 

of the resilient carbon species remaining on the Co catalyst after careful wax 

extraction with hexane was studied with XPS. XPS spectra were obtained 

using a Thermo ESCALAB 250 spectrometer with a monochromatic 

aluminum anode (Al Kα = 1487 eV). Measurements were recorded for a 20 

eV pass energy, a 0.1 eV kinetic energy step and a 0.1 s dwelling time. Energy 

corrections used the Al 2p peak of the γ-Al2O3 support at 74.3 eV. Promotion 

with small amounts of boron was found to increase stability of Co catalyst 

during FTS [34,35]. To improve the B 1s signal-to-noise ratio in XPS, 2.0 

wt% boron was introduced to the Co/γ-Al2O3 in second slurry impregnation 

step using aqueous boric acid (H3BO3) [35]. After reduction in flowing H2 at 

500 °C for 2 hours, the catalysts were purged with Ar and cooled to room 

temperature. Then, the catalysts were characterized by XPS using the 

equipment and procedure described above.  

 

Pd3M@Pd3Pt core-shell catalysts were prepared by a galvanic replacement 

reaction between Pd3M alloy particles and an aqueous solution of PtCl4
2−, as 

described by Trinh et al. [18] and Yang et al. [64]. XPS spectra were obtained 

using a Thermo ESCALAB MKII spectrometer with a monochromatic 
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aluminum anode (Al Kα = 1487 eV), a 20 eV pass energy, a 0.05 eV kinetic 

energy step, and a 0.1 s dwelling time. Energy corrections were performed 

using the C 1s peak of the support at 284.5 eV. Pt 4f7/2 binding energies were 

converted to SCLS using the binding energy of Pt atoms in bulk Pt, 71.1 eV. 

[65]. Both XPS instruments used a focused monochromatic Al X-ray gun, and 

utilize a 500 mm Rowland circle monochromator to produce a small X-ray 

spot with a minimum energy spread. The resolution observed using the full 

width at half-maximum intensity (FWHM) of the Ag 3d5/2 peak from sputter-

cleaned silver is 0.42 eV. However, the instruments have demonstrated higher 

resolutions for XPS peaks whose natural line width is smaller. When the 

microfocus monochromator of the Thermo ESCALAB 250 spectrometer was 

operated at a spot size of 500 μm and for a 2.0 eV pass energy, the W 4f7/2 

FWHM of a WSe2 single crystal was 0.29 eV, from which a peak natural line 

width of 0.13 eV could be obtained. 

 

3.3. Results and Discussion. 

First, C 1s and B 1s BE calculations are evaluated for a range of well-

characterized materials using both the initial-state and final-state 

approximation. Next, core-level BE calculations are used to help identify 

resilient carbon species formed during FTS, and the location and nature of the 

boron promoter introduced to enhance the stability of Co catalysts during FTS. 

Finally, we evaluate the effect of the shell thickness on the calculated Pt 4f7/2 

SCLSs of Pt3Pd@Pd3M core-shell catalysts, and compare the calculated 

values with experimental data.  
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3.3.1. C 1s core-level binding energies on Co(0001). 

 
Figure 3.2. Calculated and experimental C 1s binding energies for various 
well-characterized carbon species on Co(0001) and Ni(100), using the final-
state approximation (a) and the initial-state approximation (b). The adsorption 
site and the experimental reference are indicated.  
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Experimental C 1s XPS BEs are compared with calculated core-level BEs in 

Figure 3.2. The final-state approximation was used for the results in Figure 

3.2a, while the computationally more efficient initial-state approximation was 

used for the results in Figure 3.2b. In general, the final-state DFT-PBE 

calculations capture the 2.8 eV variation in the experimental BEs well when 

going from a p4g clock carbide on Ni(100) to CO at a top site of the Co(0001) 

surface. Deviations between experimental C 1s XPS positions and calculated 

core-level BEs are typically smaller than 0.1 eV, and the average deviation is 

85 meV. The largest deviation is found with the synchrotron-based XPS data 

for CH3CH2O on Co(0001), however, the difference between the calculated 

CH2 and CH3 C 1s BEs of 285.72 and 284.50 eV, respectively, corresponds 

well with the difference between the experimental peaks at 285.9 and 284.6 

eV. These deviations should be compared with a typical energy resolution of 

about 0.5 eV in standard XPS and of about 0.1 eV in synchrotron-based XPS 

[6].  

 

The average deviation between the experimental C 1s XPS positions and the 

calculated C 1s BEs are somewhat larger at 310 meV for the initial-state 

approximation. Though the initial-state calculations capture the variation in 

the C 1s BEs, the agreement with the experimental data improves significantly 

when final-state screening of the C 1s core hole is taken into account. 

Screening of the core hole depends on the valence band structure, and can 

have both a negative and a positive effect on the calculated chemical shift 

relative to graphite. For most systems in the test set, screening reduces the C 

1s BE more than in graphite, e.g., leading to a negative chemical shift of −0.7 
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eV for CH3CH2O/Co(0001)-hcp. The effect of core-hole screening in 

C/Ni(100)-p4g and graphite are similar, leading to a change in the chemical 

shift of less than +0.1 eV in the final-state approximation. The only system in 

our test set where the C 1s core hole is significantly less screened than in 

graphite is CO/Co(0001)-top with a positive shift in the C 1s BE of +0.8 eV.  

 
Figure 3.3. Correlation between the net Bader charge on the carbon atom and 
the calculated C 1s binding energy. 
 

To analyze the effect of charge transfer on the variation in the core-level BEs 

over the test set, the net Bader charges on the carbon atoms are plotted against 

the calculated C 1s BEs in Figure 3.3. As discussed in the literature, charge 

transfer is often invoked to analyze chemical shifts. [11-16] Withdrawal of 

valence electrons reduces the screening of the nuclear charge by the valence 

electrons and hence increases the core-level BEs. However, other factors such 

as hybridization and local dipole moments also affect the chemical shift, [12-
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14] and the correlation in Figure 3.3 seems valid only within homologous 

series at similar sites. Indeed, the correlation in Figure 1b is at best qualitative 

with a R2 value of 0.59. In particular when moving from one adsorption site to 

another, the change in core-level BE is often smaller than expected from the 

change in the Bader charge, suggesting that the change in hybridization is an 

important factor as well.  

 

The low C 1s BE for p4g carbon on Ni(100) is found to correspond with the 

transfer of nearly one electron from the surrounding Ni atoms to the p4g clock 

carbon atom, as also discussed by Martensson and Nilsson [13]. A similar 

charge transfer was calculated for a p4g clock carbide formed near the edge 

sites of Co terraces [33]. Also for C2H2, the low C 1s BE correlates with 

strong backdonation from Co(0001) to adsorbed ethyne. Within the CHx 

series, the variation in the core-level BE correlates with the carbon charge, 

though the variation in the BEs is somewhat larger than expected from the 

overall correlation. Among the CHx species, the CH has the most negative 

charge due to the charge transfer to the anti-bonding C-H orbital is limited, 

and backdonation occurs to the non-hybridized C 2p orbitals instead, as also 

reported by Zuo et al. [66]. This results in a most negative net charge on the C 

atom for the CH adsorbate, and correlates with the lower C 1s BE.  

 

To evaluate the sensitivity of the calculated C 1s BEs to the adsorption site, 

CO at the hcp hollow site, CH3 at the top site, and CH3CH2O at the top site 

were also considered. Though experiments show that CO adsorbs at the top 

sites on Co(0001) at low coverage [45], CO is calculated to be 18 kJ/mol more 
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stable at the hcp hollow site by DFT-PBE. The preference for CO adsorption 

at the hollow sites in DFT is well documented [e.g., 67] and is mainly 

attributed to the overestimated stability of the 2π* LUMO by DFT. Since 

backdonation to the empty 2π* orbitals is stronger at the hollow site, the 

stability at the hollow site is overestimated [67]. The calculated C 1s BE 

decreases from 286.1 to 285.6 eV when CO is moved from the top to the hcp 

site, and the calculated C 1s BE for CO at the hollow site does not agree with 

the experimental value of 286.2 eV for a low CO coverage. The decrease in 

core-level BE correlates with the lower positive Bader charge on the carbon 

atom, which is in turn consistent with the enhanced backdonation from the Co 

d-band to the CO 2π* orbitals at the hollow site. CH3 is 46 kJ/mol less stable 

at the top site than at the hcp site on Co(0001), in agreement with other 

theoretical studies. [68,69] The calculated C 1s BE increases from 285.6 to 

286.0 eV when CH3 is moved from the hcp site to the top site. The increase in 

core-level BE correlates with a decrease in the charge density on the carbon 

atom. CH3CH2O binds 71 kJ/mol stronger at the hcp site than at the top site. 

The change in adsorption site increases the C 1s BE of the CH2 group by 0.5 

eV and of the CH3 group slightly less by 0.3 eV. In particular for the CH3 

group, the agreement with the experimental value worsens. The increase in the 

core-level BE is correlated with a decrease in the Bader charge. However, for 

the CH2 group the decrease in the Bader charge, 0.7 e, is larger than expected 

from the increase in the C 1s BE, and other factors again affect the shift in the 

CH2 C 1s BE. 
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3.3.2. C 1s binding energies for species on Pt(111). 

 

 
Figure 3.4. (a) Calculated and experimental C 1s binding energies for various 
well-characterized carbon species on Pt(111). The adsorption site and the 
experimental reference are indicated. (b) Correlation between the net Bader 
charge on the carbon atom and the calculated C 1s binding energy.  
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To confirm the accuracy of the C 1s BE calculations for other surfaces, we 

considered several well-characterized hydrocarbon species on a closed-packed 

Pt(111) surface with the final-state calculations only. C 1s BE calculations for 

nine structures are compared with experimental data in Figure 3.4a. The final-

state DFT calculations capture the 4.2 eV variation in the C 1s BEs for the test 

set, ranging from CH3 at the top site to CO at top sites, with an average 

deviation of 73 meV. The largest deviation is for CH3 at the top site, where the 

calculations underestimate the BE by 270 meV, to be compared with a typical 

conventional XPS resolution of about 0.5 eV [6].  

 

When there are multiple carbon atoms in the structure, they can be difficult to 

distinguish by conventional XPS. For a low ethanol coverage on Pt(111), 

synchrotron-based XPS was able to distinguish the CH2 and CH3 groups, with 

peaks at 284.8 and 283.7 eV, respectively, [47] while a single peak was 

reported in an earlier conventional XPS study. [48] Both the position and the 

difference in the measured BEs are in good agreement with the calculated 

values of 284.7 and 283.5 eV, respectively. Also for CH3CO, two peaks at 

285.2 and 283.5 eV are separated by synchrotron-based XPS, [47] and both 

compare well with the calculated values, 285.1 and 283.3 eV. In a 

conventional XPS study, only a single C 1s peak at 283.9 eV was observed for 

acetaldehyde on Pt(111), and this peak was assigned to CH3 [48]. Two stable 

configurations are found for acetaldehyde on Pt(111): η1(O) (top) and η2(C,O) 

(di-σ), (Table 3.2) with a DFT-PBE adsorption energy difference of only 4 

kJ/mol. The calculated C 1s BEs for the CHO and CH3 group in the η2(C,O) 

configuration are 284.5 and 283.2 eV, respectively, and 286.1 and 284.0 eV, 
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respectively, in the η1(O) configuration. The calculated CH3 C 1s BE for the 

η1(O) configuration agrees with the experimental value of 283.9 eV, while the 

calculated BEs for the η2(C,O) configuration differ somewhat more. This is 

consistent with the dominant η1(O) configuration that has been observed in 

surface science studies. [70] An important species during hydrogenation and 

dehydrogenation reactions on Pt is CCH3. Both synchrotron-based and 

conventional XPS studies find a single C 1s peak at 284.1 eV for CCH3 on 

Pt(111), and the two carbon atoms could not be distinguished [51,52]. This is 

consistent with the very small difference in the calculated C 1s BEs of 284.27 

and 284.13 eV. Note that for CCH3 on Co(0001), the difference in the C 1s 

BEs is much larger at 1.0 eV (Table 3.4). 

 

Also on Pt(111), the calculated C 1s BEs are sensitive to the adsorption site. 

For a high ½ ML coverage, CO occupies both the top and the bridge sites in a 

p(4x2) unit cell (Table 3.2), as shown by low-energy electron diffraction 

(LEED) [52] and by photoelectron diffraction (PED) studies [53]. In 

synchrotron-based XPS, two C 1s peaks are distinguished at 286.8 and 286.1 

eV for this structure. The calculated C 1s BEs of 286.74 eV for CO-top and 

285.96 eV for CO-bridge agree well with the experimental values. At a lower 

coverage, CO occupies only top sites on Pt(111). In particular for a 3/16 ML 

coverage, a C 1s BE of 286.8 eV was measured by conventional XPS [52], in 

reasonable agreement with the calculated value of 287.03 eV. Two adsorption 

geometries have been reported for C2H4 on Pt(111), di-σ and π. Though di-σ 

adsorption is the most stable structure in the DFT-PBE calculations, both 

structures have been identified by high-resolution electron energy loss 
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spectroscopy (HREELS) and temperature programmed desorption (TPD) 

studies [71]. The calculated C 1s BE for di-σ C2H4, 283.38 eV, matches both 

the 283.2 eV peak determined by synchrotron-based XPS [51] and the 283.4 

eV peak determined by conventional XPS for a 1/4 ML C2H4 coverage [50]. 

The calculated C 1s BE for π-adsorbed C2H4, 284.24 eV, does not agree well 

with those experimental values.  

 

The Bader charges on the carbon atoms are plotted against the calculated C 1s 

BEs in Figure 3.4b. The chemical shifts and the charges show similar trends, 

and the correlation is somewhat better than for hydrocarbon species on 

Co(0001), with a R2 value of 0.83 (Figure 3.4b). The lowest C 1s BE in the 

test set, CH3 on Pt(111), corresponds with the most negative charge, −0.3. 

Similarly to Co(0001), there is significant backdonation to the CH3 group, but 

most charge remains on the carbon atom rather than flow to the C-H 

antibonding orbital. Therefore, the carbon atom is more negative for CH3 on 

Pt(111) than for CH3 on Co(0001). For unsaturated hydrocarbons such as C2H4 

and C2H2 there is net charge transfer to Pt(111), as also reported by Toulhoat 

et al. [72], but charge transfer from the H atoms to the C atoms still results in a 

slightly negative charge on the C atoms. For CCH3, the charges on the C 

atoms are quite different (0.3 e), yet the two C 1s BEs are very similar, again 

illustrating that charge transfer is not the only factor determining the core-

level shift, and detailed calculations are needed to correctly interpret measured 

chemical shifts.  
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3.3.3. B 1s core-level binding energies. 

 
Figure 3.5. Calculated and experimental B 1s binding energies for various 
well-characterized bulk boride structure, using the final-state approximation 
(a) and the initial-state approximation (b). Experimental references are 
indicated.  
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B 1s BEs were calculated for B2O3, hexagonal-BN, cubic-BN, rhombohedral-

BN, Ni2B, and Co2B. Final-state calculations are compared with experimental 

values in Figure 3.5a, while initial-state calculations are shown in Figure 3.5b. 

Experimental XPS data for boron compounds are somewhat scarcer than for 

carbon species and our test set is more varied than for carbon. In addition, the 

range in the experimental data for each structure can be rather larger, e.g., 

reported B 1s XPS peak positions for B2O3 range from 192.0 [73] to 193.6 eV 

[54]. We have selected the experimental values that best agree with our 

calculated B 1s BEs for Figure 3.5a.  

 
Figure 3.6. Correlation between the net Bader charge on the boron atom and 
the calculated B 1s binding energy.  
 

With those data, the final-state DFT-PBE calculations describe the 6.0 eV 

variation in the experimental data with an average deviation of less than 50 

meV. The initial-state calculations again show a larger average deviation of 
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820 meV, illustrating that final-state screening effects influence the calculated 

B 1s chemical shifts. The initial-state B 1s BEs are generally stronger than the 

final-state BEs, indicating that screening stabilizes the B 1s core hole more in 

the test set structures than in β-rhombohedral boron, the reference structure. 

The only exception is B2O3, where the final-state approximation predicts a 

lower BE than the initial-state approximation. The strongest B 1s BE is 

calculated for B2O3, consistent with strong electron withdrawal from the sp2 

boron atoms by the three surrounding oxygen atoms. Boron nitride exists in 

different crystal structures. The most stable form is hexagonal-BN. It has a 

layered structure similar to graphite, and the boron atoms are sp2 hybridized. 

Rhombohedral-BN is also a layered structure, but with a three-layer stacking 

sequence. It is calculated to be 12 kJ/mol BN less stable than the hexagonal 

form. The cubic phase has a structure similar to diamond, with sp3 boron 

atoms. It is calculated to be 38 kJ/mol BN less stable than h-BN. The relative 

B 1s BEs for r-BN and h-BN are correctly predicted, and the slightly lower 

core-level BE for the more stable r-BN correlates with the more positive Bader 

charge on the boron atom (Figure 3.6). The higher BE in c-BN follows from 

the sp3 hybridization of the boron atom. Indeed, sp3 hybridization moves the 

valence electrons slightly further from the nucleus, leading to reduced 

screening of the nuclear charge [20]. Finally, two metal borides were 

considered; Ni2B and Co2B. Both display a positive chemical shift relative to 

bulk boron, as already reported in early XPS studies [55]. The positive shift in 

tetragonal transition-metal semi-borides has been attributed to charge transfer 

from boron to the transition metal [74], and is opposite to the charge transfer 

in transition-metal carbides (Figure 3.3). The charge transfer is larger for Ni2B 
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than for Co2B, consistent with the higher electronegativity of Ni. Again, the 

net Bader charges on the boron atoms correlate with the calculated B 1s 

chemical shifts, as shown in Figure 3.6. 

 

The higher BE in c-BN follows from the sp3 hybridization of the boron atom. 

Indeed, sp3 hybridization moves the valence electrons slightly further from the 

nucleus, leading to reduced screening of the nuclear charge [20]. Finally, two 

metal borides were considered; Ni2B and Co2B. Both display a positive 

chemical shift relative to bulk boron, as already reported in early XPS studies 

[55]. The positive shift in tetragonal transition-metal semi-borides has been 

attributed to charge transfer from boron to the transition metal [74], and is 

opposite to the charge transfer in transition-metal carbides (Figure 3.3). The 

charge transfer is larger for Ni2B than for Co2B, consistent with the higher 

electronegativity of Ni. Again, the net Bader charges on the boron atoms 

correlate with the calculated B 1s chemical shifts, as shown in Figure 3.6. 

 

3.3.4. Identification of carbon and boron species on supported Co catalysts 

by core-level BE calculations. 

The results in the previous sections suggest that final-state DFT-PBE 

calculations can predict C 1s and B 1s BEs with an accuracy of better than 100 

meV. Moreover, the calculated chemical shifts are sensitive to the chemical 

state and adsorption site of the boron and carbon species, and can hence be 

used to help identify surface species. Next, we illustrate how such 

calculations, in combination with stability calculations and additional 

characterization techniques [33-35], can help identify the nature of the 
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resilient carbon species formed on a supported Co catalyst during FTS, and the 

nature of the boron promoter introduced to Co catalysts to improve their long-

term stability during FTS. 

 
Figure 3.7. C 1s XPS spectra for a 20 wt% Co/γ-Al2O3 catalyst after 200 
hours of FTS at 20 bar and 240 ºC  
 

Supported Co/γ-Al2O3 catalysts were tested for 200 hours during FTS at 240 

ºC [33]. Over this period, the catalyst activity decreased by 30 %. Based on 

Temperature-Programmed Hydrogenation (TPH) and Transmission Electron 

Microscopy (TEM) analysis of the spent Co catalysts after 200 hours of 

reaction, the deactivation is attributed, at least in part, to the formation of 

resilient carbon deposits [33]. The C 1s XPS spectrum for the catalyst after 

200 hours of reaction and after wax extraction is shown in Figure 4a. 

Deconvolution suggests the presence of at least two types of resilient carbon 

species, with C 1s BEs of 283.0 and 284.6 eV, respectively.  
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To help identify those carbon deposits, the thermodynamic stability under FTS 

conditions and the C 1s BE were calculated for various possible carbon 

species (Table 3.4).  

 
Table 3.4. Calculated stability under Fischer-Tropsch conditions, ∆Gr (500 K, 
20 bar), and C 1s and B 1s binding energy for various carbon and boron 
species on Co surfaces.  
 

 Graphene p4g carbide CH at hcp CCH3 at hcp 

Structure 

    
Calculated C 1s 
BE 284.5 283.3 283.6 284.1 (C) 

285.1 (CH3) 
Stabilitya −116 −98 −72 −90 

 Subsurface 
carbon 

Bulk carbide 
(Co2C) 

Carbon at B5 
step p4g boride 

Structure 

    
Calculated 
C(B) 1s BE 283.9 283.2 284.0 187.9 

Stability −15a +16a −95a −59b 

 Bulk boride 
(Co2B) 

Boron at B5 
step 

Monolayer of 
subsurface B BH at hcp 

Structure 

    
Calculated B 1s 
BE 188.2 186.5 187.0 186.8 

Stabilityb −29 −27 −53 −24 
aGibbs free energy for CO (g) + (n/2+1) H2 (g) ↔ C1Hn

* + H2O (g) at typical 
FTS conditions, 500 K, pCO = 4.4 bar; pH2 = 8.9 bar; pH2O = 6.7 bar; bGibbs 
free energy for 1/2 B2H6 (g) ↔ B* + 3/2 H2 (g) at 500 K, pB2H6 = 1.0 bar; pH2 
= 8.9 bar. [33-35] 
 
The most stable carbon species are an extended poly-aromatic graphene 

overlayer and a p4g surface carbide. Surface hydrocarbon species such as CH2 
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and CH3CH2 are also found to be thermodynamically stable, consistent with 

the Gibbs free energy of reaction of about −55 kJ/mol converted CO for the 

formation of long chain alkanes from a synthesis gas reservoir during FTS. 

The formation of subsurface carbon and of bulk Co carbide (Co2C) are less 

favorable. Based on the calculated C 1s BEs, the peak at 284.6 eV likely 

corresponds with poly-aromatic carbon deposits, though hydrocarbon waxes 

remaining after careful wax extraction might also contribute to this XPS peak. 

This assignment is consistent with the TPH profile and the TEM images [33]. 

The peak at 283.0 eV is attributed to a carbide phase, either a p4g surface 

carbide or a bulk carbide Co2C. Since thermodynamic calculations show that 

the formation of a p4g surface carbide is significantly more favorable, the p4g 

surface carbide structure is the most likely candidate for the peak at 283.0 eV. 

 

The addition 0.5 wt% boron to a 20 wt% Co/γ-Al2O3 was reported to enhance 

the catalyst stability during FTS without affecting the maximum activity or 

selectivity [34,35]. Indeed, after 200 hours of reaction, the boron promoted 

catalyst retained 95 % of its activity, while the activity of the unpromoted 

catalyst decreased by 30 %. To investigate the nature of the boron species on 

the supported Co catalyst, B 1s XPS spectra were used. The B 1s XPS profile 

for a Co catalyst promoted with 2.0 wt% boron is shown in Figure 3.8. A 

higher boron loading was used to improve the XPS signal to noise ratio. 

However, the XPS profile for a Co catalyst promoted with 0.5 wt% boron is 

qualitatively similar [35]. Deconvolution of the B 1s spectrum suggest the 

presence of two boron species, a boron oxide with a core-level BE around 

191.6 eV and a reduced form of boron with a core-level BE around 188.1 eV.  
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Figure 3.8. B 1s XPS spectra for a 20 wt% Co/γ-Al2O3 catalyst promoted with 
2 wt% boron, after reduction for 12 hours in 50 Nml/min H2 at 500 °C and at 
atmospheric pressure. 
 

The boron oxide species is likely associated with the γ-Al2O3 support, since a 

similar peak was observed when 2.0 wt% boron was introduced to a γ-Al2O3 

support without Co [35]. Several candidates were considered for the reduced 

boron species (Table 3.4). Based on thermodynamic stability calculations, a 

p4g surface boride and a monolayer of subsurface boron are the most likely 

candidates. Several BHx surface species were also considered. BH is the most 

stable surface species in this family, and BH is 22 kJ/mol more stable than 

adsorbed BH3. Surface BH2 decomposes to BH and surface H during the 

optimization. A surface boron atom is also thermodynamically unstable under 

FTS conditions [35]. Since the amount of introduced boron is rather small, and 

a sequential impregnation procedure was followed, the formation of a bulk Co 

boride (Co2B) seems unlikely. The calculated B 1s BE for subsurface boron, 

187.0 eV, seems too low to correspond with the XPS peak at 188.1 eV. Based 
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on the XPS peak position and the thermodynamic stability, a surface p4g 

boride is therefore the most likely candidate for the reduced boron species 

present on the Co/γ-Al2O3 catalyst. 

 

3.3.5. Structural study of Pd3M@Pd3Pt core-shell particles using Pt 4f7/2 BE 

calculations. 

 
Figure 3.9. Pt 4f XPS spectrum for Pd3Fe@Pd3Pt/C, as synthesized. The Pt 
4f7/2 peak is indicated. 
 

Core-shell particles have been proposed to improve the activity of oxygen 

reduction catalysts in fuel cells [e.g., 18,75]. We have reported the synthesis of 

a series of Pd3M@Pd3Pt (M= Co, Fe, Ni, and Cr) core-shell electrocatalysts, 

and found that the CO and oxygen adsorption energy on those catalysts 

decreases gradually from a Pd3Pt to a Pd3Cr core [18,36]. The change in 

oxygen adsorption energy leads to a volcano-like change in the oxygen 

reduction activity, with a maximum activity for the Pd3Fe@Pd3Pt catalysts 
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[18,36]. The core-shell particles were characterized using a combination of 

Energy-Dispersive X-ray spectroscopy (EDX), X-ray Diffraction (XRD), and 

TEM, as well as XPS [18].  

Table 3.5. Relative stability for different possible Pd3M@Pd3Pt core-shell 
structures. 
 

 Structure A Structure B Strucutre C Structure D 

Structurea 

    
Relative 
energy 
per unit 
cell 
(eV) 

Pt 0.13 0.15 0.29 0 
Ni 0.26 0.29 0.65 0 
Co 0.40 0.44 1.67 0 
Fe 0.51 0.53 2.86 0 
Cr 0.59 0.62 3.78 0 

aThe blue spheres represent Pd atoms, the large grey spheres are surface Pt 
atoms, and the small purple spheres correspond to 3d transition metal atoms M 
 

Various atomic arrangements are possible for the M atoms in a p(2x2) 

Pd3M@Pd3Pt core-shell slab (Table 3.5). The most stable structure for all five 

Pd3M@Pd3Pt structures corresponds to the regular fcc unit cell (structure D), 

where the distance between M atoms is maximized. Indeed, the fcc unit cell 

contains four atoms, corresponding with the Pd3M stoichiometry. In structure 

D, each fcc unit cell contains one M atom. A similar stable structure was 

reported by Ramírez-Caballero et al. for Pd3M alloys [76]. Some of the fcc 

units cells that can be drawn for the other structures contain either no or two 

M atoms. Some of the M atoms hence share the same unit cell, leading to a 

less stable structure. Average magnetic moments for the 3d transition metal 

atoms M in the Pd3M@Pd3Pt core-shell structures are reported in Table 3.6. 

The magnetic moments are somewhat larger than in the corresponding pure 3d 
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metals, consistent with the larger separation between the M atoms in the Pd3M 

alloy. The calculated magnetic moments of the surface Pt atoms are small.  

Table 3.6. Average magnetic moments (µB/atom) of the 3d transition metal 
atoms, M, and of the surface Pt atoms in a Pd3M@Pd3Pt core-shell slab with a 
four-layer core and a monolayer shell (Figure 3.1). 
 

 Pd3Fe@Pd3Pt Pd3Cr@Pd3Pt Pd3Co@Pd3Pt Pd3Ni@Pd3Pt 
M 3.22  2.44 2.14 0.98 
Pt 0.29  0.32 0.33 0.33 

 

Assuming cuboctahedral catalyst particles, and combining the average particle 

diameter obtained from XRD with the Pt weight-fraction from point-resolved 

EDX, a Pd3Pt shell thickness of one to two monolayers is estimated [18]. To 

provide additional support for the core-shell structure and for the shell 

thickness, final-state Pt 4f7/2 BEs were calculated for different possible shell 

structures, and compared with the experimentally measured chemical shifts for 

the different core-shell particles (Figures 3.10 and 3.11). To evaluate the 

importance of final-state screening effects for Pd3M@Pd3Pt core-shell 

structures, initial-state calculations are reported as well. An illustrative Pt 4f 

XPS spectrum is shown in Figure 3.9 for the most active Pd3Fe@Pd3Pt 

catalyst.  

 

The calculated Pt 4f7/2 SCLS depends on the number of layers used to model 

the Pd3M core (Figure 3.10a). For a monolayer shell, at least four layers are 

required to convergence the calculated Pt 4f7/2 BE. Also the Bader charge on 

the surface Pt atoms was found to be converged within 0.05 electrons for a 

four-layer core. The calculated Pt 4f7/2 chemical shift depends strongly on the 

shell thickness in the model (Figure 3.10b). 
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Figure 3.10. (a) Calculated Pt 4f7/2 surface core-level shift as a function of the 
core thickness in the model (Fig. 3.1), and for a shell thickness of one layer; 
(b) Calculated Pt 4f7/2 surface core-level shift for the surface Pt atoms as a 
function of the shell thickness for a core thickness of four layers. Filled 
symbols represent calculated values, while open symbols represent measured 
Pt 4f7/2 surface core-level shifts for the corresponding core-shell particles. 
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Figure 3.11. Average calculated and experimental Pt 4f7/2 surface core-level 
shifts (SCLS) for different shell thicknesses, using the final-state 
approximation (a), and the initial-state approximation (b).  
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As the shell becomes thicker, the calculated chemical shift of the surface Pt 

atoms rapidly decreases, and the Pt 4f7/2 BE converges to the Pt(111) surface 

value when the shell is about four layers thick. In Figure 3.11a, the final-state 

SCLSs are compared with the experimental XPS values for the different core-

shell catalysts. The best agreement with the experimental data is obtained for 

the models with a monolayer-thick Pd3Pt shell, with an average deviation of 

80 meV. The Pt 4f7/2 BE calculations hence suggest that a monolayer Pd3Pt 

shell is formed on the Pd3M cores. This is consistent with the shell thickness 

estimated using the average particle size and the Pt content.  

 

To evaluate the importance of core-hole screening, SCLSs were also 

calculated using the initial-state approximation for core-shell structures with a 

four-layer Pd3M core and a monolayer Pd3Pt shell (Figure 3.11b). The initial-

state calculations show an average deviation of 260 meV with the 

experimental data. For the core-shell systems studied here, final-state core-

hole screening increases the Pt 4f7/2 BEs more than in bulk Pt and leads to an 

increase in the SCLS, except for the Pd3Cr@Pd3Pt catalysts. The importance 

of screening effects for core-shell catalysts is consistent with the results of 

Wertheim for small metal clusters [77]. 



71 
 

 
Figure 3.12. (a) Correlation between the net Bader charge on the surface Pt 
atoms and the calculated Pt 4f7/2 SCLS for the surface Pt atom for different 
shell thicknesses and (b) Correlation between the net Bader charge on the 
surface Pt atoms and the calculated Pt 4f7/2 SCLS for a series of Pd3M@Pt 
core-shell catalysts with a monolayer Pt shell and a four-layer Pd3M core.  
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To further analyze the variation of the calculated chemical shifts in the five 

core-shell catalysts, Bader charges on the surface Pt atoms (Figure 3.12a) and 

surface Pt d-band densities of state (Figure 3.13) were calculated. As 

suggested by Rodriguez and Goodman [19] and by Egelhoff [78], charge 

transfer between the surface and substrate is an important factor in the SCLSs 

of bimetallic core-shell systems. Indeed, as also observed for the C 1s and B 

1s chemical shifts, the calculated Pt surface core-level shifts are correlated 

with the Bader charges on the surface Pt atoms in this family of Pd3M@Pd3Pt 

core-shell structure. The more positive the charge on the surface Pt atoms, the 

stronger the core-level BE. One should however note that this particular 

correlation only holds for similar structures. E.g., for a series of Pd3M@Pt 

core-shell catalysts with a monolayer Pt shell and a four-layer Pd3M core, the 

calculated Pt 4f7/2 SCLSs also correlate with the Bader charges on the surface 

Pt atoms, but the correlation is different from the correlation of the 

Pd3M@Pd3Pt test set (Figure 3.12b).  

 

To further elucidate the correlation between the Pt Bader charges and the 

chemical shifts, the DOS projected on the d-band of the surface Pt atoms are 

shown in Figure 3.13. Substitution of a subsurface Pt atom in Pd3Pt with a 3d 

transition metal causes a downward shift in the Pt d-band center [18,36]. The 

downward shift in the Pt d-band center relative to the Fermi level correlates 

with the calculated increase in the Pt 4f7/2 BEs, however, the shifts in the d-

band center are smaller than the core-level shifts [18]. In addition to a 

downward shift of the d-band center, more Pt d-states are pushed above the 
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Fermi level and the occupancy of the Pt d-band decreases from 89 % in Pd3Pt 

to 83 % in Pd3Cr@Pd3Pt (Figure 3.13).  

 
Figure 3.13. Total density of states (DOS) projected on the d-band of the 
surface Pt atoms in Pd3Pt@Pd3M. The d-band centers are indicated. Note that 
a downward shift in d-band correlates with a stronger core-level BEs is Figure 
6a. The occupancy of the Pt d-band is shown in the legend. The decreased 
occupancy, from 0.89 to 0.83, correlates roughly with an increased Pt Bader 
charge (Figure 3.12a). 
 
The decreased occupancy in turn correlates with the increased Bader charge 

(Figure 3.12a). Though both observations might seem contradictory, they can 

be explained by the broadening of the d-band due to compressive strain 

(Figure 3.13). Indeed, the optimized lattice constant decreases from 3.88 Å in 

Pd3Pt to 3.83 Å in Pd3Cr@Pd3Pt, leading to a wider d-band, and a downward 

shift of the d-band center. Charge transfer from the Pd3Pt shell to the Pd3M 

core in turn reduces the d-band occupancy and slightly reduces the downward 

shift in the d-band center. The influence of strain and ligand effects on the d-
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band DOS in core-shell structures has been studied in detail by Kitchin et al. 

[79]. 

 

3.4. Conclusions.  

X-ray Photoelectron Spectroscopy (XPS) is a popular surface characterization 

technique in heterogeneous catalysis. With the development of fast, high-

resolution synchrotron-based XPS with in situ capabilities, the importance of 

XPS is expected to increase. In this work, we illustrate how DFT-PBE 

calculations can help analyze and interpret XPS data. First, final-state DFT-

PBE calculations are shown to predict C 1s BEs for eight well-characterized 

surface carbon species with deviations smaller than 100 meV, and B 1s BEs 

with deviations smaller than 50 meV. To illustrate our approach, the nature of 

the resilient carbon deposits formed on a Co/γ-Al2O3 catalyst during FTS was 

analyzed by computing C 1s BEs and thermodynamic stabilities for various 

possible carbon species. The calculations suggest that poly-aromatic carbon 

islands and a p4g surface carbide are the most likely candidates for the 

deposits with XPS peaks at 284.6 and 283.0 eV, respectively. The formation 

of these resilient carbon species is likely responsible for the observed loss in 

catalyst activity. Promotion with small amounts of boron was found to 

enhance the stability of Co FTS catalysts. To investigate the nature of the 

boron promoter on Co catalysts, calculated B 1s BEs for different possible 

boron species were compared with the observed B 1s XPS peak. A p4g surface 

cobalt boride is the most likely candidate for the XPS peak at 188.1 eV. Core-

level BE calculations can also help determine the structure of core-shell 

catalysts. Indeed, the calculated chemical shifts depend strongly on the shell 
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thickness. For a series of Pd3M@Pd3Pt (M= Co, Fe, Ni, and Cr) core-shell 

electrocatalysts, the measured Pt 4f7/2 chemical shift is best described by a 

structure with a monolayer Pd3Pt shell. This is consistent with the shell 

thickness estimated independently from the particle diameter and the Pt 

content.  
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CHAPTER 4 

Computational and Experimental Study of the  

Volcano Behavior of the Oxygen Reduction Activity of 

PdM@PdPt/C (M=Pt, Ni, Co, Fe and Cr)  

Core-Shell Electrocatalysts. 

 

4.1. Introduction 

The Sabatier principle states that an optimal catalyst must have an 

intermediate affinity for the reactants. [1] Therefore, when the activity of 

catalysts is compared as a function their affinity, a Volcano-shaped curve is 

obtained. [2-5] Volcano behavior has been demonstrated for several reactions, 

e.g., hydrodesulfurisation [2], ammonia synthesis [3] and oxygen reduction 

[4]. Different descriptors have been proposed to measure the affinity, 

including the heat of formation of oxides, nitrides and sulfides [5] and the d-

band occupancy [6]. The development of computational catalysis has 

facilitated the calculation of adsorption energies for a wide range of catalyst 

materials, and the calculated adsorption energies can serve as reactivity 

descriptors. [7] As reviewed by Nørskov et al., this approach can be used to 

guide the design of optimal catalysts. [7]  

 

The oxygen reduction reaction (ORR) is often used to illustrate the Sabatier 

principle. [4] Electrocatalytic oxygen reduction involves the activation of O2, 

followed by the removal of surface oxygen species as water. Catalysts with a 

high affinity for oxygen facilitate O2 activation, but complicate the removal of 
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the reaction intermediates. Pt has an intermediate affinity for oxygen and is 

therefore the best pure metal ORR catalyst. [4] The development of more 

economical and more active oxygen electrode catalysts has been identified as 

an important challenge for the introduction of fuel cell technology. [8] In 

direct methanol fuel cells, the sluggish nature of the ORR is further 

exacerbated by methanol crossover through the polymer electrolyte 

membrane. [9] Alloying Pt with Pd improves the methanol tolerance of the 

cathode ORR catalyst in methanol fuel cells, but unfortunately further 

decreases the ORR activity. [10,11]  

 

Early studies report that alloying Pt electrocatalysts with 3d transition metals 

such as Ni, Co and Cr enhances the ORR activity by a factor 2 to 3. [6,12] The 

enhanced activity was attributed to a decrease in the surface Pt d-band 

occupancy. [6] Cyclic voltammetry further demonstrated that alloying Pt with 

3d metals reduces the stability of chemisorbed O or OH groups, [6] while 

calculations on small Pt clusters highlighted the relationship between the ORR 

activity and the calculated O and OH binding strength. [13] A detailed 

relationship between the calculated oxygen binding energy and the ORR 

activity was introduced by Nørskov et al. [4]. In a schematic kinetic analysis, 

the ORR activity is governed by the O-O dissociation rate, either via direct O2 

dissociation or via the formation of OOH, and by the proton/electron transfer 

rates to the adsorbed oxygen or hydroxide species for a given potential and 

pH. Both rates depend differently on the oxygen binding energy, leading to the 

Volcano behavior. The model developed by Nørskov et al. further suggests 

that the ORR activity of Pt can be improved by slightly reducing the oxygen 
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binding energy. Following this prediction, different approaches have been 

followed to improve the ORR activity of Pt. Using the calculated oxygen 

binding energy as a descriptor, Greeley et al. screened Pt-based alloys and 

reported that alloying Pt with Y improves the ORR activity by a factor 6 to 10. 

[14] Tuning the Core-shell particles provide an alternative approach to tune 

the oxygen binding energy, [15,16] and various core-shell electrocatalysts 

with improved ORR activity and reduced Pt content have been reported. [15-

20] Recently, volcano behavior of the ORR activity was nicely demonstrated 

for a series of model Cu/Pt(111) near-surface alloys with a varying subsurface 

Cu coverage. An 8-fold variation in ORR activity was reported when the 

submonolayer concentration of Cu in Pt(111) was changed. [19] 

 

To improve the activity of PdPt-based ORR catalysts for direct methanol fuel 

cells, we proposed to substitute the subsurface Pt atoms by 3d transition metal 

atoms and create core-shell structures. [20,21] DFT calculations show that the 

oxygen binding energy for Pd3M@Pd3Pt core-shell structures can be tuned, 

[20] which is expected to enhance the ORR activity. A series of carbon 

supported PdM@PdPt (M=Pt, Ni, Co, Fe and Cr) core-shell electrocatalysts 

was therefore prepared by a replacement reaction between PdM nanoparticles 

and an aqueous solution of PtCl4
2- and tested for their ORR activity. Optimal 

activity and high methanol tolerance were observed for PdFe@PdPt/C [20]. In 

this work, we provide a detailed analysis of the Volcano behavior of the 

PdM@PdPt/C (M= Pt, Ni, Co, Fe and Cr) core-shell electrocatalysts. In 

section 2, we summarize the computational and experimental procedures. In 

section 3, we report a detailed characterization of the core-shell structures, 
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using energy-dispersive X-ray spectroscopy (EDX), X-ray photoelectron 

spectroscopy (XPS), X-ray diffraction (XRD), electrochemical active surface 

area (ECASA) measurements and CO stripping voltammetry, supported by 

DFT calculations. Next, DFT calculations demonstrate the variation in ORR 

activity for the series of core-shell catalysts and the Volcano behavior is 

confirmed experimentally. In addition, the methanol tolerance and the stability 

of the proposed catalysts are discussed briefly. The entire content of this 

Chapter was published in Trinh et al., Journal of Catalysis, 291 (2012), 26. 

 

4.2. Computational and Experimental Methods. 

4.2.1. Computational Methods. 

To evaluate the ORR activity of the various PdM@PdPt/C core-shell catalysts, 

adsorption energies and activation barriers were calculated on Pd3M@Pd3Pt 

slabs using spin-polarized periodic DFT with the Perdew-Burke-Ernzerhof 

functional (DFT-PBE), [25] as implemented in the Vienna Ab initio 

Simulation Package (VASP) [26,27]. The calculations were performed using a 

plane-wave basis with a cut-off kinetic energy of 450 eV. Electron-ion 

interactions were described by the projector-augmented wave (PAW) method 

[28,29]. The catalysts were modeled as 5-layer, p(2x2) slabs, consisting of a 

single Pd3Pt(111) surface layer and four Pd3M core layers, where M is Co, Fe, 

Ni, Mn, or Cr. Selected calculations with a thicker, 2-layer Pd3Pt shell were 

also performed to compare with the characterization data. Optimal lattice 

constants for the Pd3M@Pd3Pt structures were obtained by minimizing the 

total energy as a function of the lattice parameter for the 5-layer slabs. The 

bottom two Pd3M layers were constrained at these optimized positions, while 
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the other layers and the adsorbed species were fully relaxed. A 5х5х1 

Monkhorst-Pack grid was used to sample the Brillouin zone and an inter-slab 

spacing of 12 Å was found to sufficiently reduce interactions between 

repeated slabs. To analyze the reactivity trends, the Pt d-band center was 

calculated by projecting the d-band density of states (DOS) onto the surface Pt 

atoms.  

 

Both the dissociative and the associative ORR mechanism [4] were evaluated. 

Following the approach by Nørskov et al., the proton/electron transfer rate to 

O*, OH*, O2*, and OOH* was determined from the reaction free energy, 

∆Grxn, including a fitted pre-exponential factor. [4] The Gibbs free energy to 

form the reaction intermediates, i.e., OH*, O*, OOH*, O2* and the O2 

dissociation transition state, O2
TS, were calculated relative to liquid H2O(l) at 

300 K for a potential U of 0.8 V and a pH of 1.0, using the following reaction:  

a H2O(l) + * ↔ OaHx* + (2a – x) (H+ + e-)    (1) 

where a is 1 or 2 and x is 0 or 1. The effect of pH and potential U were 

included using the Gibbs free reaction energy of reaction (2), as proposed by 

Nørskov [4]: 

½ H2(g) ↔ H+ + e-       (2) 

 

Zero point energies (ZPE) were calculated for all species. For the adsorbed 

species, the ZPE was calculated on a Pd3Pt slab and assumed to remain similar 

on the other surfaces. Entropy and enthalpy corrections were obtained from 

the NIST-JANAF tables [30] for the gas-phase species and calculated on a 

Pd3Pt slab for the adsorbed species. The effect of the water environment on the 
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stability of the surface species was not included, as it is expected to have a 

minor influence on the variation in the stability of a specific intermediate from 

one Pd3M@Pd3Pt surface to the next. The Gibbs free energy of O2(g) relative 

to H2O(l) was obtained from the experimental standard potential of water, 

+1.23 eV [4]. The oxygen affinity, ΔEO, was used as the descriptor for the 

ORR activity. ΔEO is calculated as the DFT electronic reaction energy for 

reaction (3): 

H2O + * ↔ O* +  H2                                          (3) 

 

The O2 dissociation transition state was determined with the climbing-image 

Nudged Elastic Band (NEB) method [31]. Climbing-image NEB calculations 

were performed for all reactant and product configurations within 10 kJ/mol of 

the most stable co-adsorbed configuration within the p(2x2) unit cell. The 

transition states were fully optimized and vibration frequencies were 

calculated to confirm the nature of the transition state. Though several reaction 

paths were considered for all systems, only the lowest O2 activation energies 

are reported.  

 

Pt 4f7/2 surface core-level shifts were calculated for the various core-shell 

Pd3M@Pd3Pt structures using the final-state approximation procedure as 

implemented in VASP. [32] Briefly, core-level binding energies were obtained 

as the energy difference between an unexcited ground-state calculation and a 

calculation where a specified core electron is shifted to the valence band. In 

the final-state approximation, screening of the localized core-hole is taken into 

account by allowing the electrons to relax after shifting the core electron. Pt 
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4f7/2 surface core-level shifts are then calculated as the difference between the 

Pt 4f7/2 core-level binding energy of shell Pt atoms in the Pd3M@Pd3Pt core-

shell structure and the Pt 4f7/2 core-level binding energy of Pt atoms in bulk Pt. 

Absolute core-level binding energies for the core-shell structures were 

obtained using the bulk Pt 4f7/2 binding energy of 71.1 eV. [33] 

 

4.2.2. Experimental methods. 

Experiments were carried out to validate the theoretical prediction.  

Pd3M@Pd3Pt core-shell catalysts were prepared by a galvanic replacement 

reaction between Pd3M alloy particles and an aqueous solution of PtCl4
2−, as 

described by Trinh et al. [18] and Yang et al. [64]. In the first step, PdM/C 

(M=Pt, Ni, Co, Fe and Cr) alloy particles with an optimized Pd:M atomic ratio 

of 70:30 were prepared by a liquid salt precursor impregnation method [22]. 

Unfortunately, the synthesis of PdMn/C alloy particles following the same 

procedure was unsuccessful and the XRD spectra showed separate Pd and Mn 

phases. This could be due to the high Nernst potential for Mn (Mn2+/Mn is -

1.19 V, while Co2+/Co is -0.28 V and Cr3+/Cr is -0.74 V [23]) which 

complicates the reduction of the Mn2+ salt to a PdMn alloy. Next, core-shell 

PdM@PdPt/C nanoparticles were prepared by a replacement reaction, [21,24].  

 

The PdM@PdPt/C core-shell catalysts were characterized with point-resolved 

EDX, XPS, XRD and Transmission Electron Microscopy (TEM). TEM 

images were collected with a JEOL JEM2010 field emission transmission 

electron microscope. The catalyst composition was determined by an EDX 

attachment to the electron microscope. Powder XRD patterns were recorded 
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on a Rigaku D/Max-3B diffractometer, using Cu Kα radiation (λ=1.54056 Å). 

XPS spectra were measured with a Thermo ESCALAB MKII spectrometer 

with a monochromatic aluminum anode (Al Kα = 1487 eV), a 20 eV pass 

energy, a 0.05 eV kinetic energy step and a 0.1 s dwelling time. Energy 

corrections were performed using the C 1s peak of the carbon support at 284.5 

eV. The peak resolution of the spectrometer for the Ag 3d5/2 peak from sputter-

cleaned silver is 0.42 eV. The ECASA for the different catalysts was 

determined from the hydrogen adsorption/desorption region in cyclic 

voltammograms recorded between 0.014 and 1.2 V at 20 mV/s in an Ar-

purged 0.1 M HClO4 solution. Electrochemical measurements were performed 

using an Autolab PGSTAT12 potentiostat/galvanostat and a standard three-

electrode cell. The evaluation of ORR activities were carried out in a 0.1 M 

HClO4 aqueous solution (Merck). To test the methanol tolerance of the ORR 

catalysts, an aqueous solution of 0.1 M methanol (Fisher Scientific) and 0.1 M 

HClO4 was used.  

 

4.3. Results and Discussion. 

First principle calculations indicate that the oxygen binding energy changes 

gradually for a series of Pd3M@Pd3Pt core-shell electrocatalysts, leading to 

Volcano-like behavior in the calculated ORR activity. First, characterization 

data are reported to illustrate that the surface electronic structure changes 

gradually for the series of core-shell electrocatalysts, while the surface area 

remains similar. Next, this gradual variation in chemical affinity is shown to 

cause a gradual variation in the ORR activity. Finally, we briefly discuss the 

methanol tolerance and the stability of the core-shell electrocatalysts. 
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4.3.1. Catalyst characterization. 

 
Figure 4.1. XRD patterns for the PdM/C catalysts with a Pd:M ratio of 70:30 
(a) and for the core-shell PdM@PdPt/C (M=Ni, Co, Fe and Cr) catalysts (b). 
The dotted lines indicate the fcc (111), (200) and (220) peaks positions for 
PdFe/C and PdFe@PdPt/C. The insert shows the (220) peak that was used to 
determine the average crystallite sizes in Table 4.1. 
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Uniform PdM alloy particles with a Pd:M ratio of 70:30 were synthesized by a 

liquid salt precursor impregnation method, described in Section 2. XRD 

spectra for the carbon supported PdM particles are shown in Figure 4.1a. The 

absence of diffraction peaks corresponding to the 3d transition metals suggests 

that the M precursors are fully incorporated into the Pd lattice, forming a PdM 

alloy. The XRD spectra for the PdM@PdPt/C core-shell particles in Figure 

4.1b are similar to the spectra for the PdM/C precursors, suggesting that 

replacement reaction did not affect the PdM core structure. Particle sizes of 

around 8.0 nm were estimated from the width of the (220) XRD peak at 68.1º 

using Scherrer’s formula [34] (Table 4.1). The (220) peak was used because 

the (111) peak is affected by the carbon support. [35] Similar average particle 

sizes were also determined independently electrochemically (Table 4.1) and 

from the TEM images [18]. The core-shell structure of the PdM@PdPt/C 

particles is further supported by comparing the Pt:Pd:M atomic ratios 

determined by point-resolved EDX with XPS values (Table 4.1).  

Table 4.1. PdM@PdPt/C sizes determined from the width of the (220) XRD 
peak (Figure 4.2b), the electrochemically active surface area (ECASA) and 
corresponding size and the Pd:Pt:M atomic ratios obtained from point-
resolved EDX and XPS measurements. The lattice parameters were 
determined by DFT. 
 

Catalyst 
Pd:Pt:M atomic 

ratios from EDX / 
XPS 

Average 
size XRD 

(nm) 

ECASA/size       
(m2 gPd+Pt

-1 / 
nm) 

Lattice 
parameter 

(Å) 

PdPt/C 69:31:0 / 73:27:0 8.3 57 / 7.6 3.88 

PdNi@PdPt/C 70:11:19 / 67:21:12 8.0 70 / 8.6 3.83 

PdCo@PdPt/C 71:11:18 / 67:22:11 8.0 73 / 8.2 3.83 

PdFe@PdPt/C 68:13:19 / 66:21:13 8.1 70 / 8.5 3.83 

PdCr@PdPt/C 70:11:19 / 68:22:10 7.9 70 / 8.6 3.84 
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Figure 4.2. Cyclic voltammograms of core-shell catalayst PdM@PdPt/C 
(M=Pt, Ni, Co, Fe and Cr) in argon purged 0.1 M HClO4. Sweep rate 20 mV 
s-1; room temperature. 
 

While EDX measures the overall particle composition, XPS is more sensitive 

to the surface composition of the 8 nm particles. EDX shows that the M 

content in the PdM@PdPt/C particles is significantly lower than the 30% in 

the original PdM/C alloy particles, while the Pd content remains close to 70%. 

This suggests that M atoms in the PdM particles have been selectively etched 

during the replacement reaction and replaced by Pt atoms. Furthermore, XPS 

shows an enhanced Pt signal and a reduced M signal compared to EDX, 

suggesting that Pt has replaced M in the shell region of the particles. Since 

replacement reaction involves a one-to-one exchange of M by Pt, the change 

in particle size as determined from the ECASA is small (Table 4.1). The 

Cyclic voltammograms of core-shell catalayst PdM@PdPt/C is shown in 

Figure 4.2. Combining the point-resolved EDX composition with the average 
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particle size, a PdPt shell thickness of 1 or 2 monolayers can be estimated, 

assuming cuboctahedral particles. 

 

 
Figure 4.3: Pt 4f XPS spectra of PdPt/C (a) and PdM@PdPt/C [M = Ni (b), 
Co(c), Fe (d) and Cr (e)]. Dot lines indicate the Pt 4f 7/2 peaks deconvoluted 
with Gaussian-Lorentzian peak fit using XPSpeak software. 
 

The influence of the PdM-core composition on the surface Pt electronic 

structure of the PdM@PdPt/C catalysts was first evaluated with Pt 4f7/2 XPS. 

To provide support for the Pd3M@Pd3Pt slab catalyst model used in the first 
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principle calculations, Pt 4f7/2 binding energies were also calculated with DFT-

PBE and the final-state approximation as described in Chapter 3.  

 
Figure 4.4. (a) Parity diagram comparing the calculated Pt 4f7/2 surface core-
level shift for a slab with a monolayer Pd3Pt placed on four layers Pd3M 
(shown in insert), with the chemical shift measured by XPS for the 
PdM@PdPt/C catalysts. (b) Correlation between the calculated Pt 4f7/2 surface 
core-level shift and the Pt d-band center projected on the surface Pt atoms 
relative to the Fermi level for this family of Pd3M@Pd3Pt core-shell 
structures. 
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In short, Final-state DFT calculations provide an accurate description of the 

chemical shifts measured by XPS, with typical deviations of less than 50 meV 

[32,36]. The Pt 4f7/2 XPS spectra are shown in Figure 4.3, while the 

experimental Pt 4f7/2 chemical shifts are compared with calculated shifts in 

Figure 4.4a. Substitution of subsurface Pt atoms by 3d transition metal atoms 

increases the Pt 4f binding energy, with the largest shift for PdCr@PdPt/C. 

The calculated chemical shifts accurately describe the 1.3 eV variation in the 

measured values with an average deviation of 80 meV. When a 2-layer Pd3Pt 

shell is used in the DFT-PBE calculations, much smaller surface chemical 

shifts are computed and the average deviation with the experimental data 

increase to 200 meV (Figure 3.11a). As mentioned in Chapter 3, two 

important factors contribute to the Pt 4f7/2 surface core-level shifts in core-

shell particles: charge transfer and lattice strain [37,38]. As discussed by 

Rodriguez and Goodman [37], charge transfer between the surface and 

substrate is an important factor determining the surface core-level shift of 

core-shell systems. The increased Pt 4f7/2 binding energy in the PdM@PdPt 

core-shell particles can be indeed correlated with the reduced charge on the 

surface Pt atoms [36]. Withdrawal of valence electrons reduces screening of 

the nuclear charge by the valence electrons and increases the core-level 

binding energies. A decrease in the lattice constant (Table 4.1) also increases 

the Pt 4f7/2 core-level binding energy. The effect of strain on the Pt core-level 

binding energy was analyzed in detail by Lewara et al. [38] and the increase in 

the Pt core-level binding energy was attributed to the increased participation 

of the d-electrons in the metal-metal bonding, thereby reducing the nuclear 

screening. 
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While XPS measures shifts in the core-level binding energies, reactivity trends 

for transition metals are typically governed by changes in the valence d-band 

structure [39]. In particular for the ORR, the relation between the d-band 

center, the oxygen binding energy and the activity was discussed by 

Stamenkovic et al. [40]. Therefore, the d-band center projected on the surface 

Pt atoms relative to the Fermi level was also calculated for the Pd3M@Pd3Pt 

structures (Figure 4.4b). Changes in the Pt d-band center are found to correlate 

with the Pt 4f7/2 core-level shifts for this family of core-shell structures. 

Similar correlations have for example been reported by Rigsby et al. [41]. 

However, the variation in the d-band center is smaller than the variation in the 

core-level binding energies and a 1.0 eV increase in the Pt 4f7/2 core-level 

binding energy correlates with a smaller 0.23 eV downward shift in the Pt d-

band center relative to the Fermi level. Similar to the core-level binding 

energies, the position of the d-band center in core-shell structures is influenced 

by both lattice strain and charge transfer [42,43]. Compressive strain (Table 

4.1) shifts the d-band center away from the Fermi level [42] and increases the 

Pt core-level binding energy. Calculations on a Pd3Pt monolayer show that 

both the d-band center and the core-level binding energy shift by about 0.5 eV 

when the lattice constant is reduced from 3.96 to 3.72 Å. Charge transfer 

induced by placing the monolayer of Pd3Pt on a Pd3M core has a limited effect 

on the d-band center (smaller than 0.1 eV), but has a large effect on the 

calculated core-level binding energy (more than 1.0 eV). Since charge transfer 

has a smaller effect on the position of d-band center, the variation in the d-

band center is smaller than the variation in the core-level binding energy for 

this family of core-shell structures, as shown in Figure 4.4b.  
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Figure 4.5. CO-stripping voltammograms for the PdM@PdPt/C catalysts in 
0.1 M HClO4 after saturation with CO for 900 s. Scan rate: 20 mV/s. 
 

To confirm the variation in the surface electronic structure for the family of 

PdPt@PdM/C core-shell electrocatalysts, anodic CO-stripping voltammetry 

was used. The CO-stripping voltammograms in Figure 4.5 show a 0.15 V 

variation in the CO peak position. In voltammetric CO stripping, pre-adsorbed 

CO is oxidized by surface OH groups, generated by the activation of water 

[44]. Therefore the rate of oxidation depends on the CO binding energy and 

the activation of water. In Figure 4.6a, we show that also in our system, the 

stripping peak position correlates with the calculated CO binding energy at the 

Pt atop sites of the Pd3M@Pd3Pt slabs. As expected, a stronger CO binding 

energy correlates with a more anodic peak position. In addition, a stronger CO 

binding energy also correlates with a higher oxygen affinity (Figures 4.6b and 

4.9), which facilitates H2O activation. 
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Figure 4.6. (a) Correlation between the experimental CO stripping peak and 
the calculated CO adsorption energy at the Pt top site. (b) Correlation between 
the calculated CO adsorption energy and d-band center projected on the 
surface Pt atoms. 
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The CO binding energy is also a sensitive probe for the surface electronic 

structure and the CO binding energy correlates well with the d-band center 

[43,45], as illustrated in Figure 4.6b. Within the Blyholder model [46], the CO 

binding energy is determined by a balance between donation from the CO 5σ 

orbital to the empty d-states and backdonation from the filled d-states to the 

CO 2π* orbital. As reported by Norskov et al. [45], changes in backdonation 

to the CO 2π* orbital dominate the variation in the CO binding energy on 

transition metals. A downward shift in the d-band center decreases 

backdonation and reduces the CO binding energy. Similarly, the variation in 

the oxygen binding energy is governed by changes in the d-states [39]. 

Therefore, a similar variation in the oxygen binding energy is expected, as 

shown in the next section. According to the model proposed by Nørskov et al. 

[4], such a variation in the oxygen binding energies should lead to Volcano-

like behavior in the ORR activity. Anodic CO-stripping voltammetry can 

furthermore be used to determine the surface area [47] by integrating the peak 

in Figure 4.5. Though the surface area determined by anodic CO-stripping 

voltammetry is less reliable than the ECASA, similar average particle sizes 

could again be determined for the five core-shell structures. 

 

Summarizing, the characterization data indicate that 8.0 nm PdM@PdPt/C 

(M=Pt, Ni, Co, Fe and Cr) core-shell particles with a 70:30 Pd:M core 

composition and a 1-2 monolayer PdPt shell where synthesized by a liquid salt 

precursor impregnation method, followed by a replacement reaction. Pt 4f7/2 

XPS chemical shifts in combination Pt 4f7/2 core-level binding energy 

calculations support the structural characterization data and show that the 
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surface electronic structure changes gradually in this family of core-shell 

catalysts. The gradual variation in the core-level binding energies correlates 

with a variation in the valence d-band center for this family of core-shell 

catalysts and with the variation in the CO adsorption energy, as shown by CO-

stripping voltammetry. The surface area determined by hydrogen 

adsorption/desorption cyclic voltammetry indicates that the particle sizes are 

similar in this family, in agreement with the XRD and CO stripping data. 

 

4.3.2. Volcano-like variation in the ORR activity. 

 
Figure 4.7. Free-energy diagram for the associative and the dissociative ORR 
mechanism, calculated on a p(2x2) Pd3Cr@Pd3Pt core-shell structure, for a 
potential U of 0.8 V, a pH of 1, 300 K and 1 atm O2. Inserts show the 
optimized O2 dissociation transition state and the adsorbed OOH* geometry. 
All free energies were calculated relative to H2O(l). 
 

To evaluate the effect of the core-shell structure on the ORR activity, free 

energy diagrams were calculated for the family of Pd3M@Pd3Pt structures. 

Two mechanisms were considered [4]. In the dissociative mechanism, O-O 

scission occurs by dissociation of O2, while in the associative mechanism, O-

O scission takes place by protonation of OOH*, formed by protonation of one 
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of the oxygen atoms in adsorbed O2*. The relative importance of both 

mechanisms has been discussed in the literature, [4] and depends on the 

catalyst, the oxygen coverage, the potential and the pH. In both mechanisms, 

surface O* and OH* groups are removed through protonation to form H2O. 

Depending on the oxygen affinity of the catalyst, either O-O scission or 

O*/OH* removal can become rate-limiting [4]. 

 

The calculated ORR free energy diagram for Pd3Cr@Pd3Pt is shown in Figure 

4.7, for a potential of 0.8 V, a pH of 1, 300 K and an O2 pressure of 1 atm. 

Pd3Cr@Pd3Pt has the weakest oxygen affinity in our family of Pd3M@Pd3Pt 

catalysts, with a calculated oxygen binding energy, ΔEO, of +1.93 eV. For this 

catalyst, direct O-O scission has an effective free energy barrier of +0.38 eV, 

while protonation of O2* to OOH* has an effective free energy barrier of 

+0.28 eV. This suggests that the associative mechanism is preferred on 

Pd3Cr@Pd3Pt. O* protonation is endothermic with a free energy of reaction of 

+0.12 eV, while OH* protonation is highly favorable under those conditions. 

Note, however, that the presence of a water layer might affect the calculated 

stability of OH* and O* differently, thereby influencing the calculated O* 

protonation reaction energy. The lower barrier for O* removal suggests that 

O-O scission, likely via the associative mechanism, is rate limiting on the 

Pd3Cr@Pd3Pt catalyst.  

 

Similar calculations were performed for all the catalysts in our family and are 

summarized in Figure 4.8. For each structure, three effective free energy 

barriers are shown, ΔGOOH for the formation of OOH* from O2(g), ΔGTS for 
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the direct dissociation of O2(g) and ΔGO/OH for the protonation of O* or OH*. 

All three effective barriers correlate with the oxygen affinity of the catalysts, 

represented by ΔEO. 

 
Figure 4.8. Calculated Gibbs free reaction energy to form OOH* from O2(g) 
(∆GOOH), to protonate O* (∆GO/OH) and to dissociate O2 (ΔGTS), as illustrated 
in (a), for a potential U of 0.8 V and pH of 1, as a function of the oxygen 
affinity, ΔEO (equation (3));  
 

The O2 dissociation barrier, ΔGTS and the OOH* formation energy, ΔGOOH, 

both increase as the oxygen affinity reduces. However, the O2 dissociation 

barrier, ΔGTS, is more sensitive to the oxygen affinity of the catalyst. For 

catalysts with a high oxygen affinity, such as Pd3Pt, Pd3Ni@Pd3Pt, 

Pd3Co@Pd3Pt and Pd3Fe@Pd3Pt, the direct dissociation mechanism is 

calculated to be preferred over the associative mechanism, while the reverse is 

calculated for Pd3Cr@Pd3Pt. However, the switch between the mechanisms 
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depends on the reaction conditions and on the presence of water in the 

computational model [4] because the stability of OOH* and of the O2 

dissociation transition state (O2
TS) are affected differently by the presence of 

water in the model.  

 

The correlations of ΔGTS and ΔGOOH with ΔEO are well-known, [4] and form 

the basis of the Volcano-behavior. The free energy barrier for O* removal, 

ΔGO/OH, depends on the relative stability of O*, OH* and H2O(l), and also 

correlates with the oxygen affinity. High reaction free energies of +0.26 and 

+0.36 eV are calculated for catalysts with a high oxygen affinity such as Pd3Pt 

and Pd3Ni@Pd3Pt, while low values of +0.12 and +0.11 eV are calculated for 

Pd3Cr@Pd3Pt and Pd3Mn@Pd3Pt, respectively. Following the kinetic analysis 

of Nørskov et al., [4] O* removal limits the ORR rate for catalysts with a high 

oxygen affinity, such as Pd3Pt, Pd3Ni@Pd3Pt and Pd3Ni@Pd3Pt. For 

Pd3Mn@Pd3Pt the calculated barrier for O2 dissociation, +0.16 eV in the 

direct mechanism, is very close to the calculated reaction free energy for O* 

removal, +0.11 eV. For Pd3Cr@Pd3Pt, O* removal with a ΔGO/OH of +0.12 eV 

becomes easier than O2 activation via the associative mechanism, +0.28 eV 

and O2 scission is predicted to become rate-limiting, as shown in Figure 4.8. 

Since ΔGO/OH depends on the relative stability of O*, OH* and H2O(l), both 

the O* coverage and solvation effects are known to affect this correlation by 

0.1 to 0.2 eV. [4] Typically, OH* is more stabilized than O* by including a 

water overlayer in the model and O* removal hence becomes easier. This 

would shift the predicted crossing point for the correlations in Figure 4.8 from 

Pd3Mn@Pd3Pt towards Pd3Fe@Pd3Pt. 



103 
 

Since the atomic oxygen binding energy, ΔEO, describes the variation in ORR 

activity for our family of core-shell catalysts, we also evaluated the relation 

between the oxygen affinity and the surface electronic structure through the 

center of the Pt d-band. Figure 4.9 illustrates that the ΔEO descriptor changes 

gradually in steps of about 0.1 eV and correlates well with the Pt d-band 

center, in agreement with other reports. [4,20,39,40,43] 

 
Figure 4.9. Oxygen binding energy, ΔEO, as a function of center of the d-band 
projected on surface Pt atoms, εd. 
 

To confirm the predicted variation in the ORR activity, polarization curves 

were measured for the family of PdM@PdPt/C electrocatalysts in an oxygen-

saturated solution (Figure 4.10). Since the catalysts have a similar PdPt 

surface composition (Table 4.1) and a similar electrochemical surface area 

(Table 4.1), the variation in the kinetic mass activity is attributed to changes in 

the PtPd surface electronic structure induced by the PdM core. Note that the 



104 
 

polarization curve for PdCr@PdPt/C crosses the other curves around 0.8 V, 

and the relative kinetic mass activity of PdCo@PdPt and PdCr@PdPt/C 

switches at 0.8 V (Figure 4.11). 

 
Figure 4.10. ORR linear-sweep voltammograms for the PdM@PdPt/C (M=Pt, 
Ni, Co, Fe and Cr) electrocatalysts in an oxygen-saturated, 0.1M HClO4 
solution. Standard three-electrode cell with a sweep rate of 20 mV/s, rotation 
speed of 1600 rpm and at room temperature. 
 

The different behavior of the PdCr@PdPt/C catalyst might be related to the 

predicted change in the rate-limiting step from O removal to O-O activation 

(Figure 4.8). However, as the measured current density begins to be affected 

by O2 diffusion at 0.8 V, differences in the diffusion rate near the carbon-

supported catalysts might also contribute to the crossing.  
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Figure 4.11: Kinetic mass activities at 0.8, 0.85 and 0.9 V RHE as a function 
of calculated oxygen binding energy. 
 

When the measured kinetic Koutecký-Levìch current densities per µg Pt are 

plotted as a function of the calculated oxygen binding energies, ΔEO, a 

Volcano-like variation in the activity is obtained, with a maximum activity for 

the PdFe@PdPt/C catalysts (Figure 4.11). Both the variation in ORR activity 

and the location of the Volcano-optimal catalyst agree with the first principle 

calculations summarized in Figure 4.8. Alternatively, to find an experimental 

descriptor for the activity, the measured activity can be plotted as a function of 

the measured CO affinity as determined by CO-stripping voltammetry (Figure 

4.12a), or as a function of the experimental XPS Pt 4f7/2 core-level shifts 

(Figure 4.12b). Again, Volcano-like behavior is observed. 
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Figure 4.12: (a) Kinetic mass activity at 0.8 V RHE as a function of CO 
stripping peak position and (b) Kinetic mass activity at 0.8 V RHE as a 
function of XPS Pt 4f7/2 surface core-level shifts 
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4.3.3. Methanol tolerance and stability. 

 

 
Figure 4.13. (a) ORR linear-sweep voltammograms for the PdM@PdPt/C 
(M=Pt, Ni, Co, Fe and Cr) electrocatalysts and for a commercial 3.0 nm Pt/C 
reference catalyst in an oxygen-saturated, 0.1M HClO4 solution in the 
presence of 0.1 M methanol. Standard three-electrode cell with a sweep rate 
of 20 mV/s, rotation speed of 1600 rpm and at room temperature. (b) Kinetic 
mass activities at 0.9 V RHE without and with 0.1 M methanol as a function 
of calculated oxygen binding energy, ΔEO. The kinetic mass activity of a 
commercial 3.0 nm Pt/C catalyst without and with 0.1 M methanol (open 
symbols) is included for comparison. 
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To evaluate the methanol tolerance of the core-shell catalysts, ORR linear-

sweep voltammograms were measured in an oxygen-saturated 0.1 M HClO4 

solution in the presence of 0.1 M methanol (Figure 4.13a). The catalysts were 

also compared with a commercial 3.0 nm Pt/C direct methanol fuel cell 

cathode catalyst under the same experimental conditions. All core-shell 

catalysts displayed higher current densities in the presence of methanol than 

the reference Pt/C catalyst. Figure 4.13b shows the variation in the kinetic 

mass activity at 0.9 V RHE as a function of the calculated oxygen binding 

energy, ΔEO. Again, a Volcano-like variation in the activity is obtained, with a 

maximum activity for PdFe@PdPt/C.  

 

It is interesting to note that methanol only reduces the ORR activity of the 

PdM@PdPt/C catalysts at 0.9 V by 25%, while the activity of the commercial 

Pt/C catalyst is reduced by more than 50%. This suggests that alloying the 

surface with Pd improves the selectivity between methanol oxidation and 

ORR. Based on the Pt mass, the activity of the Volcano-optimal 

PdFe@PdPt/C catalyst at 0.9 V and in the presence of 0.1 M methanol is 7 

times higher than for Pt/C (Figure 4.13b).  

 

One of the challenges for core-shell catalysts is their stability during ORR 

[48,49]. To computationally evaluate the possible stability of the Pd3M@Pd3Pt 

structures in the presence of various adsorbates, the energy difference between 

the original structure and the structure where subsurface M and surface Pt are 

exchanged was calculated (Table 4.2). 
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Table 4.2. Calculated surface segregation energies for M-Pt exchange 
(indicated by arrow) in the Pd3M@Pd3Pt core-shell structures for the clean 
surface, and with 0.25 ML CO*, OOH*, OH* and O*. Positive values 
correspond to a stable Pd3M@Pd3Pt core-shell configuration. 
 

Catalyst 
structure 

Surface segregation energy (eV) 

Clean surface 

 

CO 

 

OOH 

 

OH 

 

O 

 

Pd3Co@Pd3Pt 0.48 0.54 -0.22 -0.31 -0.44 

Pd3Cr@Pd3Pt 0.56 0.59 -0.32 -0.51 -0.82 

Pd3Fe@Pd3Pt 0.70 0.76 0.21 0.13 0.05 

Pd3Ni@Pd3Pt  0.28 0.33 0.06 -0.21 -0.32 

 

In a direct methanol fuel cell, the ORR cathode catalyst is exposed to various 

possible species which could affect surface segregation. We therefore 

considered the effect of adsorbed CO*, OOH*, OH* and O* on the stability of 

the core-shell structures. The results in Table 4.2 show that the clean 

Pd3M@Pd3Pt core-shell structures are significantly thermodynamically stable, 

and M segregation to the surface is a least 0.28 eV unfavorable. This is 

consistent with the XPS data which show the surface is enriched in Pt, even 

after thermal treatment (Table 4.1). In the presence of CO, the stability is 

further enhanced, consistent with the higher CO binding energy on Pt, 

compared to M. However, oxygen-containing adsorbates bind stronger on M 

surfaces and favor the exchange of subsurface M with surface Pt, as also 

discussed by Ma and Balbuena [50]. However, the volcano-optimal 
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Pd3Fe@Pd3Pt core-shell structure is calculated to remain stable, even in the 

presence of 0.25 ML of O*. The calculated resistance to surface segregation is 

higher for Pd3Fe@Pd3Pt for all considered adsorbates. It seems that two 

factors contribute to the stability of the Pd3Fe@Pd3Pt structure. First, oxygen 

species bind significantly stronger on a Pd3M surface than on Pd3Pt. For 

Pd3Fe, this difference is about 0.65 eV. However, Fe is more stable in the PdM 

core than on the surface by 0.70 eV for the clean surface and the stronger O* 

binding energy cannot overcome the strong anti-segregation tendency of the 

Pd3Fe@Pd3Pt core-shell structure. Experimental long-term ORR stability tests 

will however need to confirm this predicted stability. 

 

4.4. Conclusions.  

The activity of many catalytic systems is governed by Sabatier’s principle, 

which states that the most active catalysts have an intermediate chemical 

affinity. In this work, a series of core-shell PdM@PdPt/C (M=Pt, Ni, Co, Fe 

and Cr) oxygen reduction reaction (ORR) catalysts was prepared by 

replacement reaction, and characterized by XPS, EDX, XRD, electrochemical 

hydrogen adsorption/desorption and CO-stripping voltammetry. XRD and 

electrochemical hydrogen adsorption/desorption indicate that the core-shell 

catalysts have comparable average sizes and dispersions. XPS and EDX 

provide evidence for the core-shell structure. The gradual change in the Pt 4f7/2 

surface core-level shift over the family of catalysts was well-described by 

final-state DFT-PBE calculations for a slab with a Pd3M core and a monolayer 

Pd3Pt shell. The CO-peak position measured by CO-stripping voltammetry for 

the family of catalysts gradually shifts in steps of about 0.03 V, corresponding 
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with a gradual change in the CO affinity, again consistent with the DFT 

calculations. The gradual shift in the CO affinity is calculated to correlate with 

a gradual change in the oxygen binding energy, ΔEO, a reactivity descriptor 

for the ORR activity. DFT calculations suggest that the ORR activity for 

Pd3M@Pd3Pt catalysts increases as Pd3Pt < Pd3Ni@Pd3Pt < Pd3Co@Pd3Pt < 

Pd3Fe@Pd3Pt because the oxygen affinity reduces and oxygen removal 

becomes faster. For Pd3Mn@Pd3Pt and Pd3Cr@Pd3Pt, the ORR activity is 

predicted to decrease because slow O2 activation begins to limit the activity. 

This trend was confirmed experimentally, and optimal ORR activity was 

observed for PdFe@PdPt/C. 

 

The activity of the ORR catalysts was also evaluated in the presence of 

methanol to test their selectivity for use in direct methanol fuel cells. While 

commercial Pt/C catalysts lose more than 50% of their activity in the presence 

of 0.1 M methanol at 0.9 V because of their high methanol oxidation activity, 

the PdM@PdPt/C catalysts retain more than 75% of their activity. Long-term 

catalyst stability is an important concern for core-shell catalysts. DFT-PBE 

calculations suggest that the Volcano-optimal PdFe@PdPt/C remains stable in 

the presence of a high coverage of oxygen species. However, this would need 

to be confirmed experimentally by long-term stability tests.  
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CHAPTER 5 

DFT study on the reversal of the CH/OH selectivity  

in the activation of methanol over platinum  

by the presence of water 

 

5.1. Introduction 

The catalytic activation of alcohols plays an important role in direct alcohol 

fuel cells and in the conversion of biomass-derived feedstock [1-3]. The 

presence of both OH and CH bonds in alcohols leads to interesting selectivity 

patterns and challenges. The mechanism and selectivity in methanol activation 

has been studied extensively, in particular over Pt catalysts [4-16]. Some 

studies indicate that the initial step in methanol electro-oxidation involves 

C−H activation [10-13], while others suggest that the electro-oxidation starts 

with O-H activation [14-16]. Often a dual pathway mechanism with two 

parallel paths is proposed: an indirect pathway involving OH activation 

leading to CO, and a direct pathway involving CH activation and leading to 

formaldehyde and formic acid which are subsequently oxidized to CO2 [5-9]. 

However, overall, the selectivity between initial C-H versus O-H activation is 

still not clarified. 

 

The apparent rate of methanol electro-oxidation depends significantly on the 

Pt surface structure [6,7,11,13,17,18], however, the mechanism was believed 

to be similar on different facets due to the similar current efficiency of CO2 

detected by on-line differential electrochemical mass spectrometry (DEMS) 
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study [17]. Several reaction intermediates have been detected during the 

electro-oxidation of methanol over Pt(111). Using in situ IR reflection-

absorption spectroscopy (IRRAS) at low electrode potentials, CH2OH, CHOH, 

and COH were detected, suggesting the reaction starts by C-H activation 

[10,11]. However, the detection of HCO by electrochemically modulated IR 

reflectance spectroscopy (EMIRS) [15], and HCOO by in situ surface-

enhanced IR absorption spectroscopy (SEIRAS) [19] at higher potentials 

indicates an initial O-H activation mechanism [13-15]. Isotope labeling studies 

show that methanol forms methoxy by O-H activation under UHV conditions, 

but CH2OH by C-H activation under electrochemical conditions. [12] The 

change in selectivity was attributed to the presence of water and the local 

electric field. Using chronoamperometry (CA) and cyclic voltammetry (CV), 

Cao et al. [13] reported a switch from a C-H activation mechanism to an O-H 

activation mechanism when the potential was increased above 0.4 V during 

the electro-oxidation of methanol.  

 

Methanol electro-oxidation has also been studied by density functional theory 

(DFT) [13,20-25]. On clean Pt(111) surfaces, the lowest barrier is calculated 

for CH activation [21-23]. However, water can have a significant effect on the 

selectivity and recent studies show that the presence of a single water 

molecule lowers the O-H activation barrier in isopropanol oxidation by 8 

kJ/mol and reverses the CH/OH selectivity in ethanol oxidation on Pt(111) 

[26]. The same observation was reported for Ethanol oxidation on Rh(111) by 

Sautet et al [27]. Experimental study showed that even a small amount of 

water greatly enhanced the initial reaction rate in 1-octanol oxidation [26]. The 
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mechanism of the methanol oxidation reaction was also suggested to be 

different when changing from using a gas-fed electrode to the electrolyte-fed 

electrode [28]. The effect of the water has been addressed in several studies 

[13,24-29]. Okamoto et al. reported a 70 kJ/mol increase in the CH activation 

barrier in methanol on Pt(111) when 21 water molecules were included in the 

model [24]. Hartnig using Ab initio molecular dynamic simulations to study 

the solvent effect of water during the Methanol oxidation on Pt(111), and 

reported the initial step of the reaction is the cleavage of a C-H bond which 

points towards the platinum surface [25]. The effect of the potential and the 

aqueous environment on the stability of the reaction intermediates during the 

electro-oxidation of methanol on Pt(111) was studied by Neurock et al. 

[13,29]. These calculations showed a gradual shift from C-H activation to O-H 

activation with increasing potential.  

 

Water not only affects the activity and selectivity through changes in the 

interactions with reactants and transition states, it can also acts as the source of 

active hydroxyl groups and open another reaction pathway. Surface hydroxyl 

groups can play an active role through hydrogen abstractions [26,30-32]. In 

the oxidation of alcohols to acids on Pt and Au, isotope labeling experiments 

demonstrated that hydroxyl species are the real active oxidizing species 

instead of molecular oxygen in air [30] Recently, the importance of a 

hydrogen abstraction pathway in the O-H activation of methanol has been 

demonstrated [26,30,31]. On Au, hydroxyl groups were proposed to also 

facilitate CH activation in methoxy during methanol electro-oxidation [32]. 

Besides, formate adsorbate was identified as an active intermediate during the 



119 
 

methanol electro-oxidation by Osawa et al, but its formation only could be 

observed at applied potential higher than 0.5V (which is the condition for 

surface OH starts to form). The presence of active surface oxygen source 

(adsorbed O* or OH* on the surface) was claimed to be the prerequisites for 

the oxidation of methanol to formate [19]. All of those results emphasize the 

importance of considering water and surface OH* into studying mechanism of 

alcohol decomposition under fuel cell conditions.  

 

In this study, the effect of water on the activity and selectivity of activation 

methanol on Pt(111) was studied using density functional theory (DFT) with 

the revPBE-VdW functional [33,34]. The calculations show that the presence 

of water increases the activation barriers for both C-H and O-H activation 

because water molecules stabilize the reactants more than the transition states. 

Hydrogen bonding has a larger effect for the O-H pathway than for the C-H 

pathway, and reverses the selectivity observed on clean surfaces. The presence 

of surface hydroxyl groups opens a new hydrogen-abstraction pathway with a 

very low O-H activation barrier and again reverses the selectivity. 

 

5.2. Computational Methods. 

All calculations were performed using spin-polarized periodic DFT with the 

revised Perdew-Burke-Enzerhof functional [33] including non-local vdW-DF 

correlation (revPBE-VdW) [34], a plane-wave basis set with a cut-off kinetic 

energy of 450 eV, and the projector-augmented wave (PAW) method [35,36] 

as implemented in the Vienna Ab-initio Simulation Package (VASP) [37,38]. 

The Pt(111) surface was modeled as a 3-layer p(3x3) slab, with an optimized 
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lattice constant of 4.04 Å. The Brillouin zone was sampled with a 3x3x1 

Monkhorst-Pack grid, and repeated slabs were separated by 12 Å to minimize 

interactions. Geometries were fully relaxed until the energy changes by less 

than 0.1 kJ/mol.  

 

Transition states were located using the climbing-image Nudged Elastic Band 

(ci-NEB) method [39]. In the NEB method, a series of intermediate states 

distributed along the initial reaction path connecting a reactant and a product 

state are simultaneously optimized while restricting atomic motions to 

hyperplanes perpendicular to the reaction path. Generally, six to ten 

intermediate states were used and forces minimized to 0.05 eV/Å with the 

quasi-Newton algorithm. The NEB intermediate structure with the highest 

energy was further optimized to the transition state structure. Frequency 

calculations confirmed the nature of the transition states with have exactly one 

imaginary degree of freedom which corresponds to the mode that takes 

reactants to products. NEB calculations were performed for all reactant and 

product configurations within 10 kJ/mol of the most stable co-adsorbed 

configuration within the unit cell, and only the lowest energy transition states 

are included. The methanol coverage in a p(3x3) unit cell, 0.11 ML, is also 

close to methanol coverage of the 0.09 ML determined under working 

conditions by on-line differential electrochemical mass spectrometry on a 

Pt(111) electrode [17]. Bader charges [40,41] were computed to analyze the 

nature of the transferred hydrogen atom in the hydrogen abstraction reactions. 
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5.3. Results and Discussion. 

To evaluate the effect of water, we studied 3 cases: on a clean Pt(111) surface, 

representing UHV conditions; activation in the presence of a single water 

molecule (i.e., a single hydrogen bond with the methanol OH group), and in 

the presence of a water overlayer (i.e., two hydrogen bonds with the OH 

group). Several reactant structures were considered in the p(3x3) unit cell for 

the methanol + water overlayer, but the structure where methanol replaces two 

water molecules in an ice-like 6-membered ring represents the starting point 

for the most favorable pathway (section 5.3.2). To evaluate reaction paths 

where hydroxyl groups abstract a hydrogen atom from methanol, one of the 

four water molecules in the unit cell was replaced by hydroxyl. 

 

5.3.1. Adsorption of methanol, methoxy and hydroxyl groups on Pt(111)  

The adsorption of methanol and water on the Pt(111) surface was studied first 

(Table 2.1). On a clean surface, methanol adsorbs at a top site with a 

calculated adsorption energy of -44 kJ/mol, slightly weaker than the value 

measured by Karp et al. using calorimetry, -59 kJ/mol [42]. The important role 

of van der Waals (vdW) forces in the weak interaction between water 

molecules with metal surfaces has been reinforced [43,44] when evaluating 

the relative stability, adsorption sites, and adsorption geometries of competing 

water ad-structures. VdW correlation significantly improves the adsorption 

energy from -38 kJ/mol for revPBE to -44 kJ/mol with revPBE-VdW. Also the 

reaction energy for the decomposition of water to OH* and H*, +48 kJ/mol, 

and for the transfer of a H atom from methanol to O*, -69 kJ/mol, agree well 

with the measurements by Campbell et al. [45,46] (Table 2.1).  
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Figure 5.1. (a) Ice-like structure of water layer on Pt(111; (b) Adsorption of 
Methanol on pre-covered water layer on Pt(111); (c),(d) Two configurations of 
the adsorption of Methanol with 4 water on Pt(111). Adsorption energy Eads = 
EMethanol-water/Pt – Ewater/Pt - EMethanol(gas). The reaction energy ∆Erxn is calculated 
for the reaction: CH3OH(l) + 6 H2O*  CH3OH-nH2O* + (6-n) H2O(l); (e),(f) 
two configurations of Methanol coadsorbed with a single water on Pt(111). 
 

The calculated adsorption energy of an ice-like water layer (2/3 ML, Fig. 

5.1a), -48 kJ/mol, is comparable to the experimental value of -46.2 ± 7 [45], 
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and much stronger than for the revPBE functional without VdW correlation, -

39 kJ/mol. Next, the adsorption of methanol on the ice-like water-covered 

surface is investigated. The desorption of a water molecule and the subsequent 

adsorption of methanol is 21 kJ/mol favorable, forming a structure with 5 

water molecules (5/9 ML) and 1 methanol molecule per ring (Fig. 5.1b). The 

hydrogen-bonds significantly stabilize methanol on the Pt(111) surface from -

44 kJ/mol on the clean surface to -89 kJ/mol in the presence of water. The O-

O distances of ~2.8 Å are indeed representative of H-bonding interactions 

[47,48]. The 43 kJ/mol increase in the adsorption energy in the presence of 

water is consistent with a typical hydrogen bond strength of about 20 kJ/mol 

per hydrogen bond [49]. In this structure, the methyl group points away from 

the surface and only OH activation is possible. To allow CH activation, 

methanol needs to adsorb parallel to the surface and a second water molecule 

needs to desorb (Fig. 5.1c). This step costs 17 kJ/mol. Note that the entropy 

and stability gained by the water molecule in the liquid phase makes this step 

somewhat more favorable (26.4 kJ/mol). The methanol adsorption energy on 

the structure with 4/9 ML water, -87 kJ/mol, is similar to the value reported by 

Błonski et al. using PBE with dispersion corrections [50]. Also in this 

structure, methanol has two hydrogen bonds with water (Fig. 5.1c). A second 

structure where methanol co-adsorbs with 4 water molecules is shown in Fig 

5.1d, in which methanol is perpendicular to the surface. This structure is 20 

kJ/mol less stable than the structure in Fig 5.1c. 

 

The adsorption energy of methanol next to a single water molecule (Fig. 5.1e) 

is 57 kJ/mol. The increment of 13 kJ/mol is contributed by one Hydrogen 
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bond formed between methanol and water. Note that the co-adsorption of 

methanol with water gain around 20 kJ/mol from forming a Hydrogen bond, 

but also lost 7 kJ/mol from the weaker binding of Methanol with Pt(111) 

surface, reflect from the longer distance of C-Pt bond compare to the clean 

surface. There are few alternative structures, and the most next stable is shown 

in Fig 5.1f, with methanol perpendicular to the surface and is 6 kJ/mol less 

stable.  

 

5.3.2.  Methanol activation on a clean surface. 

To establish a reference point, the activation of methanol was studied on a 

clean Pt(111) surface. Transition states for the different reaction pathways for 

the first and second dehydrogenation step are shown in Fig. 5.2. The 

calculated C-H activation barrier of 88 kJ/mol is comparable to the values of 

92 kJ/mol reported for the PW91 functional [23] and 101 kJ/mol for the PBE 

functional [20] and higher than the barrier of 65 kJ/mol reported using a fixed 

Pt(111) slab by Greeley et al. [22]. C-H activation is 15 kJ/mol exothermic. O-

H activation has a slightly lower barrier of 82 kJ/mol, again consistent with the 

78 kJ/mol barrier reported for PW91 [21] and 82 kJ/mol for PBE [20]. O-H 

activation is 51 kJ/mol endothermic, close to the experimental value of 57 ± 

10 kJ/mol [42] measured by calorimetry. Our calculations indicate that the C-

H and O-H pathway are competitive under UHV conditions with a slight 

preference for O-H activation, consistent with labeling experiments and with 

the detection of a methoxy intermediate under UHV conditions [12].  



125 
 

  

  

 
Figure 5.2. Transition states of C-H (a) and O-H (b) activation from CH3OH, 
Transition states of C-H (c) and O-H (d) activation from CH2OH and C-H 
activation from CH3O (c) on clean Pt(111) surface. Reaction energy ∆E is 
calculated for the reaction: A-H* + *  A* + H* (H* and A* are on separate 
unit cells).  
 

The second dehydrogenation step was considered for CH3O and CH2OH. Both 

the CH and the OH activation barriers in CH2OH, 89 and 84 kJ/mol, 

respectively, are very similar to the barriers in methanol and the CH and OH 
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pathway are again competitive. Our barrier for OH pathway is slightly higher 

than the barrier calculated with PW91 on a frozen slab, 73 kJ/mol [22,23]. Our 

barrier for CH pathway is much higher than the barrier calculated with PW91 

on a frozen slab, 62 kJ/mol [22,23], and the reason might be due to the Pt 

surface was fixed in that study, while the reconstruction of surface active site 

in the Transition state might require extra energy. Indeed, in the Transition 

state of CH activation, the surface active Pt atom is pushed 0.16 Å above the 

surface when the surface was allowed to relax, and the energy cost to push that 

Pt atom can explain the difference of around 27 kJ/mol among those 

calculations.  

  
Figure 5.3. Two configurations of adsorbed CH2O on Pt(111): di-σ η(C,O)  
structure (a) and η(O) atop structure (b)  
 

The OH activation in CH2OH forms CH2O. It is important to note that 

formaldehyde (CH2O) can adopt 2 conformations: a di-σ η(C,O) structure 

which is 15 kJ/mol more stable than an atop η(O) structure [52,53]  (Figure 

5.3). Transition states were optimized for both final geometries, and the lowest 

energy pathway was found to form the stable di-σ product. Methoxy is 

significantly more reactive and the C-H activation barrier is only 33 kJ/mol, 

similar to barriers calculated with PW91, 24 kJ/mol, [22] and with PBE, 26 
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kJ/mol [20,53]. However for CH3O, the lowest energy pathway forms the less 

stable η(O) CH2O product, which then relaxes to the more stable di-σ 

structure. Note that DFT might under-estimate the binding energy of the atop 

η(O) structure for the aldehydes. For example, acetaldehyde was predicted to 

be more stable in the di-σ η(C,O) structure with a DFT-PBE adsorption 

energy difference of only 4 kJ/mol [54], but surface science study could detect 

the dominant η(O) configuration of Acetaldehyde on Pt(111) [55] and 

consistent with the DFT-XPS resolved C1s core-level binding energy 

calculations [54].  

 

5.3.3. Effect of water on methanol activation. 

    
Figure 5.4. Transition states of C-H (a) and O-H (b) activation from CH3OH 
on surface with single water co-adsorbed.  
 

The effect of a single water molecule (i.e., a single hydrogen bond) on the 

reaction pathway is studied first (Figure 5.4). The presence of a single 

hydrogen bond strengthens methanol adsorption by 13 kJ/mol to -57 kJ/mol.  

Note that the 13 kJ/mol interaction energy might not be sufficient to overcome 

the entropy cost to form a water-methanol complexes under UHV conditions, 

except at sufficiently low temperatures. 
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The increased stability of methanol increases the C-H activation barrier by 10 

kJ/mol to 98 kJ/mol (Fig. 5.4a), close to the sum of the barrier without water, 

88 kJ/mol and the water-methanol interaction energy, 13 kJ/mol. In the 

transition state, the O…O distance increases to 3.3 A consistent with absence 

of a hydrogen bond. The reaction energy is 10 kJ/mol less exothermic, because 

there is no H-bond in the product while the Initial state is stabilize by 13 

kJ/mol. Interestingly, the presence of a single water molecule decreases the O-

H activation barrier slightly by 4 kJ/mol to 78 kJ/mol and makes the O-H 

pathway selective. There is still a H-bond in the Transition state, which 

stabilize it and reduce the activation barrier. The increase in O-H selectivity by 

a single water molecule was also found for ethanol decomposition on Rh(111) 

[27] and on Pt(111) [26].  

 

When the water coverage increases to 5/9 ML (5 water molecules for every 

methanol), methanol forms two hydrogen bonds (Fig. 5.1b). O-H activation 

for this water coverage has a barrier of 132 kJ/mol (Fig. 5.5a) and is 75 kJ/mol 

endothermic. The 50 kJ/mol higher activation barrier than on clean surface 

results from the broken of two H-bonds. As the methyl group points away 

from the surface, no reaction path for C-H activation was found for this water 

coverage. Desorption of a water molecule provides space for the parallel 

adsorption of methanol (Fig. 5.1c). This step is 17 kJ/mol endothermic. 

However the total reaction energy of this structure reference to the starting 

point of 2/3ML ice-like structure of water on Pt(111) is still 4 kJ/mol feasible. 
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Figure 5.5. (a) OH activation in Methanol on Pt(111) with 5/9 ML coverage 
of water; (b) and (c) CH and O-H activation in Methanol on Pt(111) with 4/9 
ML coverage of water.  
 

The presence of a second hydrogen bond increases the C-H activation barrier 

by another 10 kJ/mol to 108 kJ/mol. In the transition state, the O-O distances 

increase from ~2.8 A in the reactant to ~3.0 A in the transition state. Because 

the hydrogen bonds are broken in the CH2OH product, dehydrogenation also 

becomes significantly less favorable at +8 kJ/mol. The presence of an 

additional hydrogen bond has a more dramatic effect on the barrier for O-H 

activation, which increases by nearly 50 kJ/mol to 128 kJ/mol in the presence 

of a water overlayer and C-H activation becomes the dominant path, in 

agreement with experiments at low potentials [12,13]. The increase by 46 

kJ/mol on the 4/9ML water coverage surface is consistent with the increase of 
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50 kJ/mol on the 5/9ML water coverage surface for the activation of OH due 

to both of two cases all involves the breaking of two H-bonds. At typical fuel 

cell conditions, the 128 kJ/mol barrier makes this reaction very sluggish.   

Table 5.1. Stabilization energy Estab of water towards the C-H and O-H 
activation from CH3OH and CH2OH on Pt(111) 
 

Estab  =  (EA-water/Pt   –   Ewater/Pt)   –   (EA/Pt  –  EPt) 

     

 CH3OH TS CH3O--H TS H--CH2OH  

Single water 

Water layer 

-14 

-43 

-14 

+6 

-2 

-27 

 CH2OH TS CH2O—H TS H--CHOH  

Water layer -7 +3 -2 

 CH3O  TS H--CH2O  

Water layer -4  -5 

 

While a single hydrogen bond slightly activates the OH group, the presence of 

two hydrogen bonds to the OH group significantly deactivates this path. To 

quantify the effect of the hydrogen bonds, we decomposed the adsorption 

energy of the reactant and of the C-H and O-H transition states as illustrated in 

Table 5.1. While a single water molecule increase the adsorption energy of 

methanol by 14 kJ/mol, a higher water coverage has a much stronger effect. In 

the O-H transition state for the water overlayer both hydrogen bonds are 

essentially broken and the “stabilization” becomes 6 kJ/mol repulsive. The 
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effect for a single water molecule is very different and the hydrogen bond 

remains essentially intact. The behavior is very different for the C-H path. For 

a single water molecule, the hydrogen bond is broken in the transition state 

while they remain intact (though somewhat weakened) for the water overlayer. 

  

  
Figure 5.6. Adsorption of CH2OH (a); and the activation of C-H (b) and O-H 
(c) from CH2OH on water covered Pt(111) surface;  
 

Next we briefly consider the effect of a water layer for the second 

dehydrogenation step, starting from CH3O and CH2OH. Both CH3O and 

CH2OH are not stabilized by the water overlayer with stabilization energies of 

only 7 and 4 kJ/mol (Table 5.1). On bare surface, CH2OH adsorbed on Pt(111) 

surface with the adsorption energy of -201 kJ/mol, which is very consistent 

with earlier computation results using PW91 functional of -1.98 eV [22] and -

209 kJ/mol [23]. On water covered Pt surface, the adsorption energy of 
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CH2OH is -208 kJ/mol, and the stabilization energy of water to CH2OH is only 

-7 kJ/mol, much lower than the stabilization effect -43 kJ/mol of water to 

CH3OH due to the poor Hydrogen boning between CH2OH and surrounding 

water molecules (Figure 5.6a).  

 

Because of the short C-Pt distance of 2.1 A for CH2OH, the O-O distances 

become too long (~3.3 A) to form strong hydrogen bonds (the hydrogen bond 

is considered to be broken if the bond length is greater than 3.20 Å [48,56]) 

and the CH and OH activation barriers are essentially identical to the values 

on a bare surface (Figure 5.6b and 5.6c). Indeed, the activation barrier of both 

the C-H and O-H scission on water covered surface are only slightly higher 

than those values on bare surface (90 and 88 kJ/mol for C-H and O-H scission 

on water covered surface compared to 88 and 84 kJ/mol on bare surface, 

respectively). The stabilization energies in Table 5.1 confirm this observation.  

   
Figure 5.7. Adsorption of CH3O (a) and the transition state of CH activation 
from CH3O (b) on water covered Pt(111) surface 
 

Also for C-H activation in CH3O, the effect of water is minimal with only a 

small increase in the activation barrier. The computed activation barrier is 36 

kJ/mol, while its value on bare surface is 32 kJ/mol. Though water has a 
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dramatic effect on the selectivity determining first dehydrogenation step, its 

effect on the second step is minimal because the strong interaction of CH2OH 

and CH3O with the surface prevent the flexibility to interact with the water 

overlayer. The structures of the Transition states are also not much different 

from those structures on bare surfaces. For example, the distances of C-H and 

O-H in the Transition states of CH and OH activation from CH2OH are 1.58 Å 

and 1.63 Å on water covered surface (Figure 5.6b,c), which are very close to 

the values of 1.55 Å and 1.70 Å on bare surface. For the CH activation in 

CH3O, the C-H distance in the Transition state on water covered surface is 

1.60 Å (Figure 5.7b), which is also close to the distance in the transition state 

on the bare surface (1.55 Å).  

 

5.3.4. Effect of surface hydroxyl species on methanol activation.  

    
Figure 5.8. Replacement of one water by surface Hydroxyl group in (a) C-H 
activation and (b) O-H activation from CH3OH on water covered Pt(111) 
 

At potential of 0.5 V, hydroxyl groups start to form on Pt(111) [57]. The 

Gibbs free energy of reaction to form OH* + H+ from a water overlayer 

becomes favorable for a potential of 0.66 V using revPBE-vdW. Interestingly, 

a structure with 3 OH* groups per water ring is 8 kJ/mol more stable than a 
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structure with isolated OH* groups. This value is close to the potential of 0.63 

V calculated by Rossmeisl et al. [58] and 0.59 V reported by Taylor et al. [59]. 

 

The presence of hydroxyl group opens a hydrogen abstraction pathways 

[26,30,31]. In our calculations, one of the four water molecules in the ring 

structure was replaced by a hydroxyl group and the hydrogen abstraction 

reaction paths were calculated for methanol, methoxy and CH2OH (Figure 

5.8). The strong H-O bond in the water product makes CH activation 42 

kJ/mol exothermic and OH activation in methanol nearly thermoneutral.  

    
Figure 5.9. Surface OH assistance reactions on Pt(111): (a) Activation of C-H 
and (b) activation of OH from CH3OH 
 

H abstraction from the CH3 group has a barrier of 116 kJ/mol (Figure 5.9a), 8 

kJ/mol higher than the unimolecular direct CH activation on a water-covered 

surface (108 kJ/mol). Clearly, CH activation follows a direct pathway on 

Pt(111). The presence of a surface hydroxyl group opens a O-H activation 

pathway with a very low barrier of 9 kJ/mol, typical for such a reaction 

[26,30,31]. The transition state is best described as proton shuttling as 

indicated by a Bader charge of +0.6 on the transferred H (Figure 5.9b). In the 
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presence of surface hydroxyl group, O-H activation is clearly the preferred 

path, in agreement with the interpretation from experimental results [30]. 

    
Figure 5.10. Surface OH assistance reaction on Pt(111): (a) OH activation in 
CH2OH and (b) CH activation in CH3O 
 

Finally, the effect of hydroxyl groups on the second dehydrogenation step was 

evaluated as well. (Figure 5.10). Proton transfer from CH2O-H to OH* is 

again easy with a barrier of 8 kJ/mol, however, the formation of CH2OH 

through initial C-H activation is kinetically slow in the presence of OH*. 

Hydrogen abstraction from CH3O has a barrier of 67 kJ/mol. The charge on 

the transferring H is +0.37 and this hydrogen abstraction is better described as 

a radical reaction. The 67 kJ/mol barrier is however 31 kJ/mol higher than the 

direct dehydrogenation barrier on Pt(111), and the direct pathway is found to 

dominate on Pt(111). 

 

5.3.5. Activation of CH in CH3O on other transition metals: competition 

between direct dehydrogentation versus H-abstraction pathway  

Pt(111) was reported to be the best catalyst for Methoxy decomposition 

[52,53] among other transition metals due to the largest exothermic behavior 

of the reaction. Previous section has demonstrated that the activation of CH in 
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Methoxy could be processed via two different pathways: the direct 

dehydrogenation catalyzed by metal surface, and the Hydrogen abstraction 

pathway assisted by surface Hydroxyl group. On Pt(111) the prefer pathway is 

the direct dehydrogenation. In this section, we expand this study to evaluate 

the competition between those two reaction pathways on other transition 

metal. The considered candidates are Au(111), Pd(111), Rh(111) and Ag(111) 

surfaces. 

 

Au is receiving much attention as an interesting catalyst for alcohol oxidation 

[30,32]. Recently, Koper et al. reported the enhancement of methanol 

oxidation activity by CO pre-adsorption [32]. In that study, adsorption of CO 

enhanced OH adsorption on Au, and consequently enhanced the C-H 

activation in methanol electro-oxidation. Similar to the study on Pt(111), OH 

activation assisted by surface Hydroxyl is very feasible with the low activation 

barrier of 9 kJ/mol and is likely the initial step for the Methanol oxidation on 

Au(111). The transition state structure is shown in Figure 5.11. The Bader 

charge on transferred H atom is 0.64, demonstrate again this is a Proton 

transferred reaction.   

 
Figure 5.11. OH activation in CH3O assisted by surface Hydroxyl group on 
water covered Au(111)  
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Therefore under fuel cell conditions, the initial products will be dominated by 

Methoxy. In the next step, the direct dehydrogenation occurs with the 

activation barrier of 67 kJ/mol (Figure 5.12a). This value is in good agreement 

with the value reported earlier [53]. However the H-abstraction pathway is 

even more feasible with the activation barrier of only 47 kJ/mol, 20 kJ/mol 

lower than the dehydrogenation pathway (Figure 5.12b). The computed Bader 

charge on transferred H atom is +0.25, smaller than the value on Pt(111) 

surface, +0.35. The appearance of surface OH facilitates the C-H activation by 

open the lower activation barrier pathway, which could explain the 

experimental observation by Koper et al. [32] 

    
Figure 5.12. Decomposition of Methxoy on Au(111): the direct 
dehydrogenation pathway (a), and the H-abstraction by surface Hydroxyl 
pathway (b) 
 

From Pt(111) to Au(111), the preferred reaction pathway of CH3O 

decomposition  has switched from direct dehydrogenation to H-abstraction. 

We have conducted the evaluation on another metal which is less active than 

Pt but more active than Au, which is Pd. On Pd(111), the activation barriers 

for the dehydrogenation pathway and the H-abstraction pathways are 66 and 

72 kJ/mol, respectively (Figure 5.13).  The difference between those activation 
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barriers is only +6 kJ/mol, compare with the value of +31 kJ/mol on Pt(111) 

and -20 kJ/mol on Au(111). The less active the transition metal, the more 

feasible the H-abstraction pathway. The Bader charge calculated on 

transferred H-atom in the H-abstraction pathway on Pd(111) is +0.35. 

    
Figure 5.13. Decomposition of Methxoy on Pd(111): the direct 
dehydrogenation pathway (a), and the H-abstraction by surface Hydroxyl 
pathway (b) 
 

Finally, we expanded the study on study on Rh(111) and Ag(111). The results 

are summarized in Table 5.2.  

Table 5.2. Activation barriers for two pathway of Methoxy decomposition on 
transition metals (kJ/mol) 
 
 Rh Pt Pd Ag Au 

Direct dehydrogenation 66 36 66 103 67 

H-abstraction 102 67 72 88 47 

∆Ea +36 +31 +6 -14 -20 

Charge on transferred H 

in H-abstraction pathway 
+0.42 +0.37 +0.35 +0.28 +0.25 

 

On Rh(111), the H-abstraction pathway is inhibited by the much higher 

activation barrier than the direct dehydrogenation pathway, +36 kJ/mol, and 

correlates well with the highest charge on transferred H atom in the H-

abstraction pathway. In contrast, the H-abstraction pathway is preferred on 
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Ag(111) with 14 kJ/mol lower activation barrier than the direct 

dehydrogenation pathway. Plot the difference in the activation barriers 

between the direct dehydrogenation and the H-abstraction pathways as a 

function of the charge on transferred H atom in the H-abstraction pathway, a 

nice correlation is observed, as shown in Figure 5.14. 

 
Figure 5.14. Correlation between the activation barriers difference of the two 
pathways versus the charge of transferred H atom in the H-abstraction 
pathway 
 

From Figure 5.14, the higher charge of transferred H atom in the H-abstraction 

pathway, the more difficult the reaction. Clearly surface OH group also acts as 

active agent in abstraction H from the C-H bonds in CH3O, however the C-H 

abstraction reaction only preferred on less active surfaces, e.g. Ag(111) and 

Au(111). The detail explanation on this correlation is beyond the scope of this 

study and will be the subject for future study. 
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5.3.6. Energy Profile for the dehydrogenation of methanol. 

 

 
Figure 5.15. The reaction Energy Profile for the Deprotonation of Methanol 
on Pt(111). (a) Reactions under UHV on clean surface; (b) Reactions in 
aqueous media on water covered surface. The reaction on clean surface and in 
water on Pt(111) can be expressed by the reaction: A-H  A + H, while the 
reaction in the surface OH assisted pathways can be expressed by the reaction: 
A-H + OH  A + H2O. 
 

Figure 5.15 summarizes the energy profile for methanol dehydrogenation. 

Under UHV conditions, the barrier for O-H activation is slightly lower than 

the barrier for C-H activation (Figure 5.15a). The effective barrier for the 

dehydrogenation of CH3O*, 103 kJ/mol (71 + 32 kJ/mol ) is comparable to the 
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first dehydrogenation barrier. For the C-H pathway, the barriers for the second 

dehydrogenation step, 88 kJ/mol for C-H and 84 kJ/mol for O-H, are similar to 

the barrier for the first step. On a water-covered surface, dehydrogenation of 

methanol becomes more difficult due to the strong hydrogen bonding with 

methanol (Figure 5.15b). The hydrogen bonding affects the O-H pathway 

much more than the C-H pathway and C-H activation becomes preferred. 

Therefore C-H activation is the initial step in the electro-oxidation of methanol 

over Pt at low potentials, consistent with experiments [11,12] Since the 

CH2OH and CH3O products form only very weak hydrogen bonds with the 

water layer, the second dehydrogenation step is not affected by the water 

overlayer and is hence easier than the first step.  

 

When the applied potential is sufficient to facilitate the formation of surface 

OH* groups, a proton shuttling pathway opens (Figure 5.15b). Deprotonation 

of the methanol O-H group by OH* has a very low barrier and is nearly 

thermoneutral. Even at zero potential, where the formation of OH* is 65 

kJ/mol endothermic, the effective barrier for the proton shuttling pathway, 74 

kJ/mol, is still lower than the direct dehydrogenation pathways. 

Dehydrogenation of CH3O* is however not facilitated by OH* and the direct 

pathway has the lower barrier. Combining the CH3O* barrier, 32 kJ/mol, with 

the endothermicity of the deprotonation of adsorbed methanol at zero bias, 68 

kJ/mol, leads to an effective barrier of 100 kJ/mol, very close to the direct C-H 

activation barrier in methanol, 108 kJ/mol. Clearly both pathways are 

competitive and their selectivity depends strongly on the potential and on the 

rate of formation of surface OH* groups. 
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5.4. Conclusions.  

DFT studies showed that water significantly affect to the reactions that involve 

the alcohol reactants via forming the Hydrogen bonding. Therefore in more 

polar solvent this should be the very important factor. On bare surface, the 

barrier of O-H activation is 6 kJ/mol lower than the C-H activation. 

Stabilization of Methanol by water increases activation barriers for C-H and 

O-H activation by 20 and 44 kJ/mol compare to the values on bare surfaces, 

respectively, and switches the selectivity from O-H to C-H activation. The 

reverse selectivity on water covered surface was explained due to the stronger 

stabilization effect of water towards the Transition state of C-H activation than 

O-H activation. Therefore in aqueous media, at low potential the 

decomposition of Methanol should be initiated by C-H scission. When the 

potential is high enough to generate surface OH, the abstraction of Hydrogen 

in Hydroxyl group becomes very feasible to switch the mechanism towards 

initial O-H activation follow the “proton shuttling” mechanism. Therefore the 

first step of alcohol electro-oxidation in fuel cell condition is likely the O-H 

activation. After the removal of O-H bond in alcohol (losing hydrogen 

bonding with environment), consequence steps is much less affected by the 

solvent effect. Surface OH group also acting as active agent in abstraction H 

from the C-H bonds in CH3O, however on Pt(111) it is more difficult than the 

Direct dehydrogenation pathway with the activation barrier is 31 kJ/mol 

higher. The competition between the direct C-H dissociation pathway and the 

C-H abstraction pathway on different transition metal surfaces [64] are also 

evaluated, and the more active the surface, the easier the direct pathway and 
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vice versa. The C-H abstraction reaction only becomes more feasible for much 

less active surface, e.g. Ag(111) and Au(111). 
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CHAPTER 6 

Reaction path analysis to identify selectivity 

determining steps for the complete oxidation of 

Ethanol and guided design of an EOR catalyst: 

Preliminary results  

 

6.1. Introduction 

The direct ethanol fuel cells (DEFCs) are a strong emerging alternative to the 

direct methanol fuel cells (DMFCs) [1-5]. The benefits, besides the obvious 

advantage of being a room temperature liquid fuel cell, are reduced fuel 

toxicity and the possibility of using a fuel that can be produced abundantly 

from renewable resources (i.e. bio-ethanol) [1-3]. Except for the anode 

catalyst, the DEFC technology shares many common features with the DMFC 

technology, and hence can benefit from years of developmental efforts in the 

latter. However, DEFCs are presently beset with very slow anode kinetics 

associated with the difficulty in activating the C-C bond in the ethanol 

molecule under the (mild) reaction conditions, and an effective low 

temperature catalyst has yet to be found. The current development of DEFCs 

is therefore constrained by the lack of good catalysts for ethanol 

electrooxidation [3-5]. Pt is the most common catalyst component for 

electrochemical reactions such as electro-reduction of oxygen and electro-

oxidation of alcohols, especially for fuel cell applications [3,6-8]. Until now, 

Pt is still the best pure catalyst for ethanol electro-oxidation [3,7]. Since the 

development of new catalyst is usually based on existing design, 
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understanding reaction mechanisms on Pt is not only of fundamental interest, 

but also important for the design of new catalysts.  

 

The mechanism of ethanol electro-oxidation on a Pt surface has been studied 

extensively both experimentally and theoretically [8-15]. By combining 

electrochemical analytical methods and modern experimental techniques such 

as differential electrochemical mass spectrometry (DEMS) and in-situ infrared 

spectroscopy (FTIR), products and intermediates during the oxidation of 

ethanol were identified [8-11]. While there are still different opinions about 

the detailed mechanism of the decomposition of ethanol, the main products are 

those of partial oxidation: acetaldehyde and acetic acid form with high yields 

[2,8-10], reflecting the lack or limits of C-C cleavage on the Pt surface. The 

complete oxidation product, CO2 is usually formed in very small amounts. 

Some hydrocarbons such as CH4, C2H6 are also observed in traces [9]. The 

intermediates that have also been detected during the oxidation of ethanol 

include CH3CO, CH3COH, CHx, CO... The yields of main products in the 

EOR are summarized in Table 6.1 [2]. 

Table 6.1. Chemical yield of main products in the EOR on different 
electrocatalyst 
 

Electrocatalyst Acetic acid yield, 
% 

Acetaldehyde yield, 
% 

CO2 yield, 
% 

60% wt Pt/C 33 47 20 

60% wt Pt-Sn (9:1)/C 77 15 8 
 

From the experimental results, the electro-oxidation of ethanol on platinum 

electrodes is proposed to follow the mechanism shown in Figure 6.1 [9]. 
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Figure 6.1. Mechanism of the electro-oxidation of ethanol on platinum 
electrodes (extracted from Ref. 9) 
 

According to this mechanism, the adsorption of ethanol (step [1]) produces 

acetaldehyde and releases 2 electrons (step [2]). From theoretical studies, 

CH3CHO could be form by the deprotonation from CH3CHOH [12-15]. 

Acetaldehyde can be furthur oxidized either to acetic acid at higher potentials 

(step [8]), or undergo C-C cleavage to form carbon monoxide and CHx 

fragments (step [4]). However, the calculated activation barrier of the C-C 

dissociation in CH3CHO has been reported to be very high, which makes this 

step infeasible at room temperature [15]. The CO and CHx can be fully 

oxidized to carbon dioxide by extra oxygen/hydroxyl from the activation of 

water on the catalyst surface. The further oxidation of acetic acid on Pt surface 

is very difficult to occur at room temperature [11,14,15]. 

 

Therefore the problem hindering the EOR on Pt catalyst might be the high 

selectivity towards acetaldehyde. CH3CHO can easily convert to the 

intermediate CH3CO, and the difficulty in the decomposition of CH3CO will 
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then terminate the EOR [14,15]. CH3CO can be oxidized to acetic acid by 

surface OH*, which is formed by water splitting at a sufficient potential. 

CH3COOH converts to adsorbed acetate CH3COO*, which is considered as 

the most stable product of the EOR on Pt(111) and block the surface [14,15]. 

 

The selectivity towards CO2 is improved when the formation of CH3CHO is 

inhibited in the EOR on Rh(111) [16-18]. Similarly to the EOR on Pt(111), the 

mechanism of ethanol decomposition on Rh(111) is proposed to follow a 

stepwise dehydrogenation and the reaction map is shown in Figure 6.2. [16] 

 
Figure 6.2. Reaction map for the ethanol decomposition on Rh(111) 
(extracted from Ref. 16) 
 

On Rh(111), the formation of the intermediate oxametallacycle *CH2CH2O* is 

much easier than the formation of acetaldehyde due to its barrier energy is 

0.81 eV lower [16]. The further decomposition of *CH2CH2O* is facile, and 

the C-C bond is broken in CHCO with the activation barriers of 0.69 eV. 

During the oxidation of ethanol on Rh surfaces, *CH2CH2O* was also 

detected by high resolution electron energy-loss spectroscopy (HREELS) [19]. 

The formation of *CH2CH2O* recently has been highlighted by Adzic and 
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collaborators as the key step to fully oxidize ethanol to CO2 [20]. In their 

study, the ternary PtRhSnO2/C electro-catalyst was synthesized by the cation-

adsorption-reduction-galvanic displacement method, and showed high activity 

in the ethanol oxidation. Rh played the important role to direct the formation 

of CH2CH2O and inhibit the formation of CH3CHO. The experimental activity 

and the calculated reaction pathway are shown in Figure 6.3. [20]. 

 
Figure 6.3. Possible pathways for the C–C bond breaking of ethanol on the 
ternary RhPt/SnO2(110) catalyst. (extracted from Ref. 20) 
 

Therefore good catalyst for EOR should inhibit the CH2 activation (Cα) in the 

first step, and favor the formation of *CH2CH2O* in the second step. Although 

the EOR on Rh has high selectivity towards CO2, it encounters the difficulty in 

activating ethanol in the initial step and adsorbed ethoxy CH3CH2O in the next 

step with the activation barrier of 0.85 eV and 0.95 eV, respectively [17]. 

Conversely, those steps on Pt(111) are much more facile with the 

corresponding activation barriers of 0.46 eV and 0.53 eV. As a result, the 

activity of Pt in the EOR is much better than Rh, though the selectivity 

towards CO2 is much lower.  
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The most popular method to improve the cell activity is the synthesis of 

binary, or even ternary electro-catalysts based on combining Pt with other 

transition metals, such as Sn [4,21], Ru [4,22], Rh [20,23], W [24], Ir [25], Pd 

[26], … Alloying Pt could combine the advantage of each component, and can 

change the selectivity of reaction pathways. For example, the PtRh/SnO2 

catalyst from Adzic’s group [20] has changed the facile formation of CH3CHO 

on Pt to the favorable formation of CH2CH2O (Figure 8). Whereas Rh directs 

the formation of CH2CH2O and facilitates the C-C bond breaking, and Pt plays 

the important role in activating ethanol in the initial steps [20,23]. The activity 

of Pt-Rh only is still poor, but it also can be improved by adding another 

component. Recently, the study by Lee’s group demonstrated that Ir has 

promotional effect for the EOR on Pt-Rh at room temperature, and Ir was 

proposed to help in activating C-H bonds [25]. The activity of Pt-Rh-Ru in the 

EOR is also remarkable improved, and Ru facilitates the water activation to 

remove strongly bound intermediates [22]. 

 

This Chapter will show some preliminary results on how DFT calculations 

could help to guide the catalyst design for the EOR. Firstly, the reaction 

energy profile of Ethanol decomposition on Pt(111) will be analyzed to 

identify the selectivity determining steps during the electro-oxidation of 

ethanol. Next, the screening over a series of transition metals for a competition 

between the O-H, Cβ-H and the Cα-H activation for the first two deprotonation 

steps will guide the selection of promising candidates for catalyst alloying. 
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6.2. Computational Methods. 

All calculations (including adsorption energies and activation barriers) are 

done using spin-polarized periodic DFT with the Perdew-Burke-Ernzerhof 

functional (DFT-PBE) [27] as implemented in the Vienna Ab initio Simulation 

Package (VASP) [28,29]. The calculations are performed using a plane-wave 

basis with a cut-off kinetic energy of 450 eV. Electron-ion interactions are 

described by the projector-augmented wave (PAW) method [30,31].  

 

The transition states and activation barriers are determined using the climbing-

image Nudged Elastic Band (NEB) method [32]. Climbing-image NEB 

calculations will be performed for all reactant and product configurations 

within 10 kJ/mol of the most stable co-adsorbed configuration within the 

p(3x3) unit cell. Vibration frequencies confirm the nature of the transition 

states. Though several reaction paths were considered for all systems, only the 

lowest activation energies are reported.  

 

For studying ethanol oxidation on transition metallic surfaces, metal surfaces 

(including Pt(111), Rh(111), Pd(111), Ir(111), Ru(0001) and Co(0001)) are 

modeled as 3-layer, p(3x3) slabs. Optimal bulk lattice constants are obtained 

by minimizing the total energy as a function of the lattice parameter. The 

bottom layer is constrained at these optimized positions, while the two top 

layers and the adsorbed species are fully relaxed. A (3х3х1) Monkhorst-Pack 

grid was used to sample the Brillouin zone, and an inter-slab spacing of 12 Å 

is found to sufficiently reduce interactions between repeated slabs. 

Convergence tests were performed to confirm that the structure is sufficient to 
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model the metal surfaces. Increasing the number of layer to 4 layers, 

expanding the vacuum thickness to 15 Å or using larger Monkhorst-Pack grid 

of (5x5x1) changed the calculated total energy by less than 5 kJ/mol. 

 

6.3. Results and Discussion. 

6.3.1. Energy profile of the ethanol decomposition on Pt(111) 

Based on DFT calculations, the energy profile of ethanol decomposition 

catalyzed by the Pt(111) surface was investigated (Figure 6.4). All the 

energies were calculated relative to gas phase ethanol and liquid water. 

Several groups have since published computational studies of the ethanol 

decomposition reaction on Pt(111) at the same time [14,15], and our results 

agree well with the literature. 

 
Figure 6.4: Energy profile of ethanol decomposition on Pt(111) 
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From this energy profile, it follows that ethanol is decomposes from 

CH3CH2OH to CH3CHOH (the most favorable pathway). From this point, 

there are two parallel pathways to form CH3COH or CH3CHO with nearly 

identical activation barriers.  However, even if CH3CHO can be formed it will 

decompose easily to CH3CO with a low activation barrier of 0.11 eV. The 

dehydrogenation from CH3CO to CH2CO is unfortunately impeded by high 

activation energy of 0.86 eV. Further decomposition seems more challenging 

due to the very high activation energy of 1.14 eV for CHCO formation, or 

0.96 eV for the C-C cleavage into CH2 + CO. The CH3CHO formation 

pathway prevails over the C-C bond cleavage pathway because of the higher 

activation energy of the latter (~ 1 eV) than the former (0.59 eV). CH3CO is 

hence an endpoint in the dehydrogenation of ethanol on Pt, and can either 

leave the surface by protonation to CH3CHO, or by oxidation to CH3COOH 

and formation of the very stable CH3COO** species which poisons the Pt 

catalyst.  

 

Clearly, the reaction pathway via Cα-H activation and leading to CH3CO* is 

not an effective EOR pathway. It involves exothermic reactions and the 

intermediates become more stable as the reaction proceeds. Further 

decomposition of CH3CO*, eventually to CO and CO2, is kinetically and 

thermodynamically hindered on Pt. A high applied potential is therefore 

required to overcome the energy difference with CO* and CO2. As shown in 

Figure 6.4, reaction pathways via the formation of *CH2CH2O*, either 

through *CH2CH2OH or through CH3CH2O*, result in a smoother pathway 

towards CO2 and should be facilitated.  
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6.3.2.  Study C-C cleavage in different intermediates on Pt(111): 

The C-H activations are likely the initial steps for the Ethanol decomposition. 

However, to facilitate the complete oxidation of ethanol oxidation towards 

CO2, the C-C bond will need to be dissociated, either at earlier or later steps. 

Evaluations of the C-C cleavage in the stepwise dehydrogenation on Pt(111) 

have been done. The precursors for the C-C cleavage are considered include 

CH3CO, CH2CO, CHCO (generated during the initial Cα-H activation 

pathway in Ethanol) and CH2CH2O (generated during the initial Cβ-H 

activation or O-H activation pathway) (Figure 6.4). The structure of those 

precursors and the calculated activation barriers are summarized in Table 6.2.  

Table 6.2. Calculated activation barrier for the C-C cleavage in some 
intermediates on Pt(111) 
 

 CH2CH2O CH3CO CH2CO CHCO 

Precursor 

    
C-C bond 
length (A) 

1.55 1.49 1.50 1.46 

C-C cleavage  
barrier (eV) 

0.89 1.41 0.96 1.01 

 

From Table 6.2, the activation barriers to break the C-C bond in CH2CO and 

CHCO are lower than in CH3CO, refers that the C-C dissociation might be 

easier after the Cβ-H activation occurs. However, the C-C cleavage for all 

precursors generated during the initial Cα-H activation pathway in Ethanol is 

still difficult due to high barrier, but it is more feasible in another precursor, 

CH2CH2O. The computed activation barrier for the C-C cleavage in CH2CH2O 
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is 0.86 eV, which is the lowest value compared to other precursors. The C-C 

bond length in CH2CH2O is the largest among all intermediate. CH2CH2O 

binds on the surface by the C-Pt and O-Pt bonds, stretches the C-C bond and 

make it easier to be broken. However the activation barrier of the C-C 

cleavage in CH2CH2O on Pt(111) is still high, as the activation barrier should 

be lower than 0.8 eV for the reaction occurs at room temperature [15]. The 

breaking of C-C bond in CH2CH2O or its derivatives (CHCH2O, CH2CHO …) 

was reported to be more feasible on other transition metals or Pt-based alloys 

[33]. This observation again demonstrates the role of Cβ-H activation during 

the oxidation of ethanol in order to facilitate the C-C cleavage.  

 

6.3.3. Screening the selectivity of the initial deprotonation step on different 

transition metals. 

Table 6.3. Calculated activation barriers for the first dehydrogenation steps in 
ethanol (eV) 
 

Surfaces Ea-OH (eV) Ea-CH2 (eV) Ea-CH3 (eV) 

Ir(111) 0.75 1.13 0.86 

Pd(111) 1.06 0.85 0.89 

Rh(111) 0.88 0.90 0.75 

Pt(111) 0.7 0.59 0.81 

Pt@Pd (111) 0.81 0.75 0.86 

Pt@Ir (111) 0.99 0.98 1.03 

Pt@Rh(111) 1.1 1.09 1.36 

Co(0001) 0.84 1.02 0.95 

Ru(0001) 0.80 0.87 0.56 

 

Since the first deprotonation steps determine the dominant reaction pathway, 

we have evaluated the selectivity on a series of catalysts include Pt(111), 
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Pd(111), Ir(111), Rh(111), Ru(0001) and Co(0001) for the activations of O-H 

(OH pathway), Cβ-H (CH3 pathway) and Cα-H (CH2 pathway). We also 

expanded the evaluation of those steps on other structures include monolayer 

of Pt(111) on Rh, Ir and Pd. Reported activation barriers are relative to the 

adsorption state of ethanol on clean surfaces and displayed in Table 6.3.  

 

From the previous section, it follows that promising catalysts should inhibit 

the CαH2 activation pathway and favor either the CβH3 or the OH activation 

pathway with reasonable activation barriers of less than 0.8 eV in order to 

have reasonable room temperature activity. Pt favor CH2 activation, in 

agreement with literature [12-15]. The same trend is found on Pd, but with 

higher activation barriers, agrees with another theoretical study [24]. Co is 

inactive for the EOR at room temperature due to the high activation barriers 

for all three pathways. Co activates ethanol via the OH pathway, but could 

only occur at high temperature, which is consistent with surface science 

studies by Weststrate et al. [25]. Core-shell catalysts with a monolayer Pt shell 

on another transition metal (Rh, Ir and Pd) still favor the CH2 pathway and 

moreover the calculated barriers are slightly higher than for pure Pt.  

 

Interesting candidates seem to be Ir, Rh and Ru, which are highlighted in 

Table 6.3. Those catalysts inhibit the CαH2 activation pathway in Ethanol. Ir 

favors the OH pathway with the feasible activation barrier of 0.75 eV, while 

Rh and Ru favor the CH3 pathway, all with reasonable barriers of 0.75 eV and 

0.56 eV, respectively. In particularly, the activation barrier of CβH3 on Ru is 

quite low and makes Ru a very promising candidate. This is consistent with 
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the experimental activity improvement of Ethanol oxidation on Pt-Ru binary 

alloy [22]. Further studies need to evaluate the selectivity of the second 

deprotonation steps. The structure of the transition states (top view and side 

view) for the different first dehydrogenation steps on Rh and Ru are shown in 

Table 6.4. 

 

Table 6.4. Structures of transition states of first dehydrogenation steps from 
ethanol on Rh and Ru 
 

 CH3 pathway CH2 pathway OH pathway 

Rh    

   

Ru    
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6.3.4. Screening the selectivity of the second deprotonation step. 

From the first screening, Ir, Rh and Ru have been detected as promising 

candidate for Pt alloying. The next step will be the evaluation of second 

Deprotonation on those candidates.  

 
Figure 6.5. Two first Deprotonation step of Ethanol decomposition on Ir(111) 
 

Ir(111) prefers the formation of Ethoxy CH3CH2O in the first step (Table 6.4 

and Figure 6.5). In the second step on Ir(111), there are two possible 

pathways: Cα-H activation to form acetaldehyde, and Cβ-H activation to form 

epoxy. The former pathway is much more preferred with very low activation 

barrier, 0.29 eV, which is 0.4 eV lower than the later pathway. The formation 

of stable acetaldehyde will likely be the end product for the ethanol oxidation 

on Ir(111). However, the Ir(111) could easily activation the C-H bonds, with 

both the activation barriers of Cα-H and Cβ-H scission are quite low. It is 

consistent with the claim that Ir helps facilitate the C-H dissociation by Lee at 

al. [25]. 
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The preferred product from the initial deprotonation step on Rh(111) is 

CH2CH2OH (Table 6.3 and Table 6.4). There is again the competition between 

three reaction routes: Cα-H activation generates CH2CHOH, Cβ-H activation 

generates CHCH2OH, and OH activation generates CH2CH2O. The calculated 

activation barriers and structures of transition states are shown in Figure 6.6. 

 
Figure 6.6. Two first Deprotonation steps of Ethanol decomposition on 
Rh(111) 
 

All the activation barriers for three pathways are quite high, and the OH 

activation is the most preferred with the computed barrier of 0.93 eV, 0.05 eV 

lower than the Cβ-H activation. The higher selectivity towards the formation 

of CH2CH2O in this study is consistent with the detection of CH2CH2O during 

the oxidation of Ethanol on Rh by high resolution electron energy-loss 

spectroscopy [19] and by X-ray Photoelectron Spectroscopy [18]. The high 

activation barrier also reflects the low activity of Rh(111) catalyst towards the 

EOR, but it could be improved by combining Rh with Pt and other promoters 

[20,23,33]. 
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Finally, the second deprotonation steps on Ru(0001) are considered. Similar to 

Rh(111), Ru(0001) favors the formation of CH2CH2OH in the first 

deprotonation step, which is very consistent with another literature study [36]. 

There is also the competition between three reaction pathways, and the next 

favorable step will be the formation of CH2CHOH via the Cα-H activation 

with the reasonable activation barrier of 0.69 eV (Figure 6.7). The Cβ-H and 

OH activation are inhibited in the second deprotonation with much higher 

barrier, 0.97 and 0.85 eV, respectively. The high selectivity towards the 

formation of CH2CHOH will need further study to evaluate how it will 

influence to the total EOR efficiency on Ru(0001).  

 
Figure 6.7. Two first Deprotonation step of Ethanol decomposition on 
Ru(0001) 
 

6.4. Conclusions.  

This Chapter illustrates how to use the mechanistic insight obtained from first 

principle modeling to help guide our catalyst design, screening and 

optimization efforts. Using a Density Functional Theory-based reaction path 
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analysis, the ethanol electro-oxidation reaction (EOR) mechanism was studied 

on a model Pt(111) surface. The subsequent reaction path analysis provided 

insight in the low CO2 selectivity of Pt catalysts, identified activity and 

selectivity determining steps and provided suggestions to improve the EOR 

activity. The low activity/selectivity of pure Pt EOR catalysts can be 

understood from the selectivity of the first two dehydrogenation steps, leading 

to CH3CHO and CH3COOH. These intermediates can block the catalyst 

surface and poison the catalyst. Effective EOR catalysts should inhibit the 

formation of CH3C*OH species, and facilitate the formation of *CH2CH2O* 

instead. Computational screening efforts helped identify Rh, Ru and Ir as 

potentially selective catalysts. Unfortunately, their activity is calculated to be 

lower than Pt because of their higher C-H activation barriers, which is a 

challenge for all proposed non-Pt catalysts.  

 

The theoretical study in this Chapter was conducted without considering the 

influence of aqueous environment to the reactions. Actually, oxidation of 

ethanol requires electro-activation of water and hence a fairly high potential 

on Pt catalysts. As investigated from previous Chapter, the presence of water 

could change the selectivity of CH/OH activation, and surface OH also opens 

up new reaction pathways, i.e., dehydrogenation steps via hydrogen 

abstraction and unwanted steps leading to CH3COO**. Particularly, Ru are 

famously reported to facilitate the activation of water, so these steps need to be 

considered in the selection of novel catalyst structures and is the subject for 

future studies.  
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CHAPTER 7 

Conclusion and Suggestion for Future works 

 

This PhD study aims to use first principle calculations to guide design of 

catalyst for Alcohol fuel cell devices. In essence, this thesis addresses 

modeling of heterogeneous catalyst for electrochemical reactions in Direct 

Alcohol fuel cell at four aspects include structural characterization, 

mechanistic study, catalytic activity and selectivity evaluation. This was 

accomplished by analyzing all the elementary steps during the reaction on 

atomic level by Density functional theory calculations within the developed 

thermodynamics model to identify the key determining steps for improvement 

suggestion. The summarization on major findings and some suggestions for 

future works will be described below. 

 

7.1. Summary of major findings. 

Characterization of catalyst, especially for multi-component electro-catalysts 

is quite challenging due to small particle size and complicated composition. In 

this PhD study, the method to evaluate the structure of catalysts using Core-

Level binding energies calculated from First Principles combine with XPS 

experiment is developed. DFT calculations describe the 2.8 eV variation in the 

C 1s binding energies on Co surfaces, the 4.2 eV variation in the C 1s binding 

energies on Pt surfaces, and the 5.5 eV variation in the B1s binding energies in 

the test sets with average deviations of 85, 73, and 53 meV, respectively. To 

illustrate how binding energy calculations can help elucidate catalyst 

structures, the nature of the resilient carbon species deposited during 
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Fischer−Tropsch synthesis (FTS) over Co/γ-Al2O3 catalysts was studied. The 

catalysts were investigated using XPS after reaction, and the measured C 1s 

binding energies were compared with DFT calculations for various stable 

structures. The XPS peak at 283.0 eV is attributed to a surface carbide, while 

the peak at 284.6 eV is proposed to correspond to remaining waxes or 

polyaromatic carbon species. Boron promotion has been reported to enhance 

the stability of Co FTS catalysts. Again, the combination of XPS with DFT B 

1s binding energy calculations helped identify the nature and location of the 

boron promoter on the Co/γ-Al2O3 catalyst. Core-shell catalysts are popular in 

low temperature fuel cell applications. Core-level BE calculations can also 

help determine the structure of core-shell catalysts. To evaluate the structure 

of a series of Pd3M@Pd3Pt (M = Co, Fe, Ni, and Cr) core-shell catalysts, Pt 

4f7/2 surface binding energies were calculated and compared with XPS data. 

When the core is changed in steps from Pd3Cr to Pd3Fe, Pd3Co and Pd3Ni, the 

experimental Pt 4f7/2 binding energies decrease by 1.4 eV. DFT calculations 

accurately describe this variation for a model structure with a monolayer Pd3Pt 

shell. This is consistent with the shell thickness estimated independently from 

the particle diameter and the Pt content. DFT XPS calcualtion does not only 

help in characterization of catalyst, it also helps to identify the adsorption 

configurations, adsorption sites, and resolving identity for reaction 

intemediates during the decomposition of ethanol on transition metals, and can 

be used to support mechanistic study.  

 

Another aspect of alcohol fuel cell catalyst that need to be addressed is the 

improvement the cathode activity, where the oxygen reduction reaction 
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occurs. The activity of oxygen reduction electrocatalysts is governed by the 

Sabatier principle and follows a Volcano curve as a function of the oxygen-

binding energy. Density functional theory calculations show that the oxygen-

binding energy decreases in steps of about 10 kJ/mol in a series of core–shell 

Pd3M@Pd3Pt (M = Ni, Co, Fe, Mn, and Cr) electrocatalysts, leading to a 

gradual, Volcano-like variation in the oxygen reduction activity. A series of 

carbon-supported PdM@PdPt (M = Ni, Co, Fe, and Cr) nanoparticles with 

similar particle sizes were prepared by an exchange reaction between PdM 

nanoparticles and an aqueous solution of PtCl2
-4. The variation in the surface 

electronic structure of the core–shell structures was evaluated by Pt 4f7/2 X-ray 

photo-electron spectroscopy and by CO-stripping voltammetry and agrees 

with the first principle calculations. At 0.85 V, the PdM@PdPt/C core–shell 

electrocatalysts show a 6-fold variation in activity, following the Volcano 

trend predicted by the calculations. The Pt mass activity of the Volcano-

optimal PdFe@PdPt/C catalyst is an order of magnitude higher than the 

activity of commercial 3.0-nm Pt/C catalysts. The core–shell catalysts also 

display a high methanol tolerance, which is important for use in direct 

methanol fuel cells. Calculated Pt–M segregation energies suggest that the 

Pd3M@Pd3Pt core–shell structures are stable, in particular in the presence of 

1/4 ML CO. Adsorption of oxygen-containing species may induce surface 

segregation of the 3d transition metal, except for the Volcano-optimal ORR 

catalyst, Pd3Fe@Pd3Pt. 

 

To provide the comprehensive evaluation of the catalyst efficiency in aqueous 

phase catalytic reactions, the role of water is also studied. The presence of 
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water not only influences the activity and selectivity through specific 

hydrogen-bond interactions with reactants and transition states, it also supplies 

active surface hydroxyl groups. In this study, the effect of water on the activity 

and selectivity of CH/OH activation of methanol on Pt was studied using the 

RPBE-VdW functional. This functional accurately describes the hydrogen-

bond interactions, which greatly affects the activity and selectivity. On clean 

terraces, C-H and O-H activation are competitive with barriers of 88 and 82 

kJ/mol, respectively. The presence of a single water molecule increases the 

stability of the methanol reactant more than the transition states and increases 

the CH and OH barrier to 99 and 89 kJ/mol, increasing the selectivity of OH 

activation. The selectivity however reverses for a water monolayer and the 

presence of two hydrogen bonds increase the OH activation barrier to 128 

kJ/mol. CH activation is found to be favorable with a barrier of 108 kJ/mol, in 

agreement with experiments at low potential. At higher potentials, the 

presence of surface hydroxyl groups opens a new hydrogen-abstraction 

pathway, with a very low barrier for OH activation by proton shuttling. C-H 

abstraction of the resulting methoxy group by surface hydroxyl species has a 

barrier of 67 kJ/mol, higher than the barrier for direct CH activation pathway 

on Pt, 36 kJ/mol. Extend the study on the competition between direct CH 

activation pathway and surface OH group assited (C-H abstraction) pathway 

on a series of transitional metals (Rh, Pd, Au, Ag), C-H activation only can be 

facilitated by surface hydroxyl groups for less reactive surfaces, e.g Au, Ag... 

 

Finally, DFT calculations are used to obtain mechanistic insight of the ethanol 

electro-oxidation reaction (EOR) to guide catalyst design. In particular, in a 
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first step, the electro-oxidation of ethanol will be studied theoretically on a 

model Pt(111) surface in order to (i) identify the level of theory required to 

obtain results that are sufficiently accurate to provide guidance to the later 

catalyst design steps. (ii) Once the level of theory has been established, the 

selectivity and rate determining steps will be identified for the electro-

oxidation over Pt. The mechanistic insight obtained from this study will help 

guide the catalyst design efforts. The problem hindering the EOR on Pt 

catalyst might be the high selectivity towards acetaldehyde, and the selectivity 

determining steps are identified to be the first and second deprotonation, and 

the key intemediate for the C-C cleavage is *CH2CH2O*, either through 

*CH2CH2OH or through CH3CH2O*. The O-H, Cα-H and Cβ-H activations 

from Ethanol are  evaluated on clean surface of a series of transition metals to 

guide the most promising component for catalyst modification. From those 

data, promising catalysts should inhibit the Cα-H pathway and favor the O-H 

or Cβ-H pathway with reasonable activation barriers, i.e, 0.8 eV for the 

feasible reaction at room temperature, and good candidates are Rh, Ru and Ir. 

The observed data opens some suggesstions for future studies. This study is 

also a scientific effort directed at discovering new insights on ethanol 

electrooxidation mechanism and ethanol oxidation catalyst design to pave the 

way for a rational approach to catalyst design in the future. 

 

7.2. Suggestion for future works.  

7.2.1. Study the C-C cleavage in the EOR via the decarboxylation pathways 

Ethanol is the smallest alcohol containing a C-C bond, and in order to fully 

oxidize ethanol to CO2, the catalyst will have to activate the C-C bond. 
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Although Pt is a good catalyst for the C-C cleavage in the steam reforming of 

C2-C4 hydrocarbons [1], the performance of Pt for the C-C cleavage in the 

EOR is still very poor [2-4].  

 
Figure 7.1. Diagram of the Krebs cycle (extracted from Ref. 6) 
 

There are other pathways to break the C-C bond that have not been considered 

in the literature. The C-C bond has been reported to be easier broken in α-

keto-acid and dicarboxylic acids, e.g. oxalic acid decomposed into CO2 at 

moderate temperatures [5]. The electro-oxidation of acetyl CH3CO to CO2 in 

the citric acid cycle (Krebs cycle) (Figure 7.1) [6] involves the formation of 

alpha keto-acids catalyzed by enzymes, and the C-C cleavage occurs through 

the decarboxylation from the -COOH groups next to the carbonyl C=O. 

Clearly the C-C scission here is quite feasible; therefore we can try to design 

an EOR catalyst follow that nature does.  
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In the EOR on transition metals, the intermediate CH2CH2O could be convert 

to dicarbonyl species, such as glyoxal CHO-CHO, glyoxalic acid CHO-COOH 

or oxalic acid (COOH)2 … with the incorporation of surface OH*. The C-C 

bond in those dicarbonyl species might be easier to be broken by 

decarboxylation produce CO2. Therefore this reaction pathway of C-C 

cleavage should be study to evaluate the fully oxidize ethanol towards CO2. 

 

7.2.2. Comprehensively evaluate EOR activity on alloys and core-shell 

catalysts.  

As mentioned in Chapter 6, the influence of water and the assistance of 

surface Hydroxyl group need to be integrated into reaction path analysis. This 

approach includes the study on competition between the direct versus surface 

OH assistance pathway at each step, similar to the study in Chapter 5. It will 

give a comprehensively evaluation on the activity of EOR catalyst. In the next 

step, the mechanistic understanding will be used to evaluate the effect of 

catalyst modifications on the relative stability of the key intermediates and 

transitions states. Such modifications can be tested easily computationally, and 

provide input for the catalyst discovery efforts.  

 

The similar procedure also will be applied for evaluate the activity of core-

shell catalyst for the EOR. The core-shell catalyst that will be studied include 

the core-shell Pd3Pt@Pd3M (M = Pt, Ni, Co, Fe and Cr), which was reported 

to be good catalyst for the Oxygen reduction reaction, and turns out to be a 

promising candidate for EOR too. Another core-shell structure will be also 

studied include the Pt3Rh@Pt3Sn structure, which is expected to combine the 
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advantage of both the components. Pt3Rh could facilitate the C-C bond 

cleavage in ethanol molecules, while Pt3Sn could provide activated –OH 

groups to remove the adsorbed reaction intermediates. The more complicated 

combination such as Pt-Rh-Ru-Sn could also be considered. 

 

7.2.3. Study the water activation on metal oxide: 

To design an effective ethanol oxidation electrocatalyst, both selectivity (C-C 

activation vs. C-O activation) and activity (in particular CO oxidation) need to 

be considered. The catalyst has to be able to first activate the C-C bond and 

then oxidize the resulting C1 species, CHx and CO, to CO2. In order to achieve 

this, the catalyst has to show optimal activities for the different reaction steps, 

dehydrogenation, C-C activation, and oxidation, leading to a constrained 

optimization problem. 

 
Figure 7.2. Mechanisms operated in the WGS reaction over ceria-supported 
platinum catalysts, surface oxygen vacancy is indicated by the blank square 
(extracted from Ref. 9) 
 

The activation of water is a critical step for the DEFCs. Metal oxides have 

been studied as potential catalysts to solve the CO poisoning problem in EOR 

by facilitating the water splitting and improve the oxidation of CO by water 

[7]. Theoretical studies should be made to different metal oxides to explore the 

activity based on WGS. Research show the surface Oxygen-vacancy is the key 
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to this water-splitting reaction on metal oxides [8,9]. For example, in Figure 

7.2., surface oxygen vacancies facilitate the water-splitting reaction to provide 

hydroxyl group OH* to react with CO, which make metal oxides more active 

in water-gas-shift reaction (WGS). 

 

Various metal oxides could be chosen to study the production and reformation 

of O-vacancy site through WGS cycle: the rock salt structures of MO (M=Fe, 

V, Co) and CeO2, rutile structures of MO2 (M= Sn, Ti, Ru), rhombohedra 

structures of M2O3 (M=Fe, V), spinel structure of M3O4 (M=Co), and 

monoclinic or orthorhombic structure of MO3 (M=W, Mo) [10]. The stable 

and easily-prepared surfaces should be used to study the activity of O-vacancy 

sites to WGS: the (111) surface for MO, the (110) surface for MO2, (1-102) 

for M2O3, and the (100) surface of MO3 [11]. The database will set up to get 

the prototype reference to experiments. Furthermore, a kinetic model will be 

set up based on the calculations. This study will guide the selection of metal 

oxides as support/promoter for the EOR electro-catalysts. 
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