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ABSTRACT

Crowd simulation algorithms play an essential role in populating
Virtual Reality (VR) environments with multiple autonomous hu-
manoid agents. The generation of plausible trajectories can be a
significant computational cost for real-time graphics engines, espe-
cially in untethered and mobile devices such as portable VR devices.
Previous research explores the plausibility and realism of crowd
simulations on desktop computers but fails to account the impact
it has on immersion. This study explores how the realism of crowd
trajectories affects the perceived immersion in VR. We do so by
running a psychophysical experiment in which participants rate
the realism of real/synthetic trajectories data, showing similar level
of perceived realism.
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1 INTRODUCTION

Crowd simulation is the complex process of simulating collective
movement of several individual entities such as virtual humans or
animals. It is used in numerous contexts, such as urban or evac-
uation planning, video games, and cinematography. For realistic,
high-density crowd simulations the computation and memory cost
is significant and requires the use of high-end desktop computers
[9, 22] or even in some cases distributed computing [14, 23]. Re-
cently, VR games such as Emergence [1] or Humanity [2] focused
user experience on crowded environments. Moreover, VR serious
games [7] such as evacuation training gained a lot of interest in
the last years. The recent emergence of portable VR devices with
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limited computational resources, such as Oculus Quest and Quest 2,
challenge developers as their CPU and GPU capabilities are signifi-
cantly lower than current desktop-class CPU and GPUs. How does
a user perceive a crowd simulation as plausible or realistic? This
question is challenging as multiple simulation stages are involved,
such as rendering, animation, pedestrian dynamics and, sometimes,
the observer’s interactions with the crowd such as dynamic avoid-
ance of the observer. Prior studies introduce metrics [12, 19], rely
on subjective evaluation by performing user tests[6, 18] or even
compare against real-world crowd data [5, 10, 13].To the best of our
knowledge there is no study that addresses perceptual realism of
crowd simulation trajectories in large and high-density crowds from
an immersive perspective. From Nelson [16] we defined low crowd
density as 1 agent per square meter, medium density as 1.5 agents
per square meter and high density as 2 agents per squared meter.
Our paper is motivated by the fact that the computation of realistic
trajectories in a densely crowded environment might have high
computational cost that could be prohibitive to use on untethered
VR devices. Running a cheap algorithm that creates trajectories
without affecting their perceived realism allows game designers to
address more resources to graphic realism, enhanced animations
or even a larger number of virtual characters in the scene. The
contribution of our study is two-fold: firstly, we identify and val-
idate through a user study (Experiment 1) this computationally
inexpensive method. Validation consists of measuring perceived
realism to assess the generation of a plausible set of trajectories
for a high-density pedestrian crossing scene. An example of such a
scenario is two crossing flows of characters; our experiments show
the possibility of generalising such results to this category of sce-
narios. Secondly, we compare via a VR user test (Experiment 2) the
perception of realism between the simulated trajectories and a set of
real-world trajectories traced from video footage. This experiment
allows us to validate rectilinear trajectories realism when observed
via head-tracked stereo displays and explore the impact trajectories’
realism has on the immersion levels that users experience in VR.

2 CONCEPT AND MOTIVATION

We address the challenge of understanding if computationally inex-
pensive algorithms can generate plausible or even realistic trajecto-
ries in a scenario showing pedestrians following urban constraints
such as a road crossing. Previous literature [4] suggests that very
simple crowd behaviours, such as ones having rectilinear and sin-
gle speed trajectories can be perceived as plausible while being
computationally inexpensive (the rectilinear algorithm we adapt
has been reported to be able to handle a higher number of agents
per second as compared to previous methods [3]). Trajectory plau-
sibility is affected by motion illusion and viewpoint. Thus, we aim
to clarify if the motion illusion effect can be perceived even in this
constrained urban condition where pedestrians are moving in oppo-
site directions. Our baseline consists of real trajectories traced from
an aerial video of a pedestrian crossing captured by a drone and
containing 280 pedestrians.The video allows us to trace pedestrians
trajectories and trace the dimension and specifics of the pedestrian
crossing scene. The second dataset is subsequently generated using
an adaptation of Barut et al. [3]. We adapted Barut et al. ’s real-time
rectilinear algorithm to produce trajectories of pedestrians on a
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Figure 2: (a) In the first experiment a total of 4 experimental condi-
tions were defined by the two independent variables of view angle
and simulation id; (b) the second experiment only had one indepen-
dent variable (Real vs Simulated Trajectories) and therefore 2 exper-
imental conditions.
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Figure 3: (a) Adaptation of the rectilinear algorithm proposed by [3],
in order to simulate a pedestrian crossing. Our adaptation consisted
of adding four constraint areas for the generation of the trajectories
and the target location. Each of the pipes represents the trajectory
of one pedestrian while the radius represents the clearance between
pedestrians; the vertical axis time. (b) The plot shows the average
speed distribution of the real data trajectories and the fixed speed
distribution of the simulated data trajectories.

crosswalk or pedestrian crossing. The previous literature review
surrounding perceptual realism of crowds within psychophysical
experiments uses a number of different approaches to measure real-
ism. Some employ simple binary scores (is the crowd realistic or not)
[6] whereas others instead ask participants to asses realism using a
continuous scale [17]. While the first approach asks participants to
make a clear decision, the second allows them to be less determin-
istic and express their perception with a higher degree of accuracy.
Within our questionnaire, we decided to use both approaches. We
gather two different levels of perception: a binary classification and
a numeric evaluation. Immersion is defined as the “illusion” that
“the virtual environment technology replaces the user’s sensory
stimuli with the virtual sensory stimuli” [21]. The realism of the vir-
tual environment is among those characteristics of the experience
that influence the sense of immersion [15]. We use Tcha et al. [21]
questionnaire that aimed to measure the experienced immersion
levels.

3 FIRST EXPERIMENT

The purpose of the first experiment is to validate the plausibility
of the rectilinear algorithm proposed by [3] in a realistic scenario.
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Our hypothesis is that rectilinear trajectories in such scenario man-
ifest the same perceptual realism experienced in Barut’s work. A
within-group experimental design was adopted, where all partici-
pants are exposed to all experimental conditions consisting of two
different points of view: eye and aerial levels (Fig. 2a). During each
experimental session, each participant is exposed to two videos
from two different points of view and, after seeing each video, they
are asked to fill the questionnaire. We generated two synthetic
simulations that were rendered from two different camera angles.
In this way, each user was exposed to different simulations when
changing point of view, avoiding bias. In both cases, the entry and
exit positions alongside the time that pedestrians appeared in the
real-world video were used to initialize starting areas, goal areas
and preferred velocities for each simulated character. For the pre-
ferred velocities in particular, a Monte Carlo approach was used,;
preferred speeds were sampled from the speed distribution of the
actual pedestrians. Running this algorithm twice gives different
results though all simulated results generate rectilinear collision
free paths that satisfy the speed distribution of the input data. The
generated trajectories were then imported into the Unity Game
Engine where Rocketbox characters [8] were used to represent
each simulated pedestrian. Rocketbox graphical fidelity is typical
of VR game characters and crowd simulations without compromis-
ing the performances of Oculus Quest, especially when animated.
The online test was accessible for 4 weeks and we recruited 153
participants who performed the experiment remotely. Potential
participants were contacted via email, and if interested in taking
part, they were provided a link to the questionnaire. A randomized
sequence of two videos from two viewpoints were generated. The
sequence contained both simulations but viewed from different
positions. Before viewing each videos participant were instructed
to pay particular attention to the trajectory and speed of pedestri-
ans. After viewing each of the videos participants were required to
complete the perceived realism questionnaire.

3.1 Results

Most participants reported the rectilinear algorithm as either real-
istic or plausible ( 75% on the eye-level and 80% on the aerial view
condition).

The large majority of participants, 124, used Desktop computers,
24 used mobile phones, while only 5 tablets. There is no significant
difference between overall results and outcomes from participants
that used Desktop. The Wilcoxon signed-rank test indicated that
perceived realism in the aerial view was statistically significantly
higher than in the eye-level view (Z = 2079, p < 0.034, Fig 4a).
In addition, the Wilcoxon test indicated that perceived realism
for simulation 1 was not statistically significantly different than
simulation 2 view (Z = 717.500, p < 0.11). We further analyzed
if the point of view implies any statistical significance related to
trajectory linearity perception (manoeuvres) and speed changes,
by performing the Wilcoxon signed-rank test again. Trajectory
linearity perception in the aerial view was higher than in the eye-
level view (Z = 1247, p < 0.001, Fig 4b) while Wilcoxon test did
not show significant statistical differences in speed homogeneity
measures across the point of view (Z = 559, p < 0.125, Fig 4c).
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Figure 4: Results from Experiment 1 on the X axes the experimen-
tal conditions. a) Y axes: the perceived realism score collected with
the realism questionnaire Q3 range between 0 and 3 where 0 is im-
possible and 3 is realistic. b) Perceived Manoeuvres collected with
the realism questionnaire Q1; range between 0 and 1 where 0 rep-
resent pedestrian moving in straight trajectories and 1 moving in
curved trajectories to avoid collisions. c) Perceived speed changes
collected with the realism questionnaire Q2; where 0 represent con-
stant speed and 1 speed changes.

le to move in

A) Within this scene, you will see a crowd at a pedestrian
: rowd using the controller thumbstick (as per ima :
: strians as you will be a ghost (there will be no interaction between you and the crowd). Pay :
. particular attention to the pedestrians' trajectory. Remember that pedestrian trajectories refer to :
their movement in space rather than their limbs' movements or walking style. After the scene, we
: will ask you to answer a few questions about the pedestrian trajectories' realism and the crowd's :
: perceived size/density. Also, while you might see some collision between pedestrians' arms, :
: these will not be a relevant detail of the crowd realism. Additionally, the scene's walls are meant :
¢ to represent the scene's boundaries, not physical barriers. Therefore, a pedestrian walking in :
and out of them do not represent an indication for trajectory realism. The scene will last approx
: 30 sec you will have a chance to replay the scene once.

: Q1 Did the pedestrians manoeuvre to avoid collisions?
: - Yes (I saw pedestrians changing direction to avoid collisions with other pedestrians)
: - No (I did not see any of the pedestrians changing direction )

Q2 Did any of the pedestrians change speed to avoid collisions?
: - Yes (I saw pedestrians slowing down / speeding up to avoid collisions)
: - No (I did not see pedestrians changing their speed to avoid collisions)

Q3 What is the level of realism of the trajectories?
: - Realistic (Accurate - | felt pedestrian trajectories resemble real-life trajectories)
: - Plausible (Credible - | felt pedestrian trajectories were possible/valid but not real)
: - Implausible (Questionable- | felt pedestrian trajectories were unconvincing)
¢ - Impossible (Absurd - | felt pedestrian trajectories were unreasonable)

Figure 5: Instructions, for both experiments at the top. Blue text was
displayed in experiment 2. On the bottom Realism questionnaire.

4 SECOND EXPERIMENT

This experiment’s aims were first to understand if there was a dif-
ference in the perceived realism of a crowd visualised with real
trajectories compared with synthetic and rectilinear trajectories
when the user is immersed in a virtual environment and secondly
to measure how trajectories realism affects the level of immersion
experienced by users. We asked the participants 3 questions related
to the realism perception as in the first experiment: firstly, a direct
question about the perceived realism (Fig. 6 a). Secondly, if they
noticed manoeuvres to avoid collision by the characters (Fig. 6b)
and last if the characters speed changed to avoid collision (Fig. 6c).
We adopted a within-group experimental design in which all par-
ticipants are exposed to both of the realism conditions (i.e. real
data and simulated data) as shown in Fig. 2b. The video length is
inherited from real data, to compare the simulated data fairly with
real data we had to generate a simulation of equal duration. To
counterbalance any possible ordering effects, the sequence of con-
ditions is randomized for each participant. Before each experiment,
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we collected consent forms and demographics. Across every trial,
we collected the realism questionnaire. The real-world trajecto-
ries were tracked from a 28 seconds video bought and downloaded
from iStock ! using the semi-automatic procedure of tracking heads
The synthetic data were generated using the linear trajectories al-
gorithm.We recruited 40 participants, 15 participants performed
the VR experiment remotely, while the remaining 25 took part in
the experiment in a controlled environment. The application was
pre-installed on an Oculus Quest 2 for the controlled experiment
participants. Once the application was downloaded/installed and
opened, a series of graphical instructions informed the participant
about the aim of the project as well as asking for the consent of
the participant, which was recorded, then demographic were col-
lected. After the experiment started, randomly selecting which
experiment to be shown first, instructions were shown explaining
to the participant that they would be asked to observe a crowd and
subsequently asked to rate the realism of the crowd trajectories.
The participants were not aware about the nature of the crowd data
(simulated or real). Participants were asked to focus on the trajec-
tories rather than the humanoid movements or the environment
details.The scene was created in Unity and walls were placed on the
borders to focus the participants on the region of interest. Between
each trial, participants were asked to fill the trajectories’ realism
questionnaire. (Fig. 5). The user could perform the session seated
or standing, and could move freely in the digital environment with
Oculus controllers, similarly to movemement in a game scene. To
simulate a typical game scenario, the users were not allowed to stop
the simulation to investigate the scene. To prevent indecision from
the participants, we gave the possibility to repeat the session once,
and set a scale in the questionnaire’s answer. Users were informed
of this possibility before starting the experiment; we limited the
repetition capability to one repetition to avoid unbalanced sessions
between participants, and to limit experiment time.

Wilcoxon Test z=6,p=.149  Wilcoxon Test z=0,p=.346  Wilcoxon Test z=0,p=1  Wilcoxon Test z=376,p=0.656
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Figure 6: On the X axis experimental conditions: Real and Simulated
trajectories, the error bars represent Standard Error. a) Y axes: per-
ceived realism (0 is impossible and 3 is realistic). b) Y axes: perceived
manoeuvres range 0 to 1 (0 trajectories perceived as straight and
1 pedestrian perceived as maneuvering) c) Y axes: perceived speed
changes between 0 and 1 (0 pedestrian moving at a fix speed and 1
pedestrian changing speed). f) Y axes: Reported level of immersion
(0 low immersion and 1 high immersion).

The VRCrowd application is developed with Unity 2019.4.0 and
uses Google Firebase to collect data. A network connection needs
to be present to run the experiment. We showed two sets of trajec-
tories: real trajectories traced from the aerial video, and synthetic

!https://www.istockphoto.com/it/video/veduta-aerea-di-una-traversata-a-citta-del-
messico-gm1018488334-273794051
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trajectories. To increase model animation realism and model vi-
sual appearance, we animated Rocketbox characters [8] using the
phase functional neural networks animation system from Holden et
al. [11]. For both real and artificial trajectories, we applied the of-
fline animations by processing the trajectories in Unity. Then we
stored the dataset in binary files to be played within the Oculus.

4.1 Results

We did not measure significant differences between real and syn-
thetic data from both the answers related to collision avoidance and
speed changes. While participants were undecided if the pedestri-
ans changed trajectories to avoid collisions, 70% of the participants
reported no speed changes. Perception of manoeuvring in the real
data condition was not significantly different (Z=0, p<.346, Fig. 6b)
across the real/simulated data. This was also the case for perceived
speed changes (Z=0,p=1, Fig. 6¢). Such similarity between percep-
tions of simulated and real data suggests that when the user is
immersed, rectilinear trajectories are perceived as similarly realistic
as real trajectories.Similar results were also visible in the answers
distribution for the perceived realism, and also between the con-
trolled users and the group that performed remotely. The Wilcoxon
signed-rank test indicated that the perceived realism of real data was
not statistically different than simulated data (Z= 6, p<.149, Fig. 6a).
We aim to understand if the trajectory realism affects the immer-
sion level. We compare the scores distributions of the immersion
questionnaire [21]. The Wilcoxon signed-rank test indicates that
immersion level reported by participants across the two levels is
not statistically significantly different (Z= 376, p<.656, Fig. 6f).

5 FUTURE WORKS & CONCLUSION

Despite our scenario’s specificity, this study aims to investigate a
common configuration when crowd simulations are evaluated. We
aim to extend the study by increasing the number of different situ-
ations such as singular flow, four flows in a crossroad context, and
bottleneck scenarios. Our experiment exposes the participants to
visual stimuli originated by crowd simulations. A suggestive follow
up can introduce auditory cues as studied by Stanton et al. [20],
analysing perception and immersion. First experiment outcomes
illustrates how the adapted algorithms from [3] can be used to gen-
erate plausible/realistic trajectories in conditions in which the flow
of pedestrians is not random as in the case of a pedestrian crossing.
The results from the second experiment underlines how, in an im-
mersive condition, we can not determine differences in perceived
realism between traced trajectories and simulated trajectories. The
results highlight how the different levels of immersion experienced
by users are not statistically different across the conditions of real
and simulated trajectories. This outcome suggests that spending
computational power for trajectory realism does not increase the
perceived realism in a high density crowd crosswalk setting.
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