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A method is presented for the swift reconstruction of electron density profiles measured by the Alkali Beam Emission
Spectroscopy. It is based on the linearization of the governing rate equations and leads to a direct calculation for
obtaining the profiles. The uncertainties of the measurement are incorporated into the problem through the utilization
of Tikhonov regularization and the generalized least squares method. An approximation for the uncertainty of the
reconstructed density data is calculated as well. The applicability of the method is tested against both simulated and

real experimental results of the W7-X stellarator.
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I. INTRODUCTION

Alkali beam spectroscopy (A-BES)? is a technique utilized
in a number of fusion experiments’**???? for the analy-
sis of edge density profiles of magnetically confined plasmas.
The diagnostic injects a high-energy atomic beam into the
plasma’ . The photons generated through the collisional ex-
citation and subsequent de-excitation of the constituent atoms
of the beam are observed by an optical detector system® * .
The system is tuned at detecting the photons emitted during
the de-excitation from the first excited state to the ground state
of the atoms. Therefore, the intensity of the light can be as-
sumed to scale with the occupation level of the first excited
state. Since the occupation of the energy levels along the beam
line is governed by a rate equation, describing the collisions
with plasma constituents and the spontaneous de-excitation
process, the light profile along the beam is affected by the
density of the plasma. By assuming that all other relevant pa-
rameters of the plasma are known from other diagnostics, the
electron density profile along the beam can be reconstructed
from the A-BES data by solving a transformed version of the
rate equation. Due to the loss term in the rate equations mainly
corresponding to the ionizing collisions, the beam attenuates
as it propagates through the plasma. The A-BES diagnostic is
therefore most sensitive at the Scrape-Off Layer (SOL). Cur-
rent systems are capable of producing sufficient data for re-
solving physical processes with a time resolution in the order
of 50us. Thus, the diagnostic can be applied to the analysis
of transport processes at the plasma edge (e.g.” > *??).

The density profiles from the detected light signals are usu-
ally reconstructed with a Bayesian approach’ . This method
determines the density profile by maximizing a posterior prob-
ability distribution. This is defined as the probability that a
certain density profile is the source of the measured light pro-
file. The robustness of this method is supported by the pos-
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sibility of including measurement errors and additional infor-
mation, such as data from other diagnostics, into the calcu-
lations. Nevertheless, this approach is iterative and the run
time of the density reconstruction can become considerable.
Hence, alternative approaches are useful to obtain fast approx-
imate results to the equation. One approach is based on neu-
ral networks® which is able to obtain results in tens of mi-
croseconds running on GPU. However, approximating the un-
certainty of the reconstructed density profiles is not straight-
forward in this case. The aim of the current study is to present
an alternative approach retaining the mathematical form of the
problem and allowing the approximation of the uncertainty of
the reconstructed density profiles via the error propagation of
the covariance matrix of the light profile.

The presented method is based on the linearization of the
rate equation using an already known solution sufficiently
close to the experimental data. The problem is consequently
reduced to the solution of a matrix equation. The solution
approximating the experimental data is found in a database
of known solutions by a search algorithm. The measurement
errors are incorporated to the equations as well with the gener-
alized least squares method® . Tikhonov regularization is used
for introducing priors to the problem® . Moreover, a conser-
vative approximation for the uncertainty of the reconstructed
density data is developed. This is based on the common error
propagation formalism for linear transformations. The paper
is structured as follows: Section II briefly presents the A-BES
diagnostic at the Wendelstein 7-X stellarator. The data from
this diagnostic has been used for the current study. The rate
equations are also summarized in this section. The equations
used for the density reconstruction algorithm are summarized
in section III. The validity of the method and a few examples
using experimental data are discussed in section IV. Finally,
a summary of the results is presented in section V.
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Il. THE ALKALI BEAM EMISSION SPECTROSCOPY
DIAGNOSTIC

A. Diagnostic setup at W7-X

The A-BES system has been installed at W7-X in 20177
and is located at a torodial angle of ¢ = 72° of the stellara-
tor. The confining magnetic field has its maximal vertical
and smallest horizontal elongation at this toroidal cross sec-
tion. The diagnostic is capable of injecting sodium beam with
an energy up to 60keV and ion equivalent neutral current of
1mA. During the experiments, the beam has been injected at
a fixed energy of 40keV from the low-field side in radial di-
rection along the midplane of the stellarator at port AEA21.
High-quality background-corrected beam emission light pro-
files can be obtained with an approximately 50 ts time reso-
lution by a fast modulation of the beam.

The emitted light is detected with a detector system located
at port AEB20, approximately vertically above the region of
interest for the diagnostic. The optical system detects the
588.9 nm photons emitted during the 3p-3s transition of the
sodium atoms. The photon flux is measured at 40 points along
a radial line with a spatial resolution of approximately Smm,
at a camera sampling rate of 2MHz. The system utilizes both
avalanche photodiodes (APD) and multi-pixel photon coun-
ters (MPPC). A small percentage of the light is diverted to a
CMOS camera and is used for monitoring the beam and for
spatial calibration. An overview of the diagnostic geometry is
shown in Fig. 1.

For illustrative purposes, the raw signal data of two of the
measurement channels is shown in Fig. 2. The modulation
of the alkali beam, consisting of periodically diverting it from
entering the plasma, is clearly visible in both cases. The light
profiles corresponding to the sodium beam are calculated by
taking the difference between the mean signal values during
the "beam on" and the long "beam off" phases. (The 10us
long beam on and beam off phases shown in Fig. 2 depict
the fastest achievable modulation by the diagnostic hardware.)
The variation of the signal during either phase of the beam in-
jection is interpreted as noise. Furthermore, the data obtained
during the rise and fall times of the signals is omitted from the
data analysis. The SNR of the APD channel is estimated to be
in the order of 103 — 10* during the experiment, while for the
MPPC channel it is 10! — 10?. The lower SNR of the more
advanced MPPC detector’ is due to the lower photon flux in
the far SOL, where the channel is used. (The eight MPPC
measurement channels are located at major radii interval of
approximately [6.27,6.30] in the current system.)

B. Rate equations

The occupation of the energy levels of the sodium beam
atoms is defined by the following rate equation” .

dIN 1
NN Rty R 1A, ()

N = (N1,N2,N3,Ny,...) = (n35,13p, 45,134, ...)  (2)
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FIG. 1: a) The layout of the A-BES system at W7-X [M
Vécsei et al. P4.1021, 45th EPS Conference on Plasma
Physics, 2018; licensed under a Creative Commons
Attribution (CC BY) license.] and b) a toroidal cross-section
of the magnetic flux surfaces for the standard magnetic
configuration at the beam location.

where n,, n, and nz represent the electron, proton and impu-
rity densities of the plasma. The coordinate along the beam
axis is denoted by z. The vector N = (n3y,n3p, 45, N34, -.)
is a vector of the occupation numbers of the energy levels of
the sodium atoms along the beam. The scalar beam velocity
is given by v, while R/, 7 are the collisional rate matrices
for excitation, de-excitation and ionization. The matrix for
the spontaneous de-excitation is given by A. Assuming quasi-
neutrality for the plasma, one can reduce the equation to the
following form:

N _ 1IN (R A). 3)

dz v

Here, all of the collisional processes are summarized in R.
The collisional rate matrix is dependent on the effective ion
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FIG. 2: The raw signals for experiment 20181017.021 of an
APD and an MPPC channel located at major radii 6.201m
and 6.268m, respectively.

charge, Z,rr, impurity ion charge and the electron and ion
temperatures. These parameters are assumed to be known
from other independent diagnostics. It is noted that for al-
kali beams, R is generally only weakly dependent on these
quantities.

Ill. THE DENSITY RECONSTRUCTION ALGORITHM
A. Linear approximation of the rate equation

The reconstruction of the electron density profiles requires
solving Eq. (3) for n.(z). Moreover, only the second element
of N(z), i.e. Na(z) is known from the measurements, as it
corresponds to the measured light profile. Other elements of
this vector therefore have to be either transformed out of the
equations or are also obtained by the density reconstruction
algorithm.

For this study, a database consisting of known N solu-
tions for the rate equation for different n0 profiles is used to
solve the problem. The experimental data N»(z) is used to find
a similar light profile in the database and the rate equations
are subsequently linearized along this solution in the database.
Formally, one assumes that one has already obtained a solu-
tion to the problem

dN° 1

=N R+ A). 4)
dz
Here, v, R and A are identical to the parameters of Eq. (3).
Nevertheless, N° and ng are only assumed to be close to the
measurement data, as clarified later. Introducing § N and 6n,
as

N=N"+6N,

Ne = nS + On,

®)

one can transform Eq. (3) to the form

d(N°+dN
(C;r)i(N°+5N).[(n2+5ne)R+A}, (6)
dON 15, NO. R+ snon. R
dz v v
+%6N~(n2R+A)7 ©)
AN 150N R+ LoN- (2R 4).  (®
dz v v

Equation (7) has been obtained by substituting Eq. (4) to Eq.
(6). In order to arrive at Eq. (8), one needs to assume that
8ne6N-R < 6n.N®-R+8N - (ndR+ A). This requires that
both N and 0 are close to N and n,. A sufficient condition
for reducing the problem to Eq. (8) reads as

SN < N° and 6n, < n,. 9)

B. Incorporation of the measurement errors

In order to utilize Eq. (8) for processing measurement data,
it is necessary that the measurement errors are also incorpo-
rated into the equations. A possible approach to this problem
is summarized in the following. Firstly, the location of the
measurement points along the light profile are introduced as
Z1, 22, ---» Zx The derivation is approximated with the finite
difference method:

déN - 5N|z,'+1 76N|Zi
dz Zitl — % ’

(10)

where the 0 N |,, = N (z = z;) notation was introduced. Sub-
stituting this to the equation and writing the right-hand side in
its implicit form leads to

ON|.  —d8N]|, 1
M :5ne|Zi+l (NO'R> |Zi+1
v

i+l —Zi
1
+;6N‘Zi+l '(n8R+A)|z,'+17 (11)

This is a linear equation system for the values of N and én,
at the measurement points. In order to transform it to a more
compact form, firstly the following notations are introduced,

1 1
=-N° Rand S=- (ndR+A). (12)
v v

Secondly, the order of the elements of N, U and S are
changed such that the elements corresponding to the first ex-
cited state of the beam atoms are moved to the end of the vec-
tors and similarly to the last row and column of S:

ON' = (8N1,0N3,...,0Ny) = (5Np,5N2) (13)
U/: (U17U37"'7U2) = (Up7U2)7 (14)
S Sz - Sz,
S31 833, ... S32 S, S»
S = ’ = pomre 15
(Szp S22 ) (15)

S21, 823, ... S22
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The vectors 6 Ny, Up, Sy, S, and the matrix S, were intro-
duced to denote blocks of the § N/, U’ and S’ variables. With
this, the equations are transformed to

6NP|Z;‘+1 — 5Np‘zi

:5ne|2i+1 UP|Zi+| +6NP|ZI'+| 'SP‘Z:'H

Zi+1 —Zi
+ 6N2|Zi+l S2P|Zi+1’ (16)
0N, — 6N, |,
—— = :ane|z,-+1U2|z,'+1 +6Np|zz'+1 'SIJ2|Zi+1
Zit1 —2Zi
+ N2z S22z )
Using this form, the values of § Np|,,,, and dn,|,., can be
calculated from the values of d Np|; and 6n.|;. Thus, the

problem can be solved if the boundary values of 6.V, and
on, are known. Nevertheless, the uncertainty of the light mea-
surement is not yet included into the calculation and a direct
application of the above formula would lead to unreliable re-
sults. (This is due to Egs. (16) and (17) containing the deriva-
tive of 6V, and thus being sensitive to noise on this data.) A
common approach to solving this problem is the Maximum
Entropy method’ . Nevertheless, for the current study a math-
ematically less robust but direct approach is utilized in order to
obtain the approximative values of the density profiles rapidly.
Firstly, the generalized least squares method’® is utilized for
incorporating the measurement errors. This method is used
for linear regression problems to fit parameters to correlated
measurement data. For this purpose, all of the linear Egs. (16)
and (17) are summarized in a matrix form of the linear equa-
tions

6Np‘22
One|,
W=T-. 5Np\z3 . (18)

5”@‘2/(

For this equation, the boundary conditions 6 Np|,, = 0 and
One|;, = 0 were assumed. This is a reasonable assumption,
as usually the first channel of the measurement is detecting
the light data outside the last closed magnetic flux surface
(LCFS), where the electron density is small and the beam
atoms are in ground state. The notation T was introduced
for brevity and it corresponds to the square matrix govern-
ing the equation system. The vector W contains the OV |,
scalars and their products with S»|;; and S5,|;,. A common
approach to finding a unique and stable solution to equations
of form (18) is the utilization of the least squares method to-
gether with Tikhonov regularization® . Tikhonov regulariza-
tion introduces prior knowledge about the properties of the
solution of the equation to stabilize the problem, while the
least squares method allows one to find a unique solution, op-
timal in L? norm. The former step is performed by adding
additional independent linear equations to the equation sys-
tem (18), containing the assumptions about the solution. For
instance, a common linear equation’ for a prior dampening

the oscillation of the reconstructed density profile reads as

2%8n
ze =0, thus
aZ Zi
{5ne|z[+] — One|s, B Onely; — One|,,_, 2 ~0
Zivl — % i —Zi—1 Zi+1 —Zi—1 .
(19)

If Eq. (19) were to be taken as a strict condition for the solu-
tion, then it would lead to linear profiles for the density pertur-
bation. Nevertheless, by the usage of the least squares method
and regularization parameters, the magnitude of the effect Eq.
(19) has on the results can be tuned. In this sense, it is to
be understood as an additional correction for smoothening the
results. Similar linear equations of 8n,|,, and d Np|,, can be
added to Eq. (18) in a straightforward manner:

W T 65]:[17“22

P1 _ Py ) el

o s 51\?,\13 : (20)
6n€‘2k

For the example of Eq. (19), p; = 0 while the finite dif-
ference approximation of the second derivative is incorpo-
rated in the P; vector. An optimal solution in L?> norm to
this overdetermined equation system can be solved with the
method of least squares, resulting in the seeked values for
( ONpl|:,, Onel;, O0Np|; ... Onely, )

By utilizing weights (regularization parameters) for the
equations, their relevance for the solution can be optimized.
The customary weighing for the experimental data, such as
the equations governed by W and T is performed by multi-
plying the equation with the inverse of the covariance matrix
of the data. If the uncertainty of the data is governed by a
Gaussian distribution, this approach gives an optimal result’ .
Setting the regularization parameters for the priors governed
by p; and P, is less straightforward. A commonly used ap-
proximation is setting them so that y> = 1. However, that has
been shown to not always lead to optimal results’ . There-
fore, for the reconstructions of the current study, the weight of
the different classes of priors corresponding to p; and P; have
been individually set by hand for every set of experimental
data (e.g. for every plasma discharge). In order to mitigate the
subjectivity of this approach, a sound approximation for the
uncertainty of the reconstructed density data is required.

In this manner, the measurement errors can be incorporated
to the reconstruction process. It is noted that results from other
diagnostics, such as Thomson scattering and reflectometry can
be also incorporated in Eq. (20) if their uncertainty is known.

C. Defining the absolute calibration factor

The detector system does not directly measure N,(z), but
a product of this function and a calibration factor, which dif-
fers for every measurement channel. The relative calibration
between the channels is usually performed by injecting beam
into gas after the plasma discharges and observing the corre-
sponding light profiles. In this case, the emission along the
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beam can be taken as constant with reasonable accuracy. Al-
though a more accurate calibration can be performed if the
beam attenuation during the gas injection is taken into consid-
eration as well” , the low gas pressures and the CMOS image
both indicate that this effect is negligibly small for the current
system. The angular divergence of the beam is generally neg-
ligible due to the focusing system of the the beam injector? ,
this assumption is once again supported by the beam shape as
observed by the monitoring CMOS camera. After the relative
calibration factor of the channels is defined, one needs to find
the absolute calibration factor, a. Directly calculating this
quantity is not straightforward as it is dependent on the diag-
nostic geometry and the parameters of both the optical system
and the detectors. Denoting the measured signal with

n = aN:(z), (21)
Egs. (16) and (17) can be written as
6Np|z,'+1 B 6Np|zi

=005, Upliy +0Nplzy, - Sp

Zi+1 —Zi o)
T’|Zl‘ 0
+ ((;l -N; |Zi+1> Sop,
Nl Nl
(T+l —Ng|2i+1) - ( o —Ng‘zl)
i+l — i :5ne|zi+1U2|zi+1
Nl
+6NP|Z:‘+1 “Spo+ (;H —Ng|z,'+1) S22
(23)

This can be interpreted as a linear equation at every z; mea-
surement point with an additional unknown, 1/a. Thus, al-
though the form of the equation changes, the discussion of the
previous section remains valid. To avoid false spatiotemporal
correlations in the density data due to possible oscillations in
the alkali beam current, the absolute calibration factor is ob-
tained separately for each profile during the analysis of large
datasets. (For the same purpose, the finite velocity of the beam
atoms is taken into consideration as well when obtaining the
light profiles.)

D. Implementation of the algorithm

The algorithm was implemented within the Fusion Library
of Analysis Packages (FLAP) framework® , using the Python
programming language. The reconstruction of the density
profiles was calculated according to the method described in
the preceding sections. In order to utilize the code efficiently,
it is also necessary to have a database of solutions as the start-
ing point in Eq. (4).

This database has to contain the values of N - R and
ndR + A at the measurement points according to Eq. (8).
Moreover, since the collisional rate matrix R is dependent on
both the plasma temperature and Z, ¢, one would need to use
different data for different values of these parameters. Never-
theless, the temperature- and Z, r-dependence of the rate ma-
trix for the beam atoms (lithium or sodium) has been found

to be weak. Therefore, it has been found sufficiently accurate
if only a few versions of the data for different values of the
temperatures and Z, sy profiles are stored in the database. The
atomic collisional rate matrices utilized for this study were
taken from [? ]. The creation of the database for experimental
results is further detailed in sections IV A 1 and IV B.

In order to find a light profile in the database sufficiently
similar to the measured data, the moments of the light profile
were used. On one hand, this approach was chosen, as the mo-
ments are independent of the magnitude of the light profiles,
which is a necessary feature as the absolute calibration factor
is not known before reconstruction. On the other hand, the dif-
ferent moments of the light profile (variation, skewness, kur-
tosis, etc.) all define different properties of the profile shape.
(It is noted that if one were to calculate all infinite moments of
the light profile, than that should define its shape completely
in certain cases’ .) For the current task, the second to fifth mo-
ments of the NY(z) profiles were calculated when the database
of the corresponding data were created. For every measured
light profile, its corresponding moments were calculated as
well. The profile chosen from the database was the one which
had the closest matching moments to the measured data. The
first moments of the light profiles were not taken into con-
sideration, as they can be accounted for by shifting the pro-
files along the beam axis, thus avoiding the need for further
increasing the size of the database. Calculations have been
performed in order to validate if the moments of light profiles
corresponding to similar density profiles are indeed close. The
results are not presented herein for brevity, nevertheless it has
been found that the moments converge as the density profiles
converge to each other, and using the second to fifth moments
should be sufficient for the practical identification of similar
profiles.

As the reconstructed density profiles are linear combina-
tions of the input data, their uncertainty could be approxi-
mated by utilizing the linear uncertainty propagation method.
However, this could lead to overly optimistic approximations
as there are priors involved in the calculation. In this sense,
if one assumes very strong priors for the system, the calcu-
lated uncertainties of the density profiles would be very small.
To decrease the probability of creating artificially small ap-
proximations for the density uncertainty, a more conservative
method was utilized: Firstly, the error propagation transfer
matrix was calculated using the original Eq. (18), omitting
the priors. Secondly, the light profiles corresponding to the re-
constructed density profiles were compared with the measured
light profiles. Due to the numerical error of the linearization
and the usage of priors, these will not align perfectly. The
difference between the two light profiles can be used for im-
proving the error approximation of the density: The uncer-
tainty of the measured light profiles is further increased by
the difference between the reconstructed and measured light
profile data at the corresponding points. The covariance ma-
trix is altered accordingly, and this matrix is the one that gets
transformed with the error propagation transfer matrix of Eq.
(18). This way the usage of strong priors is counteracted to
some level. The resulting approximation is further discussed
in section IV A 2.
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IV. RESULTS
A. Validation of the method

The validity of the algorithm proposed in this paper has
been analyzed utilizing data from the W7-X stellarator. For
this purpose, the data from experiment number 20180821.012
was used. (The experiment was aiming at the commissioning
of fast ion diagnostics, utilizing the standard magnetic config-
uration, EIM+252 of W7-X.) Firstly, the A-BES light profile
was analyzed using the Bayesian method® . The density pro-
file reconstructed this way is plotted on Fig. 3. Since the
alkali beam crossed a divertor island for this experiment, the
flattening in the density profile is visible at the location of the
island” .

The density profile obtained from this reconstruction was
used to simulate measured light profiles. For this purpose,
the light profile corresponding to the reconstructed density
was calculated, as shown on the upper plot of Fig. 3. Af-
terwards some noise was added to the light profile, which was
the sum of a Poisson noise (photon noise) and a Gaussian error
(e.g. from electric noise). After obtaining reasonably realis-
tic light profiles this way, the density reconstruction algorithm
proposed in the current study was used to obtain the electron
density profiles. For illustrative purposes, an example for a
reconstruction results is shown in Fig. 4. The initial starting
profile of this figure has been chosen arbitrarily in order to
illustrate the accuracy of the equations of section III.

The data for the continuous line on the lower plot (simu-
lated density profile) corresponds to the data from Fig. 3. Its
range has been extended to cover the whole range of major
radii, where the diagnostic measures the light intensity. The
light profile with the added noise calculated from this den-
sity profile is shown in the upper plot. The linearized den-
sity reconstruction method requires a database of light pro-
files and corresponding density profiles. For the current ex-
ample, a simple database of a single density profile was uti-
lized and its data is also shown in Fig. 4 with dashed lines.
(The density profile in the database was created by hand in a
way that the results illustrate the limits of the reconstruction
accuracy.) The density profiles reconstructed and its corre-
sponding light profile is found to be reasonably accurate in
obtaining the original density profile. The reconstructed den-
sity matches the original density profile mainly outside the
LCEFS, but the error approximation for the reconstruction is
reliable even further inside the plasma. It is also notable, that
the method correctly reconstructed the flattening of the den-
sity profile, although the density profile of the initial database
contained no such characteristic.

1. Validity range of the linearized reconstruction method

A key factor of the applicability of the proposed reconstruc-
tion algorithm is the size of the database of initial density pro-
files and corresponding data it requires to function accurately.
Fortunately, the light profiles are only weak functions of Z,/,
g and the plasma temperature. Nevertheless, it may be possi-
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FIG. 3: a) The measured light profile, the reconstructed
density profile and its corresponding light profile obtained for
the experiment 20180821.012@4s using the Bayesian
reconstruction. b) Toroidal cross section of the magnetic
surfaces at the beam location. The approximate location of
the separatrix between the divertor island and the core plasma
is plotted with a dashed purple line in both figures a) and b).

ble that the range of convergence of the linearization method
itself is so small that one needs to produce large databases to
utilize the algorithm. Although Fig. 4 implies that this is not
the case, a more systematic analysis is shown in this section,
focusing on the limits of the linearized equation system.

For this purpose, the density profile from Fig. 3 was taken
and a random Wiener process with 0 drift and o, infinitesi-
mal variance has been added to the density data. This way
a new density profile was created. Its value at channel i was
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FIG. 4: The simulated, reconstructed light profile and the
starting light profile of the linear reconstruction. The
corresponding density values are plotted below.

calculated in the following manner:
n?””l |l = n8|2i (140, W,,)], (24)

where W, denotes the value of the Wiener process at z;. For
various values of ©,, a number of simulated light profiles has
been created as in Fig. 3: An additional noise, with variance
o}, has been added to the light profiles to simulate measure-
ment errors.

Using a database containing only the data corresponding
to n2|zi, which in this case is the density profile of Fig. 3,
the reconstruction accuracy of n’¢“!|,. has been analyzed. The
values of both 0, and 0; was varied and the accuracy of the
reconstruction was calculated, i.e. the difference between the
reconstruction results and n/°? of Eq. (24). Although the gen-
erated densities ¢ were not necessarily realistic, especially
for larger values of o,, mathematically the analysis is a use-
ful indicator of the accuracy of the method. Multiple random
data profiles have been created for a single value of ¢, and
0;. The results of performing ~ 176000 reconstructions are
summarized in Fig. 5. For this figure, the relative error of the
density reconstruction has been defined as

ne |zi - ”er:eal |z,-

An,|,, = mean (25)

real |
ne ™z

Channels with n/| ;; = 0 has been excluded from Eq. (25).
For the plot of Fig. 5, the variance of the light profile has
been assumed to predominantly originate from photon noise.
There was an additional small Gaussian noise added to the
channels to avoid any numerical problems at locations with
smaller light intensity. The horizontal axis of the plot was
taken to be the SNR at the peak of the light profile. It has
been found that the density was reconstructed with a smaller
relative error than 10% approximately in the rectangular re-
gion of ¢, < 0.032 and SNR > 100 at the light peak. For

Relative error of density reconstruction

>0.4
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n

)

0.05

0.025
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FIG. 5: The relative error of the density reconstruction as a
function of SNR at the peak of the light profiles and the
distance between the simulated density value and the one in
the database.
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FIG. 6: An example of the results from Fig. 5 with
0, = 0.0379 and SNR =~ 134.5 at light peak.

illustrative purposes, an example for the generated and recon-
structed data just outside this rectangular regime is shown in
Fig. 6. These results imply, that the reconstruction accuracy
is reasonably good for a large range of parameters. It is noted
that both Figs. 4 and 6 indicate that the reconstruction accu-
racy decreases as the beam propagates into the plasma. This
is not a property of the reconstruction algorithm, but is rather
inherent to A-BES diagnostics.

A rough estimate for the number of profiles required for
the database for the analysis of experimental data is given
in the following. For illustrative purposes, one may aim at
reconstructing the density profiles with an accuracy of 5%.
Firstly, according to Fig. 5 that requires an SNR at the light
peak higher than approximately 500, i.e. the relative error
at the light peak should be roughly below 5%. Secondly,
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for this reconstruction accuracy the limit along the other axis
of Fig. 5 is 0, < 0.0089. This corresponds to a relative
difference of approximately 0.03 between the initial and the
simulated density profiles. Therefore, assuming that one ex-
pects the density values to vary over a magnitude of 10 and
that the profile retains its overall shape, one requires approxi-
mately log(10)/log(1.03) ~ 80 profiles in the initial database
to cover the space sufficiently well. Nevertheless, in this case
one should also only expect to be able to reconstruct density
profiles of similar shapes. For instance, the variation of the
profile steepness should be also accounted for in a properly
constructed database. When analyzing experimental data, the
number of profiles required in the database had to be increased
fivefold due to this characteristic. Moreover, since the analysis
of different plasma configurations is presumably also required
from the algorithm, the generation of a new set of initial pro-
files for every plasma configuration should be considered as
well. Altogether, it has been found that the analysis of the
experimental data of W7-X required a database of approxi-
mately 9000 initial profiles. Section IV B discusses the con-
struction of this database in more details.

2. Approximating the reconstruction uncertainty

A second relevant factor for the applicability of the method
is the reliability of the error approximation. For this purpose,
the same data were used as for the previous section and the
results are plotted in Fig. 7. The horizontal axis refers to the
accuracy of light profile reconstruction. The vertical axis is
the fraction of the corresponding reconstructed density values
for which the difference between the reconstructed and the ac-
tual density data were less than the approximated reconstruc-
tion uncertainty. The relative error of the light reconstruction
is defined similarly as in Eq. (24), but it is normalized with
the uncertainty of the simulated light profile data:

’aN2|zl' *n|zl'

: 26
o) (20

An = mean

where the notation of section III C is utilized: aN-|;, denotes
the light profile data corresponding to the reconstructed den-
sity at z; and o(n|;,) is the simulated uncertainty of the data
at this point.

Determining the probability distribution of the reconstruc-
tion requires considerable effort, hindering the analysis of
Fig. 7. Therefore, a reference horizontal line is plotted on
Fig. 7 for the interpretation of the results. This corresponds
to the fraction one would obtain if the reconstructed density
data were defined by independent Gaussian processes at ev-
ery measurement point. The results indicate that if this were
the case, the error approximation would overapproximate the
error bars in the range where the relative light reconstruction
error is less than 0.8 and underapproximate it otherwise. The
slope of the curve of Fig. 7 is relatively small in the region
An < 0.75, which is a desirable feature for the interpretation
of the error approximation. Hence, a possible interpretation

- b

.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Relative error of light reconstruction

Fraction within approximated
variation of reconstructed density

FIG. 7: The fraction of density values within the uncertainty
limit as a function of the light reconstruction error.

of the results of Fig. 7 is the following: If the relative light re-
construction error is less than 0.75, then approximately 80%
of the actual density data can be expected to be within the
approximated uncertainty of the reconstructed density values.
For higher reconstruction errors one should not expect the un-
certainty approximation to give reliable values.

B. Utilization for experimental data

To illustrate the practical applicability of the presented den-
sity reconstruction algorithm, in the following a few results
obtained from experimental data is presented. However, a de-
tailed discussion of the observed physical phenomena is out
of scope for the current study.

Figure 8 presents the density data obtained for results for
experiment 20181017.021, an experiment investigating the
MHD activities of the FMM+252 high-iota configuration. A
significant feature of this configuration is the presence of in-
ternal 5/5 magnetic islands, also shown in Fig. 11b). The
temporal resolution of the reconstruction of Fig. 8 is 100us
and the reconstruction takes about 0.01s - 0.02s per profile
with a mid-range PC. From this, about half of the time is re-
quired for the calculation itself while the rest is used to search
the database of initial profiles for sufficiently similar data.
The code has been implemented in Python 3.7 with the us-
age of only common Python libraries and no robust optimiza-
tion methods. It is therefore expected that with a sufficiently
optimized system, the calculation time could be considerably
reduced. For comparison, a number of density profiles from
the same experiment were reconstructed with a comparably
unoptimized implementation of the Bayesian approach. This
method generally required approximately 5s-30s per profile,
depending on the number of iterations required for profile con-
vergence. Although the runtime of the latter approach can be
also considerably optimized, these runtimes are seen as in-
dicative of the substantially less computational resources re-
quired by the linearized method of the current study.

The database of initial profiles was created by taking the
source density profile to be defined by the sum of a tangent
hyperbolic function and a Gaussian function. The former one
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FIG. 8: The measured and reconstructed light profiles with
the corresponding density data for experiment 20181017.021
with an additional plot showing the sudden increase of the
ECRH power starting at 4s.

corresponds to the overall shape of the density profiles, while
the latter function to the additional flattening the magnetic
island introduces, as seen in the Bayesian reconstruction of
Fig. 3. The properties of these functions were varied over
a broad range: The height of the tangent hyperbolic function
was varied between 10'9m =3 — 102°m 3 (70 different values),
the steepness of the tangent hyperbolic profile was varied as
well, the transition length from 10%-90% of the inner density
was achieved over a distance of 1cm — 15¢m (5 different val-
ues). The variance of the Gaussian function was varied in the
range of 1mm — lcm (5 different values) and its relative height
in comparison to the height of the tangent hyperbolic function
between 0%-30% (5 different values). This range seemed to
cover most of the state space adequately. Nevertheless, in a
number of cases the density profiles of the database did not
match the experiments sufficiently. Thus, approximately 100
additional density profiles based on Bayesian reconstruction
data were added to the database as well. It is illustrative for
the applicability of the linearized equation system that even
this relatively straightforward method of creating the database
has been found to perform adequately for the analysis of all 33
experiments for which the linearized algorithm has been used
for.

Figure 8 implies highly similar measured and fitted light
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light profile
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FIG. 9: Spectrogram of data obtained from Fig. 8 for the
channel located at a major radius of 6.216m.

profiles. For instance, the effects of a sudden increase in the
electron-cyclotron-resonance heating” (ECRH) power from
2MW to 4MW at 4s is clearly seen on both light profiles. For
further analysis, the temporal spectrogram of the measured
and reconstructed light data at the channel near their light
peaks (R = 6.216m) is presented in Fig. 9. These have been
found to correspond reasonably well also. The color range of
the figures has been set to emphasize the difference between
the two results. The main difference occurs for frequencies
above ~ 200Hz, where the fluctuations in the measurement
data are weak. The data before ~ 1.1s shows that the re-
constructed light profile has more prominent oscillations in
this frequency window. This is presumably due to the finite
amount of profiles used in the initialization database. As the
light profiles evolve in time, the algorithm also switches re-
peatedly between the initial profiles it uses for the density cal-
culation. This is expected to add noise to the reconstructed
density and light data. On the other hand, for the time win-
dow at around 5.1s, it is the original data that has more promi-
nent high-frequency components. This is probably due to the
smoothing effect of the priors. Although neither of these ef-
fects are pronounced, they indicate that the algorithm pre-
sented in this study should be applied to small perturbations
cautiously as the density reconstruction can produce artificial
noise and it may also flatten out actual density perturbations.
As the reconstruction is reasonably fast, the algorithm can
be used for the analysis of density fluctuations directly. An
example for this is shown in Figs. 10 and 11. Figure 10 shows
the data of experiment 20181017.021 for the time window
[2.7s, 3.5s]. The light profiles indicate an oscillation at the
plasma edge. Filtering the density data for [10 Hz,1000 Hz]
and calculating the temporal cross-correlation for the channel
located at a major radius of 6.221m, one obtains Fig. 11a)
showing a 20Hz periodicity in the results. It is noted that the
major radius of 6.221m corresponds to the channel closest to
the approximate location of the peak of the observed light pro-
files. A phase inversion can be observed at this location in the
light data, which is a consequence of the beam attenuation
effect’ . A jump in the correlation sign can be observed at a
major radius of approximately 6.18m in the density data as
well. Previous studies implied that comparable behavior may
occur at the LCFS? . Based on field line tracer calculations’
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FIG. 10: The measured light data and reconstructed density
data for experiment 20181017.021.

shown in Fig. 11b), the internal magnetic island can be found
between major radii [6.16m, 6.205m] with an O point located
at 6.182m. Therefore, it is presumed that the jump in the spa-
tiotemporal correlation of the density profiles occurs at the
inner interface between the magnetic island and the inner flux
surfaces. It is however noted that at the point of the phase
inversion the reconstruction accuracy is considerably worse
than at larger major radii. Thus, artificial fluctuations may
also appear in the data at this point. Drawing a conclusive in-
terpretation of the results therefore necessitates further analy-
sis, preferably a comparison with data from other diagnostics.

Although the correlation of Fig. 11a) starts to oscillate at
channels outside R ~ 6.25m, this is a numerical artifact. In
this region the reconstructed density values are close to ma-
chine precision. Also, the correlation data indicate that the
density perturbations are spreading inwards through the diver-
tor island. Although a detailed analysis of the physical process
behind the results is out of scope of the current study, they are
possibly related to the low-frequency oscillations observed at
the plasma edge for similar plasma configurations® .

V. SUMMARY

The study presented a new density reconstruction algorithm
for the alkali beam spectroscopy diagnostic. It is based on the
linearization of the governing differential equations, resulting
in direct calculations while also allowing the incorporation of
priors to the reconstruction. The applicability of the code has
been tested against simulated data and experimental results as
well. It has been found that it gives accurate predictions to the
density profiles and a database of limited size is sufficient for
its application to the analysis of experimental data. An error
propagation method has been developed using the linear prop-
agation of uncertainties. Its applicability has also been tested
and it has been found to be a suitable indicator for the accu-
racy of the results as long as the measured and reconstructed

light profiles match sufficiently.

Setting up the linear equation system and solving it requires
approximately 0.02s on a general purpose mid-range PC for
the code implemented in Python. This has been found to be
2-3 orders of magnitude less than required by the traditional
Bayesian method, while retaining the statistical approach to
the problem. For extensive databases of initial profiles, deter-
mining the starting point of the calculation has been found to
require a comparable amount of computational time as the re-
construction itself as long as the former task is not optimized.
Due to the reasonable amount of time that the reconstruction
takes, it is also possible to analyze the density data of experi-
mental results with a high time resolution to which a few ex-
amples have been given. This can be a welcome feature for
the analysis of plasma edge turbulence using A-BES data.
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