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Introduction 
Content networks are usually virtual networks based over the IP infrastructure of Internet 
or of a corporative network, which use mechanisms to allow accessing a content when 
there is no fixed, single, link between the content and the host or the hosts where this 
content is located. Even more, the content is usually subject to re-allocations, 
replications, and even deletions from the different nodes of the network  [6][7][9].  In the 
last years many different kinds of content networks have been developed and deployed in 
widely varying contexts: they include peer-to-peer networks, collaborative networks, 
cooperative Web caching, content distribution networks, subscribe-publish networks, 
content-based sensor networks, backup networks, distributed computing, instant 
messaging, and multiplayer games. 
As a general rule, every content network is actually a knowledge network, where the 
knowledge is the information about the location of the nodes where each specific content 
is to be found: this is "meta-information", in the sense of being the information about the 
information contents themselves. 
The objective of the network is to be able to answer each content query with the most 
complete possible set of nodes where this content is to be found; this corresponds to 
discover the content location in the most effective and efficient possible way. 
As both nodes and contents are continuously going in and out of the network, the task of 
maintaining updated the network meta-information is very difficult and represents an 
important communication cost. In this context, cache nodes are used to hold the available 
meta-information; as this information is continuously getting outdated, the cache nodes 
must decide when to discard it, which means increasing communication overhead for the 
sake of improving the quality of the answers. The policy employed for determining these 
cache expiration dates have a large impact in the performance of a network; this problem 
is related but at the same time different to other problems involving caches, as in this case 
the cached information does not take too much place, but gets outdated very quickly 
(usually in caching problems the cached information uses up significant space, and is 
valid for more extended time periods).  
In this work, we model different policies for fixing the cache expiration dates for the 
information about the contents' location; in particular, we give mathematical 
programming formulations which represent the case where the cache expiration dates are 
equal for all contents, the case where the cache expiration dates are proportional to the 
query frequency for a content, and the case where all cache expiration dates can be fixed 
independently in order to maximize the correct answers to the queries received. We give 
also a numerical illustration of the application of these policies, employing data available 
from empirical studies of other aspects of content networks, and we look at the difference 
between the solutions obtained in each case. Finally, we give some conclusions and 
directions for future work.  
 

 



Content Caching Problem Formulation 
We consider a content network composed of source nodes and querying nodes, of cache 
nodes (also called aggregation nodes), and of a backbone (which will not be modeled in 
detail). Figure 1 presents a graphical representation of such a network, where it is 
important to note that this conceptual division, not necessarily has a correspondence at 
the equipment level, as the same computer may act at the same time as a source node, a 
querying node, a cache node, and a backbone node. 
Querying nodes connect to at least one 
cache node in order to route their 
queries. Each cache node concentrates 
all queries of its connected nodes and 
consults the backbone when it is not 
able to directly answer the queries 
received. The behavior of cache nodes 
is simple: when a query over content k 
arrives, if the answer is present in the 
cache it is returned; otherwise, the 
cache node starts a search in the 
backbone to obtain the information and 
answer the query; this information is 
then stored in the cache, for a prefixed 
time , afterwards it expires. kd Figure 1: Simplified view of a content network 

In two previous works  [11][12] we have developed a formulation for the problem of 
caching meta-information in a content network in order to maximize the number of 
correct answers to the queries, while respecting the bandwidth constraints. Even if space 
reasons preclude giving here the modeling details, we include the main points of the 
model, which is formulated in terms of the following parameters (whose dimensional 
units are given between brackets): 
 C set of network contents, partitioned into K content classes, such that if two contents 

belong to the same class, their parameters are identical ( KCCCC ∪∪= ...21 ). 
 : number of contents belonging to class kl k  ( [ ] 1=kl ).  

 : query rate for class k  contents kf k  ( [ ] .sec
1=kf ).  

 kλ : rate for source arrival for class k  contents ( [ ] .sec
1

k =λ ) .  

 kμ : rate for content deletion in sources for class k  contents. ( [ ] .sec
1

k =μ ) .  

 Sα : size per location answered in response to a content query ( [ ] bytesS =α ).  
 Bα : size per location answered in response to a backbone search ( [ ] bytesB =α ).  
 Sβ : size of a content query packet ( [ ] bytesS =β ).  
 Bβ : size of a backbone search packet ( [ ] bytesB =β ).  
 : input and output bandwidth restrictions in the cache node 

(

OUTIN BW,BW

[ ] [ ] .sec
bytesBWBW OUTIN == ). 

 : cache expiration times for class kd k  contents. ( [ ] sec.k =d )  

 



With some additional hypothesis about the query arrivals and the content storage times, 
the model leads to Poisson and birth-and-death  processes, which support direct 
computation of the used bandwidth and of the distribution of the number of valid content 
locations stored at the cache nodes. The network primary objective is to be able to give 
the most complete and correct information to the queries received. To formalize this 
objective, we develop an expression for the expected number of correct answers taking 
into account all contents, leading to this expression: 
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Cache nodes have input and output bandwidth constraints, which can limit the number of 
queries they can receive, process, answer and eventually pass on to the backbone. Using 
the previous hypothesis, the bandwidth constraints can be formulated as follows: 
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Policies for fixing Cache expiration dates  
Based on the previous model, we now discuss three alternative ways to fix the cache 
expiration dates. 

Single expiration time policy (SETP) 
The simplest option for solving the problem is setting the same expiration time for all 
contents. In this case, the aggregation node defines a fixed expiration time ; for every 
content location query, the information is stored in the cache during this time, and then 
deleted. This amounts to having all variables 

d

ddk = in the previous formula, leading to 
the following mathematical programming formulation:  
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Expiration time proportional to query rates policy (PETP) 
The query rate has an important impact in the behavior of the different contents. It can be 
reasonable to assume that high query rates correspond to contents with high impact and 
that their expiration times must then be kept longer; the easiest way is to impose a linear 

 



dependency. In this case, there is a single coefficient e such that for every content k, 
. Then, the mathematical programming formulation is as follows kk efd =
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Optimal policy (OP) 
If all values are free, unrelated variables, solving the optimization model will give the 
theoretical optimum for the cache expiration policy problem. The formulation is then the 
most general one, namely: 

kd
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The three problems are non-linear optimization problem, both in the restrictions and in 
the objective function. We can see that both the feasible solution space and the objective 
function are convex. As the problem is stated as a maximization one, a convex objective 
function will in general lead to multiple local optima. 

Numerical Illustration 
In this section we present a numerical illustration over a case study, where the data was 
generated with information available in different literature sources especially referring to 
Gnutella or similar peer-to-peer (P2P) file sharing networks [1][6][8] [10] [13].  
The instance we discuss here was generated using a random number generator; including 
the data for 878691 different contents (which correspond to the number of Gnutella 

 



contents in the study by Chu [1]), where the distributions for the query frequency follow 
a modified Pareto distribution law taking into account the "fetch-at-most-once" effect [6]. 
The frequency of arrival of new storage locations for each content is linearly related to 
the query frequency, following the hypothesis mostly used in the literature.  The main 
parameters of the case study are average content query rate  0.037938251 hr-1, maximum 
content query rate 1000 hr-1, average content storage rate 11.09749966 hr-1, average 
content location validity rate 1 hr-1,  maximum allowed number of locations answered in 
response to a content query 200, size of a the answer to a content query 100 bytes, size of 
the answer of a backbone search 310 bytes, size of a content query 94 bytes, size of a 
backbone search packet 291.4 bytes, input bandwidth 921600000 bytes/hr, output 
bandwidth 460800000 bytes/hr (an ADSL 2/1 Mbps connection as reference value). 
The problem was programmed using the AMPL modeling language; AMPL [4] is a 
software with a algebraic modelling language for doing mathematical programming, 
which can be used to easily represent a non-linear mathematical programming problem 
such as the ones discussed here. We solved the problem using different solvers available 
at NEOS [3][5]. The results presented here have been computed using the SNOPT solver.  
We compare the three optimization policies above described. As the full problem 
generated has a large number of contents (878691), we classify the contents into 16 
classes, and we solve this reduced problem. The results are then cast back in terms of the 
original, 878691 contents, problem (which could not be solved directly due to file size 
limitations in the used optimization interfaces). 
Table 1 shows the objective values and the computing times for the three policies, in the 
16 class  problem. The execution times are short, even if it can be seen that the OP policy 
takes longest to compute to optimality.  Table 2 shows the objective funtion values, as 
computed in the original,  878691 contents,  case. As expected, it can be seen that the OP 
policy obtained the best results, with 0.99995405=ε . All the same, the other policies 
resulted in values not far away from this optimum.  
 

OP SETP PETP 
Objective 
Functionε  

Execution 
Time (s) 

Objective 
Functionε  

Execution 
Time (s) 

Objective 
Functionε  

Execution 
Time (s) 

0.99995470 0.640 0.99995210 0.140 0.99993000 0.050
Table 1: SNOPT slutions. For the policies: OP, SETP and PETP. 

OP SETP PETP 
Objective 
Functionε  

Original 
Objective 
Functionε  

Objective 
Functionε  

Original 
Objective 
Functionε  

Objective 
Functionε  

Original 
Objective 
Functionε  

0.99995470 0.99995405 0.99995210 0.99995200 0.99993000 0.99993040
Table 2: SNOPT solutions transformed to the original problem. For the policies: OP, SETP and PETP. 

Conclusions 
This paper studies how to model different alternative cache expiration time policies for 
content network cache nodes. The three models presented correspond to non-linear 
mathematical programming models, with different number of decision variables.  

 



We also generate a test example, based on data available from the literature; using 
standard modelling languages (AMPL) and software available at the NEOS webpage, we 
compare the different policies, which in this case show an small advantage of the optimal 
policy with respect to the two simplest ones.  
Future work includes studying more advanced non-linear programming solution methods 
which could be used to solve directly the problem with a large number of variables; 
improving the model to take into account other features of content networks; and 
implementing the caching policies at a cache node in a real network, in order to study the 
benefits in practice (and the possible side effects) of these policies with respect to current 
implementations.  
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